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Abstract

We present early work investigating a one-way delay-tolerant commu-
nications channel which affords its users perfect unobservability at the
price of a limited bitrate. We suggest an unrealizable protocol, Psychic
Routing, against which we can compare the performance of concrete Delay-
Tolerant Networking routing schemes. We then use Psychic Routing to
evaluate the performance of routing in our perfectly unobservable channel.

1 Introduction
Today’s social networking sites provide users with fast, convenient access to
shared user experiences, but they also share private information more widely
that users may intend [3, 4]. We have previously described the Footlights social
networking system, albiet under a different name [1], which seeks to provide
users with a service whose availability and performance are even higher than
today’s services, but which does not blatantly violate user privacy.

However, whatever the good intentions of the authors, such a system pro-
vides an opportunity for service providers to link users to encrypted data and,
from there, to each other. In order to subvert such detection, going beyond
privacy and into the realm of providing anonymity properties, Footlights will
also provide users with a low-bitrate communications channel that is perfectly

unobservable: even a global adversary is unable to determine whether or not
the channel is being used, despite detecting all communications in the network.

This system relies on users constructing a Delay Tolerant Network (DTN) [7]
and forwarding a certain amount of traffic on others’ behalf. Routing in such a
network is very difficult, so we have attempted to define the criteria of success
via the concept of Psychic Routing, an unrealizable protocol which provides
us with something that we believe is currently missing from the literature: an
unattainable upper limit, à la Shannon limit, with which we can compare new
protocols.
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In this early work, we explore the concept of Psychic Routing and its rele-
vance to routing in private DTNs.

2 Footlights and Perfect Unobservability
In order to put users in control of their private information, we have proposed
an architecture for a privacy-enabling social networking system [1]. This sys-
tem, called Footlights1, provides confidentiality and integrity properties through
cryptography, while relying on centralised infrastructure such as Content Deliv-
ery Networks for availability.

In this system, private data is stored as fixed-length encrypted blocks in
a centralised, highly-available store. Blocks are content-addressed—therefore
immutable—as in the Venti archival store [16], and are organized in a directed
acyclic graph, as in the Git version control system [15]. Explicit linkages between
blocks are revealed only by plaintext, so the presence of ubiquitous encryption
will prevent services from intentionally and explicitly revealing user data to data
miners [4] or the world at large [3]. We have mitigated the most obvious privacy
attacks that affect real-world systems today but, in anonymity terms, our use of
a centralised block store has introduced a global adversary [5] into the system.

We pessimistically assume that our block-oriented communications substrate—
which in practice will be based on a CDN and backing store from a service
provider like Amazon—is able to uniquely identify every user of the system by
the IP address that they connect from. Thus, the operator of the block store
can identify who has uploaded any particular encrypted block as well as who
is downloading it. Given this assumption, we can safely model our system as
a set of one-way messages: if Alice stores a 4 kB block that is later read by
Bob, that is effectively the same as Alice sending Bob a 4 kB message through a
medium that is being observed by a global adversary; this duality is illustrated
in Figure 1. If Bob then stores a block of his own on the server, which is later
read by Carol, the adversary can observe that Alice has talked to Bob and Bob
has talked to Carol, but the contents of those messages are only known to the
communicants.

It is worth noting that, in such a system, the graph of users (nodes) and
messages (edges) may be disjointed: Alice, Bob and Carol may form a clique
that does not communicate with the rest of the user population. The system
can observe such communication patterns, but the presence or absence of cliques
does not change any of the analysis that follows.

For the sake of plausible deniability2, we use blocks which can take on a
1So named because, like a strip of theatrical footlights, it helps users to define the interfaces

between themselves and their diverse audiences, à la Goffman [10]. The name “Footlights” is
also traditionally associated with a Cambridge comedy troupe, although our project has no
affiliation with said ensemble.

2It is important for users to be able to hide very small amounts of data in blocks that
allow the same block to be interpreted differently by different recipients. If all blocks are of a
pre-specified size, there is a place for random padding, which may be purely random, or may
in fact be ciphertext saying, “there’s more to read over here.” Further details are available in
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Figure 1: Footlights communication model.

limited number of sizes, perhaps even one fixed size of e.g. 4 kB. Because of
this, we expect to find “spare” bits in these communications which could be used
to carry covert traffic. This spare capacity can be regarded as a Delay Tolerant
Network (DTN) [7], which could be used to route data around the network
via intermediaries such that the global adversary cannot observe the hidden
communications. In the above example, Alice might use the fact that she is
sending Bob a message to also say, “Bob, the next time you talk to Carol, please
tell her something for me.” This message routing is perfectly unobservable—
from the adversary’s perspective, Alice has sent Bob one message, and Bob has
sent Carol another message, but the number, size and timing of messages is
unchanged whether the cover traffic is included or not. Only the content of
the messages will change, so assuming that we use a good cipher, zero bits of

information are conveyed by the presence or absence of covert traffic.
Having developed a DTN substrate upon which covert communications can

occur, we must consider another problem: how to route Alice’s message to Carol.

3 Psychic Routing
Delay Tolerant Networking is an umbrella term which describes a heterogeneous
collection of network types, ranging from interplanetary networks to opportunis-
tic Bluetooth contacts [7], and many routing schemes have been proposed for
these various types of DTN [19]. When communications opportunities are fully
deterministic, as in the case of the interplanetary network, models can be built
and deterministic routes selected [8, 11]. In stochastic networks, two protocols
are commonly used as benchmarks: Epidemic Routing, a form of controlled
network flooding [18] and PRoPHET, a probabilistic scheme which keeps track
of the likelihood that a node will have contact with other nodes [14].

Anderson et al. [1].
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The trouble is, when developing a routing protocol for our one-way oppor-
tunistic network, it is unclear whether “delivers 15% more data than PRoPHET”
is really very good; perhaps the existing protocols perform miserably on our
network because their assumptions (e.g. near-instantaneous two-way sharing of
routing probabilities) are not met, and thus we have no cause to celebrate being
slightly better than them. What we need is something like a Shannon limit [17],
a theoretical maximum that can never be reached, but which progressively bet-
ter routing protocols can approach more and more closely. Such a limit would
provide a real sense of both how far we’ve come and how much further we might
yet go.

We propose that such a limit can be expressed via Psychic Routing : the most
efficient routing of data that could be done today if one had full knowledge
of future events and a protocol which imposes no communication overhead.
Clearly, such a scheme is impossible to implement in practice, but a protocol
with good probabilistic estimation of future events, based on statistics of past
events, could begin to approach the upper bound imposed by Psychic Routing.

Figure 2: An example of maximal data transfer between two nodes in a DTN.

Psychic Routing does not provide general, closed-form equations like the
Shannon limit in an AWGN channel; rather, it provides an upper bound on the
pairwise performance of a routing protocol in a particular context, with partic-
ular parameters. For instance, Figure 2 shows the psychic limit for hypothetical
communication using the Footlights system from Section 2 as a communications
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substrate, between two people in the Enron e-mail corpus [12] who have been
selected at random. This is an absolute maximum: no routing scheme will be
able to transfer more data in the same time, or the same data in less time.

Psychic Routing only considers the maximum flow of data from one source
node to one sink, it only provides pairwise maxima; it is not a global network-
wide optimisation. The model can assume that e.g. some of the channel’s capac-
ity has been consumed by other traffic, but global optimisation for network-wide
properties such as “fairness” is firmly in the realm of future work.

3.1 Calculation

Figure 2 is generated by walking “backwards” from the destination node (here
denoted Bob), applying a mark to all e-mails that Bob received in the Enron
corpus. We then walk backwards from the senders of these messages, marking
all messages that could have “influenced” a message sent to Bob. We continue
walking backwards, recursively, building a set of possible routes to Bob, stopping
when we discover cycles in the graph. We then discard all routes that do not
contain Alice, and throw away any portion of a route the precedes Alice.

We then calculate a capacity of “spare” bytes—the number of bytes required
to pad the message to a fixed block size, in this case, 4 kiB—for each message
in a potential route. Each of these point-to-point messages, and associated
capacity, can be seen as an edge in a flow network ; Psychic Routing corresponds
to pushing the maximum flow [9] from source Alice to sink Bob.

More precisely, for each instant x on the X axis, there will be a specific flow
network, formed by the messages that emanated from Alice and its descendants
up to that time; and the y value for that x will be the solution of the maximum
flow problem for that flow network. The meaning of that (x, y) data point is
that, if every participant had cooperated and used the spare capacities of the
available messages in the most favourable way towards that goal, the maximum
amount of data that could have been transferred from Alice to Bob by time
x (without altering the observable pattern of messages that were to be sent,
regardless of this covert communication) would be y.

3.2 Related Work

The use of unattainable maxima as comparison points is well-established in
the communications and computer science literature. The oft-cited Shannon
limit—the most popular of which, applied to an Additive White Gaussian Noise
(AWGN) channel, is sometimes treated as synonymous with “Shannon limit”—
specifies the most error-free information transmission that is possible over a
noisy channel [17]. Real communications systems cannot reach the Shannon
limit, but it provides a useful absolute comparison point: we can say that an
error correction code comes within 0.3 dB of the Shannon limit, rather than
“10% better than code X.”

Similarly, Belady described an unimplementable page replacement algorithm
that real paging algorithms can be compared against [2]. Belady’s Min algo-
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(a) Direct messaging.

(b) Routing through exactly one intermediary (data laundering).

Figure 3: Routing capacity over two years (no contention).

rithm, much like Psychic Routing, relies on full advance knowledge of what
Virtual Memory (VM) pages will be required by the system in order to make
optimal decisions about which pages to swap out of memory. A realizable algo-
rithm such as Least-Recently-Used (LRU) that approaches the performance of
Balaly’s Min algorithm in a variety of VM workloads can be deemed appropriate
for concrete systems.

4 Measurement
In order to test the applicability of Footlights’ covert DTN to real-world traffic,
we have driven a Footlights model with data from the Enron e-mail corpus [12].
We first took a subset of the most “interesting” e-mails in the corpus3: 50,059
messages among the 50 users that communicated the most in the period 1999-

3This reduction was performed in the interest of computation time: it would simply take
too long to process all 300k e-mails in the corpus, many of which are single messages to or
from e-mail addresses outside of Enron (e.g. an invitation to one Enron employee to attend a
University graduating class reunion).
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2002. Each e-mail in the corpus was then translated into a Footlights message
with a spare capacity of 4096− lmod 4096, where l is the length of the e-mail,
including SMTP headers.

Figure 3 shows the routing capacity of the network; it is able able to support
some limited communication. In these graphs, we see how much data Alice can
send to Bob—for all possible values of Alice and Bob—either by sending it
directly to Bob (Figure 3a) or via some intermediary (Figure 3b). The x axis
represents ranked pairings of Footlights users: pairing 0 is the “couple” with the
best routes from one to the other, pairing 1 the next best, etc., and the y axis
is how much data can be transmitted covertly between 1999 and 2002. Clearly,
the ability to communicate kilobytes of data over a period of years does not
make for a general-purpose communication system, but as a means of sharing
keys, perhaps in order to establish other channels, it could be quite useful.

Implicit in Figure 3 is the assumption that there is no contention for any
of the network resources that Alice wishes to use. This is clearly an inaccurate
assumption, but nonetheless we can see that the network is capable of bearing

some traffic—the question is how much.

Figure 4: Routing messages via Footlights in the Enron e-mail corpus.
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This question is answered in Figure 4, which shows a comparison of sim-
ulated routing performance by several routing algorithms—Psychic Routing,
PRoPHET and the “Pass-it-Along” strawman—routing data through one inter-
mediary, for pairing 0 in Figure 3b.

4.1 Psychic Routing

Psychic Routing, at the top of Figure 4, is clearly the best scheme. Using
knowledge of future communications among all participants in the network,
Alice is able to send approximately 27 kiB of data to Bob over the course of
approximately 30 months. Such a scheme is, of course, unrealizable, but it sets
our upper bound, our analog to the Shannon limit.

4.2 PRoPHET

The next graph represents the performance of the popular PRoPHET algorithm,
with some tunable parameters selected from an IETF draft [13] and some chosen
arbitrarily. We can see that almost 1.4 kiB of data does propagate from Alice to
Bob via at least one intermediary, but unlike the Psychic Routing case, most of
the transfer occurs at the end of the period of interest, rather than the beginning.
Unlike Psychic Routing, a realizable scheme like PRoPHET must expend time
and communications bits in order to propagate routing information—in this
case, probabilistic estimates of how soon each node expects to communicate
with other nodes.

In the absence of other information, we might suppose that PRoPHET’s
performance here is reasonable, and invest significant effort in tuning parameters
to improve it incrementally. Compared with Psychic Routing, however, we can
see how much further we still have to go; our time and effort might be better used
in searching for a different routing algorithm entirely which better reflects the
realities of the medium (e.g. does not assume that nodes are able to exchange
routing information in a two-way exchange).

From a privacy perspective, we might also wish to invest in a scheme which
does not require reporting accurate contact information to all peers.

4.3 Pass-it-Along

The final routing scheme depicted in Figure 4 is a straw man called “Pass-it-
Along routing.” As the name implies, when a node engaged in pass-it-along
routing receives a packets of data, it stores the data and sends it out again
attached to the next message to go out. No consideration is taken as to the
suitability of the next node to finally deliver the packet, so this strawman pro-
tocol can be regarded as a constrained form of network flooding.

The performance of this routing scheme is, as might be expected, rather poor.
It is only by chance that a fortuitous message succeeds in delivering over 1 kiB
at the last possible moment; were it not for this one message, less than 200 B
would have been delivered. Nonetheless, the comparison between Pass-it-Along

8



Routing and PRoPHET is telling: if we were to only compare the two schemes,
we would say that Pass-it-Along is slower in delivering data, but under some
circumstances, it actually delivers more data, since PRoPHET must consume
some of the available channel in order to propagate routing information. It is
only by comparing to Psychic Routing, our objective upper bound, that we see
how truly atrocious the performance of Pass-it-Along Routing really is.

An interesting property of Pass-it-Along routing is that, like other flooding
protocols, no source or destination addresses need be visible to routing nodes:
they simply act as data mules, assuming that the intented recipient is able to
recognize the packets intended for her (e.g. by decrypting them with a pre-
shared key). Thus, its performance is quite poor, but it has useful privacy
properties and, in this particular case, its performance is not severely worse
than a scheme which requires all nodes to broadcast who they talk to and how
often.

5 Future Work
There is an obvious trade-off between routing efficiency and the privacy of rout-
ing nodes: in order to improve efficiency beyond network flooding, nodes need
to know about each others’ communication patterns. In source-routed systems
such as Tor [6], the sender of a packet does not reveal to whom she is speaking,
but such a system can only function because routers have been published in a
directory, and their communication graph (fully connected, over the Internet) is
implicit. IP requires that destination addresses be visible to all routers, which
themselves broadcast messages saying, “if you want to send packets to any of the
following networks, give them to me; I am connected to them.” In delay-tolerant
networks with late binding, destination addresses may not even be fixed: routers
may say, “I understand the mapping from a high-level name to a low-level one,
and will forward traffic accordingly.”

Having introduced Psychic Routing, an upper limit on the effectiveness of
DTN routing, we now wish to study this information-efficiency trade-off, and
establish a lower bound on how efficiently traffic can be routed in an unob-
servable DTN, given a certain amount of information about the communication
graph the various nodes are willing to reveal to each other.

Furthermore, Psychic Routing—as it currently stands—only considers pair-
wise optimisation of network flows. Future work might consider global optimi-
sations, and the incentives that would encourage all participants to “play by the
rules.” Even more useful might be a consideration of how local incentives—such
as sender-pays vs. a quid pro quo arrangment of packet handling—lead to global
network properties such as congestion and packet loss.
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6 Conclusion
We have introduced a new feature for the Footlights social networking sys-
tem: while providing high-speed, high-availability access to shared user data,
Footlights will also provide users with access to a low-bitrate communications
channel that is perfectly unobservable—even a global adversary will be unable
to distinguish between users conducting normal conversation and users “piggy-
backing” covert traffic on their normal messages. Such a capability allows users
to communicate indirectly, via other users, in a Delay Tolerant Network (DTN).

In order to write high-performance routing protocols for this DTN, we have
introduced the concept of Psychic Routing, a routing scheme which relies on
full knowledge of future communications in order to make routing decisions
that maximize pairwise throughput. We have shown how this scheme could
serve the role of a Shannon limit for DTN routing, rendering obsolete existing
comparisons such as “15% better than an existing scheme whose properties are
themselves understood relative to other schemes.”

We have compared the performance of the popular PRoPHET protocol with
both a straw man protocol and Psychic Routing, and have qualitatively ob-
served an inverse relationship between pairwise routing performance and the
amount of information about the network used by the protocol. In the future,
we hope to explore this relationship further in order to establish a useful lower
bound on privacy-preserving DTNs, so that users will be able to select routing
schemes that maximize performance while respecting user-specified limits on
the disclosure of contact information.
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