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Abstract. Most prior work on anonymous communications has focused,
to a large extent, on achieving, measuring, and attacking anonymity
properties. There are, however, several other properties of importance
in anonymous communication networks, such as their performance and
their robustness to denial of service attacks, that have received less
scrutiny. To our knowledge, no practical measure of the resilience of
an anonymous communication network against active attackers has yet
been proposed.
In this work we propose a metric for quantifying the resilience of anony-
mous communication networks towards active adversaries with the power
to disable selected nodes.

Keywords: Resilience, Anonymous Communication Networks, Tor

1 Introduction

Anonymous communication networks constitute one of the main building blocks
for protecting online privacy, as they enable users to anonymously browse the
web, share content, or communicate with each other. To ensure adoption by
users, anonymous communication networks must provide robust anonymity prop-
erties, strong resilience against network failures and attacks, and acceptable per-
formance levels. In order to evaluate these characteristics we need to formalize
the required properties and to have a means to measure to which extent the
properties are satisfied by a given network design. Whilst performance can be
measured using standard techniques, it is very challenging to provide practically
useful metrics for resilience and anonymity.

Notions of resilience that exist in the literature are typically applied to net-
works such as the Internet [1–6]. However, anonymous communication networks
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differ from standard communication networks in several respects, notably a
different network topology, randomized routing policies, and, typically, higher
latency and lower overall bandwidth. Thus a new metric is needed. Existing
anonymity metrics [7, 8] are of limited practical use for low-latency anonymous
communication networks, as their security is typically evaluated towards non-
global adversaries [9]. Anonymity is however not the focus of this work; see [10]
for an overview.

This paper introduces a new, practical metric for measuring the resilience
of anonymous communication networks to active attacks. Our metric takes into
account the different features and constraints of anonymous routing policies.
Because of the randomization involved in routing policies, it makes sense to
measure resilience in terms of the expected quality of communications. We are
specifically concerned with measuring resilience against active adversaries aiming
to degrade as much as possible the expected quality of service. We model this
by considering an adversary that has the capability to take down a set of nodes
of his choosing.

We conceive three attack strategies. The first strategy (naive approach) is
simply to target nodes with the highest bandwidth. Because the criticality of a
node depends not only on its bandwidth but also on routing policy constraints,
this strategy is not necessarily optimal. We consider two further strategies (greedy
approach and optimal approach), which require more computational effort but
optimize the attack taking into account the routing policy. Although we ignore
the effects of natural network failures, they could easily be encompassed in our
metric.

The paper is organized as follows. In Section 2 we describe the workings of
anonymous communication networks and discuss existing metrics for measur-
ing resilience. In Section 3 we introduce our notion of resilience for anonymous
communication networks. Section 4 details the methodology followed to experi-
mentally measure the resilience of a sample node set from the Tor network.

2 Background

We give a brief introduction to low-latency anonymous communication networks,
and in particular the Tor network [11], which is the most popular ACN. We also
discuss existing metrics for resilience in both standard and anonymous commu-
nication networks and discuss their limitations.

2.1 Anonymous Communication Networks

The purpose of an anonymous communication network (ACN) is to enable users
to establish anonymous communication channels over an open network. ACN
users conceal the destination of their communications towards local observers
(e.g., their ISP), as well as their identity towards the destination (e.g., a website).
ACNs also allow two users to hide the fact that they are communicating with
each other. Typically, an ACN is composed of a set of routers (also called nodes)
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that constitute an overlay network. In most cases communications are relayed
over multiple routers to achieve anonymity from the node operators.

Some ACNs such as Crowds [12] are random routed, meaning that subsequent
hops in the communication route are decided independently by the last node in
the current path. In this paper however, we focus on the (more common) source-
routed ACNs. In these networks, the initiator of the communication selects,
according to the ACN routing policy, the set of relays that form the anonymous
channel as well as their position in the route. Examples of such deployed ACNs
are Tor [11] and I2P [13].We will focus on Tor as an example to illustrate our
resilience metric.

To communicate anonymously through Tor, users first obtain a list of avail-
able Tor nodes from the directory server, together with their contact details
such as IP address and port, public keys, and other relevant information such
as flags that denote the capabilities of the routers. Users then randomly select
three nodes according to Tor’s routing policy. The first node is called the entry
or guard node, the second is the middle node4, and the last the exit node.

While all routers can potentially act as middle nodes, only some nodes are
flagged as guard and/or exit nodes. Each node decides for itself whether it wants
to be an exit node. Guard nodes were introduced to limit the chances of an ad-
versarial router being selected as entry node [14], considering that the adversary
wins if he can compromise a single communication. In the current Tor design
each user is assigned a small number of guard nodes. A node is flagged to be a
guard node based on superior bandwidth and mean uptime. By default, a users’
guard node set is periodically changed every 30-60 days. Nodes that are both
guard and exit nodes are called guard-exit nodes. In a recent sample consensus,
2012-10-19 21:00:00, around 20% of the Tor routers were flagged as exit nodes,
and 20% as guard nodes. Guard-exit nodes constituted slightly less than 10% of
the total.

A further development in the routing policy is to disallow a communica-
tion to pass through two nodes with the same /16 subnet IP address. Hence
the underlying topology is not a complete graph. Finally, due to performance
considerations, Tor’s routing policy does not simply select each possible route
with the same probability: preference is given to high-bandwidth nodes, and the
likelihood that nodes are chosen for certain positions depends on the ratios of
overall guard and exit node bandwidths. A recent study [15] has shown that as
much as 20% of all Tor traffic flows over as few as seven high bandwidth nodes,
resulting in potential critical points of attack.

2.2 Resilience Metrics

Resilience of a communication network can be thought of as ‘the ability to pro-
vide and maintain an acceptable level of service in the face of various faults and
challenges to normal operation’ [16]. Resilience is often measured in terms of net-
work connectivity and failure rates [17, 6, 4]. For example, Dolev et al. [18] define

4 There is no special name for nodes in the middle of the communication path.
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the resilience of a network as the relation between the number of connected node
pairs and the total number of nodes.

Existing resilience metrics are however not appropriate for ACNs, as these
differ from standard communication networks in various important ways. The
underlying topology of ACNs often forms a complete graph, hence connectivity
is not such a useful metric. Modeling failure rates is of interest, but for ACNs
we are also concerned with resilience towards attacks. Active adversaries may
compromise nodes or perform denial of service attacks to degrade the ACN
service. Routing policies in standard networks are usually deterministic, aimed
at minimizing cost factors and finding shortest available routes. ACN routing
policies on the other hand are randomized to provide anonymity properties.
Hence, a resilience metric for ACNs should take into account randomness in the
routing policy.

In recent years, resilience has been studied in several ACNs such as Cash-
mere [19], Salsa [20], and Hydra Onion [21]. Resilience in these works is however
measured with respect to random failures, while active adversaries are not con-
sidered. Borisov et al. [22] investigated reliability in ACNs in the face of selective
DoS attacks in which the adversary aims at reducing the anonymity of the net-
work. Therefore, the adversary only performs a DoS attack when he cannot
compromise the communication in order to force the user to reconnect through
a new circuit and thereby improving his chances for compromising the com-
munication. Their proposed metric is aimed at evaluating the impact of these
attacks on anonymity rather than on resilience. Therefore, for our metric, inves-
tigating resilience in face of attacks such as DoS attacks, the adversary’s goal
is complementary to their adversary model. However, when using the metrics
for optimizing the routing policy of an ACN, both metrics address different as-
pects. Borisov et al. [23] investigated optimizing the routing policy in the face
of selective DoS attacks in order to maintain anonymity.

3 Resilience in Anonymous Communication Networks

We now present our metric for measuring resilience of anonymous communica-
tion networks (ACNs). The metric does not consider connectivity, but rather
measures the expected loss in the quality of communications (modeled as a ran-
dom variable) when the adversary takes out a number of nodes.

3.1 Adversary Model

We consider an adversary whose aim is to decrease overall quality of commu-
nication within the ACN. In other words, the adversary is not interested in
compromising anonymity, but rather wants to discourage or even prevent use of
the ACN. We allow an active adversary to select the nodes to be attacked (in
the form of denial of service). We consider up to three node selection strategies
that the adversary might use in order to reduce the ACN communication quality.
The strategies take into account not only the characteristics of the nodes, but
also constraints in the ACN routing policy.
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3.2 Resilience Model

Let G = (V,E) be a complete graph. We think of V and E as representing,
respectively, the set of ACN routers and the connections between them. Each
vertex is labelled with a non-negative real number corresponding to router ca-
pacity. We define a route in G to be a finite sequence of distinct vertices, and
view a communication path from the initiator to the receiver as a route through
G.

Definition 1 Let G be a complete graph. A routing policy on G is a set of
rules specifying all admissible routes R through G, together with a probability
distribution on R.

The routing policy thus determines which routes (of all the possible ones) can
be used for relaying communications, as well as the probability that a specific
route is chosen.

Definition 2 An anonymous communication network A consists of a complete
graph G together with a routing policy on G.

Note that, for the purposes of measuring resilience, we do not concern our-
selves with details of how anonymity is provided, but regard this as an implicit
part of the routing policy.

Definition 3 Let A be an anonymous communication network on graph G and
let X be a discrete nonnegative random variable measuring some aspect of quality
of communication in A. (The quality measure may be in terms of bandwidth,
latency, throughput, or some other observable variable of interest.) We define
the quality QX(A) of A with respect to X as the expected value of X:

QX(A) :=
∑
x

x · Pr[X = x].

In our attack model we consider an adversary who wishes to significantly
alter (typically, lower) QX(A). He does so by taking out a set S of k nodes from
the network. We denote such an adversary as AdX,S .

Definition 4 Let A be an ACN on G and let AS be the the ACN obtained after
removing a set S of k nodes from G. (The routing policy of AS is induced from
A.) We define the resilience of A against AdX,S to be

RAdX,S
(A) :=

QX(AS)

QX(A)
.

Considering an adversary who can take down any k nodes, we define the re-
silience of A with respect to X to be

RX,k(A) := min
S:|S|=k

QX(AS)

QX(A)
.
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Thus RAdX,S
captures resilience against the case when an adversary selects a

particular set S of nodes to attack, and RX,k measures resilience against the op-
timal attack. Comparing RAdX,S

and RX,k gives us insight as to the effectiveness
of the adversary’s strategy.

We can also use the metric to measure the minimum number of nodes that,
if removed, degrade quality by a factor δ. This factor is of interest both to the
network designer, to understand the resilience of the network against targeted
attacks, and to attackers seeking to conduct efficient attacks against the network.

Definition 5 The δ-threshold of A with respect to AdX,S is given by

Tδ,AdX,S
(A) := min{k > 0 : QX(AS) = δ ·QX(A)}.

4 Measuring Resilience for a Tor-like Network

We can apply our metric of resilience to a Tor-like anonymous communication
network A.

In terms of user experience, bandwidth is a highly critical factor in Tor: any
significant decrease in bandwidth will discourage use of the ACN. Moreover, the
fact that bandwidth influences even the latency of communication in Tor [24]
adds to the significance of bandwidth. In addition, it is worth mentioning that
Tor’s node selection algorithm is also weighted based on the node’s bandwidth.
Therefore, we take the expected bandwidth of a communication as our quality
measure of interest. We define the bandwidth of a route as follows.

Definition 6 Let A be an ACN on graph G and let r = (v1, . . . , vm) be a route
in G. Suppose the vertices v1, . . . , vm have router capacities c1, . . . , cm. We define
the bandwidth of r as:

BW (r) := min{c1, . . . , cm}.

Let R be the set of all admissible routes in G, and let B be the set of band-
widths of all admissible routes. We compute the probability of a communication
having a bandwidth b as:

Pr[B = b] =
∑

r∈R:BW (r)=b

Pr[R = r],

and define the expected quality of the communication as:

QB(A) = Exp(B) =
∑
b

b · Pr[B = b].

Note that we are considering QB(A) to represent the expected quality for a
single communication. An additional measure of interest is the total bandwidth
available to the population of users as a whole.
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4.1 Attack Strategies

We conceive three attack strategies that aim to decrease QB(A) in a Tor-like
network A. Recall our adversary model of Subsection 3.1. Since bandwidth is
the critical factor, a first strategy which we call the naive approach, is for an ad-
versary to take out the k nodes with the highest capacities. Although intuitively
this seems like a good approach due to the constraints in the routing policy, this
may not be the best strategy to decrease QB(A).

One could consider two further strategies, which we call the greedy approach
and the optimal approach. In the optimal approach, the k nodes to be removed
are those that maximize the degradation in quality. To find these k nodes, the
attacker needs to test how quality degrades for all the possible combinations in
which k nodes are removed. For large networks (such as Tor, having approxi-
mately 3000 nodes) this is very costly even for small k. In the more practical
greedy approach, the attacker finds the best first node to remove, recomputes the
routing policy for the remaining network, and repeats the process k times.

4.2 Practical Issues

Due to the intricacies of Tor’s routing policy, obtaining the exact bandwidth
probability distribution is impractical. However, by sampling the path selection
process sufficiently many times, we can obtain a close approximation to this
distribution. We can obtain these samples using one of several Tor Simulators
such as Shadow [25], Experimentor [26], or COGS [27]. This in turn will enable
statistically accurate resilience measurements. Note that to measure resilience we
need to remove nodes from the network, which for our purposes can be modelled
sufficiently well with a simulator. Moreover, with multiple users communicating
through the ACN, some measure for the total available bandwidth needs to be
provided to complement our quality measure.

As part of ongoing work, we are in the process of computing resilience mea-
surements using these Tor simulators. Furthermore we plan to evaluate resilience
of other existing anonymous communication networks.
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