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Abstract

Large numbers of people all over the world read and contitnvarious review sites. Many contrib-
utors are understandably concerned about privacy in geaeda specifically, about linkability of their
reviews (and accounts) across multiple review sites. s plaiper, we study linkability of community-
based reviewing and try to answer the questtonwhat extent are "anonymous” reviews linkable, i.e.,
highly likely authored by the same contributo®ased on a very large set of reviews from one very
popular site (Yelp), we show that a high percentage of ogiBnanonymous reviews can be accurately
linked to their authors. This is despite the fact that we &sg simple models and equally simple features
set. Our study suggests that contributors reliably explosie identities in reviews. This has important
implications for cross-referencing accounts betweeredéffit review sites. Also, techniques used in our
study could be adopted by review sites to give contributeesiback about linkability of their reviews.

1 Introduction

In recent years, popularity of various types of review anchicwnity-knowledge sites has substantially in-
creased. Prominent examples include Yelp, Tripadvisomi&ps, Wikipedia, Expedia and Netflix. They
attract multitudes of readers and contributors. While tmeer usually greatly outnumber the latter, contrib-
utors can still number in hundreds of thousands for largs s#tuch as Yelp or Wikipedia. For example, Yelp
had more thaml9 million visitors and reached5 million reviews in late 2010 [1]. To motivate contributors
to provide more (and more useful/informative) reviewsiaiersites even offer rewards [2].

Some review sites are generic (e.g., Epinions) while ottaerslomain-oriented, e.g., Tripadvisor. Large-
scale reviewing is not limited to review-oriented sites;fagt, many retail sites encourage customers to
review their products. e.g., Amazon and Netflix.

With the surge in popularity of community-based reviewimmpre and more people contribute to review
sites. At the same time, there has been an increased awseitlesegard to personal privacy. Internet and
Web privacy is a broad notion with numerous aspects, manyha¢twhave been explored by the research
community. However, privacy in the context of review sites mot been adequately studied. Although
there has been a lot of recent research related to reviewsfncus has been mainly on extracting and
summarizing opinions from reviews [6, 8, 18] as well as dutring authenticity of reviews [10, 11, 13].

In the context of community-based reviewing, contributovary has several aspects: (1) some review
sites do not require accounts (i.e., allow ad hoc reviewd)cmtributors might be concerned about linka-
bility of their reviews, and (2) many active contributorsveaccounts on multiple review sites and prefer
these accounts not be linkable. The flip side of the privaoplem is faced by review sites themselves: how
to address spam-reviews and sybil-accounts?

The goal of this paper is to explore and measure linkabilftyegiews by investigating how close and
related are a person’s reviews. That is, how accurately wdink a set of anonymous reviews to their
original author. Our study is based on ouef00, 000 reviews and~ 2,000 contributors from Yelp. This
paper makes the following contributions:



1. We provide a privacy measurement study where we extdpsigsess and measure reviews’ linkabil-
ity and show that anonymous reviews are accurately de-amiaed in the presence of very simple
features. For example, using only alphabetical letteritigions, we can link up to 83% (and 96%
with few additional features) of the anonymous reviews fteirtiheal authors. We believe that the
findings in this study are very important and alarming fori@exers who are concerned about their
privacy.

2. We propose several models and improvements that quiteaety link “anonymous” reviews.

Our results have several implications. One of them is thityahd cross-reference contributor accounts
between multiple (and similar) review sites. If a personutagdy contributes to two similar review sites
under different accounts, anyone can easily link themgsmany people tend to consistently maintain their
traits in writing reviews. This is possibly quite detrimahto personal privacy. Another implication is
the ability to correlate reviews ostensibly emanating faifferent accounts that are produced by the same
author. Our approach can thus be very useful in detectidgegewing and, more generally, review spam
[10] whereby one person contributes from multiple accotm@rtificially promote or criticize products or
services.

One envisaged application of our technique is to have ignated into review site software. This way,
review authors could obtain feedback indicating the degfdmkability of their reviews. It would then be
up to each author to adjust (or not) the writing style and iotharacteristics.

Organization: Section 2 provides background information about techrigqueed in our experiments. The

sample dataset and study settings are addressed in SectiexB our analysis methodology is presented
in Section 4. Section 5 discusses issues stemming from this. When, Section 6 overviews related work
and Section7 concludes the paper.

2 Background

This section provides some background about statisticds tosed in our study. We use two well-known
approaches based on: (1) Naive Bayes Model [12], (2) Kckhaeibler Divergence Metric [5]. We briefly
describe them below.

2.1 Nave Bayes Model

Naive Bayes Model (NB) is a probabilistic model based ondpenymous assumption stating that all
features/tokens are conditionally independent given khgsc Given tokensty, T, ..., T, in documentD,
we compute conditional probability of a document cléasas follows:

P(T4, Ty, ..., To|C)P(C)
P(Ty, Tz, ..., Ty)

_ P(T1|C)P(T5[C).....P(TW|C)P(C)

- P(Ty, 15, .., T)

Using the Naive Bayes assumption,

P(C|D) = P(C|T1, Ty, ..., Tn) =

P(Ty,Ts, ..., T,|C) = P(T1|C)P(Ts|C).....P(T,|C)
To use NB for classification, we return the class value witliximam probability:
Class = argmaxcP(C|D) = argmaxcP(C|T1, T, ..., Tn) Q)

SinceP (11,75, ...,T,) is the same for all” values, and assuming(C) is the same for all class values, the
above equation is reduced to:

Class = argmaxcP(T1|C)P(12|C).....P(T,|C)



Probabilities are estimated using the Maximum-Likelihestimator [5] along with Laplace smoothing
[14] as follows:

P(Ti|C) =
NumofT;in D + 1
Num of Tokensin D + Num Possible Token Values

2.2 Kullback-Leibler Divergence Metric

Kullback-Leibler Divergence (KLD) metric measures thetainee between two distributions. For any two
distributionsP and(@, it is defined as:

Du(PIQ) = Y- Plilog( )

KLD is always positive: the closer to zero, the cloggrs to P. It is an asymmetrical metric, i.e.,
Dy (P||Q) # Dy (Q||P). To transform it into a symmetrical metric, we use the follegvformula (that
has been used in [20]):

SymDy1(P,Q) = 0.5 X (Dri(P||Q) + D (Q||P)) @)
Basically, Sym Dy, is a symmetrical version ab,,; that measures the distance between two distributions.
As discussed below, it is used heavily in our study. In theé oféshe paper, the term "KLD” stands for

Sykall.

3 Data Set and Study Settings

Data SetClearly, a very large set of reviews authored by a large nurobeontributors is necessary in
order to perform a meaningful study. To this end, we coligdte#)76, 850 reviews forl, 997 contributors
fromyel p. com a very popular site with many prolific contributors. The mmiom number of reviews per
contributor is330, the maximum -3, 387 and the average 539 reviews, with a standard deviation &%4.
For the purpose of this study, we limited authorship to fimtiontributors, since this provides more useful
information for the purpose of review linkage. Note that 56f4he contributors authored fewer thaé0
reviews and 76% authored fewer thgd0. Only 6% of the contributors exce@d000 reviews. Additionally,
50% of the contributors write reviews shorter thiai) words (on average) and 75% — have average review
size smaller than85. Also, 97% of contributors write reviews shorter tH#9) words. The overall average
review size is relatively small 349 words.

Study SettingsOur central goal is to study linkability of relatively prbé reviewers. Specifically, we want
to understand — for a given prolific author — to what extentsafhis/her reviews relate to, or resemble,
others. To achieve that, we first randomly order the revielxsaoh contributor. Then, for each contributor
U with Ny reviews, we split the randomly ordered reviews into two:sets

1. First Ny — X reviews: We refer to this as thédentified record (IR) of U.

2. Last X reviews: These reviews represent the full set of anonymeviews of U from which we
derive several subsets of various sizes. We refer to eadhesétsubset as amonymous record
(AR) of U. An AR of sizei consists of the first reviews of the full set of anonymous reviews(of
We vary the AR size for the purpose of studying the user revi@vkability under different numbers
of anonymous reviews.

INote that, under certain conditions, NB and asymmetrical DKlmodels could be equivalent. That s,
argmazciassP(Class|T1, Ts, ..., Tn) is equivalent toargminciass Dri(Token_distribution||Class_distribution), where
T1,T>,... T, are the tokens of a documeht and T'oken_distribution is their derived distribution. The proof for this equiva-
lency is in [20]. However, this equivalence does not hold mive use the symmetrical versidtym Dy;.



Since we want to restrict the AR size to a small portion of thplete user reviews set, we restr€tto 60
as this represents less than 20% of the minimum number @wevior authors in our set (330 total). We use
theidentified records (IRs) of all contributors as the training set upon which wédmodels for linking
anonymous reviews. (Note that the IR size is not the samédlfoomtributors, while the AR size is uniform.)
Thus, our problem is reduced to matching an anonymous rdodtsd corresponding IR. Specifically, one
anonymous record serves as an input to a matching/linkindeinand the output is a sorted list of all
possible account-ids (i.e., IR sets) listed in a descenadidgr of probability, i.e., the top-ranked account-id
corresponds to the contributor whose IR represents thepnaisable match for the input anonymous record.
Then, if the correct account-id of the actual author is amiopdl” entries, the matching/linking model has
a hit; otherwise, it is a miss. Consequently, our study kdlen to exploring matching/linking models that
maximize the hit ratio of the anonymous records for varyiatugs of bothl’ and AR sizes. We consider
two values ofI": 1 (perfect hit) and 10 (near-hit). Whereas, for the AR size,experiment with a wider
range of values which includes: 1, 5, 10, 20, 30, 40, 50 and\@®e that in this paper, linkability ratio and
hit ratio are used exchangeably.

Even though our focus is on the linkability of prolific usense also attempt to assess performance of
our models for non-prolific users. For that, we slightly afparthe problem setting by making the IR size
smaller; this is discussed in Section 4.4.

4 Analysis

As mentioned in Section 2, we use Naive Bayes (NB) and Kckhaeibler Divergence (KLD) models.
Before analyzing the collected data, we tokenize all regiand extract four types of tokens:

1. Unigrams: set of all single letters. We discard all non-alphabetitelracters.
2. Digrams: set of all consecutive letter-pairs. We discard all noriralgtical characters.
3. Rating: rating associated with the review. (In Yelp, this rangesveen 1 and 5).

4. Category: category associated with the place/service being reviewbdre are 28 categories in our
dataset,

Note that we experimented our models on larger token setselyatrigram and stemmed-word sets.
Surprisingly, they mostly perform worse(in terms of linka) than unigrams or digrams. Before proceed-
ing, we re-cap abbreviations and notation in Table 1.

4.1 Methodology

We begin with the brief description of the methodology fae tivo models.

4.1.1 Na&ve Bayes (NB) Model

For each accountR, we built an NB model P(token;|IR), from its identified record. Probabilities are
estimated using the Maximume-Likelihood estimator [5] araplace smoothing [14] as shown in 2. We then
construct four models corresponding to the four aforemeeti token types. That is, for ea€k, we have
Pum'gramy Pdigramy Pcategory and Prating-

To link an anonymous record R to an account R with respect to token typ&, we first extract all
R-type tokens fromAR, Tr,,TR,, ... Tr, (WhereTk, is thei-th R token inAR). Then, for eac R, we
compute the probability’r (I R|Tr,, Tr,, -...- TR, ). Finally, we return a list of accounts sorted in decreasing
order of probabilities. The top entry represents the masainle match.
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NB | Naive Bayes Model
KLD | Symmetrical Kullback-Leibler Model
R | Token Type: rating, unigram or digram
LR | Linkability Ratio
AR | Anonymous Record
IR | Identified Record
SymDgrp(IR, AR) | symmetric KLD betweed R andAR
SymDgrp.- | sSymmetric KLD of rating tokens
SymDgrp. | symmetric KLD of category tokens
SymDgrp | symmetric KLD of lexical tokens
SymDgkrpr. | Symmetric KLD of rating and category
SymDgrpir. | Symmetric KLD of all tokens

Table 1: Notation and abbreviations.

4.1.2 Kullback-Leibler Divergence (KLD) Model

We use symmetric KLD (see Section 2) to compute the distaatveden anonymous and identified records.
To do so, we first compute distributions of all records andhthe smooth the distributions via Laplace
smoothing [14](same as the probability estimation in eixygld in Naive Bayesian in Section 2). As before,
we compute four distributions. To link R with respect to token typ&, we computeSym Dy; between the
distribution of R for AR and the distribution of? for each/ R. Then, we return a list sorted in ascending
order of SymDk.p(I R, AR) values. The first entry represents the account with the riiady Imatch.

4.2 Study Results

We now present the results corresponding to the lexicalnmkdhen, in the next section, we experiment
with some combinations of lexical and non-lexical ones.

4.2.1 Lexical —Results

Figures 1(a) and 1(b) depict LRs (Top-1 and Top-10) for NB l&h® with the unigram token. As expected,
with the increase in the anonymous record size, the LR grawvis:high in both Top-1 and Top-10 plots.
For example, in Top-1 of both figures, the LRs are around: 1998p and 83% for anonymous record
sizes of 10, 30 and 60, respectively. Whereas, in Top-10 of fagures, the LRs are around: 45.5%, 83%
and 96% for same record sizes. This suggests that reviewsgiry linkable based on trivial single-letter
distributions. Note that the two models exhibit similarfpemance.

Figures 1(c) and 1(d) consider the digram token. In both rsotlge LR is impressively high: it gets as
high as 99.6%/99.2% in Top-1 for NB/KLD for an AR size of 60.rlexample, the Top-1 LRs in NB are:
11.7%, 62.9%, 87.5% and 97.1%, for respective AR sizes of 10%mnd 20. Whereas, in KLD, the Top-1
LRs for record sizes of 10, 30 and 60 are: 1.9%,74.9% and 99&$8pectively.

Unlike unigrams — where LRs in both models are comparable B KlLdigram starts with LRs consid-
erably lower than those of NB. However, the situation changken the record size reaches 50, with KLD
performing comparable to NB. One reason for that could beKih® improves when the distribution of
ARs is more similar to that of corresponding identified relspithis usually occurs for large record sizes, as
there are more tokens.
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Figure 1: LRs of NB and KLD models for unigrams and digrams

Not surprisingly larger AR sizes entail higher LRs. With NBlarger record size implies that, a given
AR has more tokens in common with the corresponding IR. Tansncrease in the prediction probability
P(IR|T,T,...T,). For KLD, a larger record size causes the distribution @erifrom the AR to be more
similar to the one derived from the corresponding IR.

4.3 Improvement I: Combining Lexical with non-lexical Tokens

In an attempt to improve the LR, we how combine the lexicaétekwith the non-lexical ones.

4.3.1 Combining Tokens Methodology

This is straightforward in the NB. We simply increase thedistokens in the unigram- or digram-based NB
by adding the non-lexical tokens. Thus, for every AR, we WaVkexical _token;|I R), P(category_token;|IR)

andP(rate_token;|IR).

Combining non-lexical with lexical tokens in KLD is less ate One way is to simply averaggym D 1. p
values for both token types. However, this might degradegpdréormance, since lexical distributions may
convey much more information than their non-lexical coyraets. Thus, giving them the same weight
would not yield better results. Instead, we combine themguaiweighted average. First, we compute the
weighted average of rating and categdtym Dk r.p:

SymDxrp.re(P,Q) =
B x SymDkrp.-(P,Q)+ (1 - B) x SymDkrpc(P,Q)

Then, we combine the above withym D, p of the lexical tokens to compute the final weighted average:

SymDkrpire(P,Q)=
o x SymDkrpi(P,Q) + (1 — &) x SymDkrLp.r.(P,Q)

Thus, our goal is to get the rigltt and« values. Intuitively, lexicalSym Dk p should have more weight
as it carries more information. Since there is no clear wagssfgning weight values, we experiment with
several choices and pick the one with the best performaneediscuss the selection process below. We
experiment only within the IR set and then verify the resghseralize to the AR. This is done as follows:
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Figure 2: Results of combining different tokens using differéghdndo values

First, for every IR, we allocate the last 30 reviews as angstecord and the remainder — as a training
record. Then, we experiment witym D 1,p_-. USiNg several values and sef to the value that yields
the highest LR based on the testing records. Then, we expetimith SymDgp . USINg Severak
values and, similarly, pick the one with the highest LR.

Sinces or a could assume any values, we need to restrict their choiomsg,Fve experiment with a
range of values, frorito 1.00 in 0.1 increments. Foty, we expect the optimal value to exce®é, since the
LR for lexical tokens is probably higher than non-lexicaeenTherefore, we experiment with the weighted
average by varying: betweer0.9 and0.99 in 0.01 increments.

If the values exhibit an increasing trend (i.8ymDgp .. ata of 0.99 is the largest in this range)
we continue experimenting in the99 — —1.00 range in0.001 increments. Otherwise, we stop. For further
verification, we also experiment with smallervalues: 0.0,0.3,0.5,0.7,and 0.8, all of which yield LRs
significantly lower than 0.9 for both the unigram and digraffe acknowledge that we may be missimgr
0 values that could further optimiz€ymDgr.p ;... However, results in the following section show that
our selection yields good results.

Figure 2(a) shows LRs (Top-1) fgt values. The LR gradually increases until it tops offalt% with
£ = 0.5 and then it gradually decreases. Figure 2(b) shows LRs {Jdpr « values in the unigram case.
The LR has an increasing trend until it reacl6€3% with o = 0.997 and then it decreases. Figure 2(c)
shows LRs (Top-1) fory values in the diagram case where it tops offap% with o = 0.97. Thus, the
final values aré.5 for 5 and0.997/0.97 for alpha in the unigram/digram case. Even though we extract
andg values by testing on a record size of 30, the results in fofigwgections show that the derived weights
are effective when tested on ARs of other sizes.

4.3.2 Combining Lexical with Non-Lexical Tokens — Results

Figures 3(a) and 3(b) show Top-1 and Top-10 plots in NB and Khd@lels of unigram tokens before and
after combining them with rating and category tokens. Addion-lexical tokens to unigrams substantially
increases LRs in several record sizes. In NB, the gain inIrgps ranges from 0.25-18.9% (1.4 - 15.7%
for Top-10 LRs). In KLD, the gain in Top-1 LRs ranges from .59 (2-7.8% in Top-10 LRs) for most
record sizes. These findings shows how effective is com@itiia non-lexical tokens with the unigrams. In
fact, we can accurately identify almost all ARs.

Figures 3(c) and 3(d) show the effect of adding ratings ameboaies to digrams. The overall effect is
less: in NB (KLD) model, the increase in Top-1 LRs ranges ffh8t1.8% (0.2-2.7%) for most record sizes.
The increase is very similar in Top-10 plots.
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Figure 3: LRs for NB and KLD for combining ratings and categories witligrams or digrams
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Figure 4: LRs for NB and KLD in full and restricted identified set

4.4 Restricting Identified Record Size

In previous sections, our analysis was based on using thddtd set. That is, except for the anonymous
part of the data set, we use all of the user reviews as partroidentified set. Although the LR is high
in many cases, it is not clear how the models will perform wienrestrict the IR size. To this end, we
re-evaluate the models with the same problem settings, \rerw@ith a restricted IR size. We restrict the IR
size to the AR size; both randomly selected without replaagm

Figures 4(a) and 4(b) show two Top-1 plots in NB and KLD modelse plot corresponds to the re-
stricted identified set and the other — to the full set. Tokesed in the models consist of digrams, ratings
and categories (since this combination gives the highe$t URlike the previous sections, where NB and
KLD behaved similarly, the two models now behave diffengnthen restricting the identified set. While
NB performs better than KLD on the full set, the latter parisrmuch better than NB when the identified
set is restricted. In fact, in some cases, KLD performs bethen the set is restricted.

The reason for this improved KLD performance might be thkowahg: in the symmetric KLD distance
function, the distributions of both the IR and AR have to be/aose in order to match regardless of the size
of the IR; unlike the NB, where larger training sets woulddéa better estimates of the token probabilities
and thus more accurate predictions.

In KLD, we achieve high LRs for many record sizes. For examptg-1 LRs in the restricted set are
74.5%, 88% and 97.1% when the anonymous (and identifiedjdestpes are 30, 40 and 60, respectively.
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Algorithm Match_All: Pseudo Code
Input: (1) Setof ARs:Sar = {AR1, AR2,..., AR, }

(2) Set of reviewer-ids / identified records:
Sir = {IRl, IRs, ..., IRn}
(3) Set of matching lists for each AR:
S = {ListARl, . ListARn}

Output:  Matching list: Sy = {(IR:,, ARj,), ..., {Ri,, AR;, )}

. osetSy =1

1

2:  While|Sar| # 0:
3 Find AR; with smallestSym Dk r,p in all lists in Sy,
4 Get corresponding reviewer-id? ;

5: Add ([Rj,ARi) to Sy

6: DeleteAR; from Sar

7 DeleteListar, from St

8 For eachlist; in St,

9 Delete tuple containingR; from List.
0 End For

1: End While

NOTE 1: Listar, in St is alist of pairs(IR;, V;;) whereV;; = SymDxrp(IR;, AR;), forall j
NOTE 2: List ar, is sorted in increasing order &f;, i.e.,I R; with lowestSymDxkrp(IR;, AR;) at the top.

Figure 5: Pseudo-Code for matching all ARs at once.

Whereas, the LRs in the full set for the same AR sizes are%@6.83% and 99.4%. When the record size
is less than 30, KLD performs better in the restricted sat tha full one. For example, when the AR size
is 20, the LR in the restricted set is 50.1% and 34.3% in thieskt. In NB, Top-1 LR in the restricted
set is lower than the full set. For instance, it is 20.8%, 35ahd 62.4% for AR sizes of: 30, 40 and 60,
respectively. Whereas, for the same sizes, the LR is more@®% in the full set.

This result has one very important implication: even witpywemall IR sizes, many anonymous users
can be identified. For example, with only IR and AR sizes ofy@0, most users can be accurately linked
(75% in Top-1 and 90% in Top-10). This situation is very conmsmce many real-world users generate 30
or more reviews over multiple sites. Therefore, even regiem less prolific accounts can be accurately
linked.

4.5 Improvement Il: Matching all ARs at Once

We now experiment with another natural strategy of attemgptib match all ARs at once.

4.5.1 Methodology

In previous sections, we focus on independently linking AReat a time. That is, the input to our match-
ing/linking model is one AR and the output is the user of tlesebt IR. If we change the problem settings
and make the input a set of ARs(instead of one) where each Adddmeto a different user, we may be
able to improve the linkabilty knowing that an AR cannot bepped to more than one user. To this end,
we construct algorithm\latch_All() in Figure 5 as an add-on to the KLD models suggested in prsviou
sections where the input is a set of ARs, each of which beltmgsdifferent user. The number of ARs in
the input is equal to the number of users in our dataset.

SymDgkrp(IR;, AR;) symmetrically measures the distance between tiiéi;’é and AR;'s) distribu-
tions. Since everyl R maps to a distinct R (A R; maps tal R;), it would seem that lowe$ym D g 1, p would
lead to a better match. We use this intuition to desigatch_All(). As shown in the figureM atch_All()
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Figure 6: Effects of M atch_All() on LRs in full and restricted identified set: before and gftets

picks the smallesSymDgp(IR;, AR;) as the map betweehR; and AR; and then deletes the pair
(IR, V};) from all remaining lists inSz. The process continues until we compute all matches. Natg th
for any List sr,, (I R;, Vi;) is deleted from the list only when there is another paiR;, V;;) in List sg,,
such thatSymDgkrp(IR;, AR;)) < SymDkrp(IR;, ARy), andIR; has been selected as the match for
AR;.The output of the algorithm is a match-listy; = {(IR;,, AR}, ), ..., IR;,, AR;,)}.

We now consider how atch_All() could improve the LR. Suppose that we have two AR$; and
AR; along with corresponding sorted lists and L; and assume thdtR; is at the top of each list. Using
only KLD (as in previous sections), we would retufi®; for both ARs and thus miss one of the two.
Whereas M atch_All, would assign/ R; to only one AR — the one with the smallé&lymDxp(IR;,...)
value. We would intuitively suspect th&ymDyp(IR;, AR;) < SymDkrp(IR;, AR;) sincelR; is
the right match forAR; and thus their distributions would probably be very closéthis is the case,
Match_All would deletel R; (erroneous match) from the top &f which could help clearing up the way
for IR; (correct match) to the top di;.

We note that there is no guarantee thattch_All() will always work: one mistake in early rounds
would lead to others in later rounds. We believe thattch_All() works better ifSym Dk rp(IR;, AR;) <
SymDgrp(IR;, AR;) (j # 1) holds most of the time.

In the next section, we show the results\dfitch_All() when we experiment with the KLD model with
digram, rating and category tokefs.

4.5.2 Results

Figures 6(a) and 6(b) show the effect/dfatch_All() on Top-1 LRs in both the restricted identified set and
the full identified set, respectively. The combination aigtiam, rating and category tokens are used. Each
figure shows two Top-1 plots: one for the LR after usiigitch_All and the other — for the LR before using

it. Clearly, Match_All is effective in improving the LR for almost all record sizd=or the restricted set,
the gain in the LR ranges from 1.6-16.4% for nearly all AR siz& Similar increase is observed in the full
set that ranges from 1-23.4% for most record sizes. This shioat theM atch_All is very effective when
used with diagram, rating and category tokens. The privagfication of Match_All is important as it
significantly increases the LR for small ARs in the restdcset. This shows that privacy of less prolific
users is exposed even more withatch_All.

4.6 Improvement Ill: Improving Linkability for Small Anony mous Records

Although most of the proposed exhibits higlk’s when theAR size is large, the linkability is not as high
for small record sizes. For improving theR for small AR (in the full identified set), we consider the
N B model that uses diagrams, ratings and categories as itestdkee Section 4.3.2) as a base for our

2We also triedM atch_All() with the NB model and it did not improve the LR.
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Smoothing & Review Length Effect on Linkability
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Figure 7: Effects of smoothing and review length on LRs: before aneraftots

improvement. We use this model as it performs the best foll #&kRs comparable to other models. To that
end, we first change the way we smooth the probabilities #sifei

P(token;|IR) =
Num Token;in D + n
Num Tokensin D + n x Num Possible Tokens

Unlike the models in the previous sections (see Sectidy2)ould take values other thadn In fact, we
experiment with several different values and we find thatlue of0.5 gives the best performarfceThe
intuition is that setting; to a value less thah may help downscale the effect of noisy digrams that the user
rarely use. Additionally, we leverage the length of the @exd, the number of the alphabetical letters, as an
additional feature to the model. We consider the length @féviews as we intuitively believe that different
users tend to write longer/shorter reviews than others. \Waetthe length as a normal distribution and we
use the maximum likelihood estimate to set the distribuparameters [14, 5].

Figure 7 shows the effect of this improvement. For claritg @nly show the improvement resulting
from combining the two aforementioned steps. As shown, g ITLRs gain roughly ranges from 0.5%-
5%. For example, foA R size of 5, 7 and 10, the Top4LR approximately increases from 65%, 79% and
89% to 68%, 84% and 92%, respectively. Similar increase®bserved in the Top-10 R which reach
88%/98% forAR size of 5/10 (and up to 30%/54% ferR size of 1/2).

4.7 Study Summary

We now summarize the main findings and conclusions of ourystud

1. TheL R becomes very high — reaching up4099.5% in both KLD and NB when using only digram
tokens. (See Section 4.2.1).

2. Surprisingly, using only unigrams, we can link up to 83%ath NB and KLD models, with 96% in
Top-10. (See Section 4.2.1). This suggests that reviewprsse a great deal merely from their single
letter distributions.

3. Non-lexical tokens are very useful in tandem with lexicklens, especially, the unigram: we observe
a~19%/12% Top-1L R increase in NB/KLD for some cases. (See Section 4.3.2).

3Here, documenb refers to the Identified Reco®iR
“Note that we experiment on only the training set and pick the best value
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4. Relying only on unigram, rating and category tokens, weaecurately link 96%/92% of the ARs
(size 60) in NB/KLD. (See Section 4.3.2).

5. Restricting the IR size does not always degrade linkgbilh KLD, we can link as many as 97% ARs
when the IR size is small. (See Section 4.4).

6. Linking all ARs at once (instead of each independentiypfémprove accuracy. The gain is up to
16/23% in restricted/full set. (See Section 4.5.2).

7. Generally, NB performs better than KLD when we use theidightified set and KLD performs better
when we use the restricted identified set.

8. Combining review length with different smoothing tedumes is helpful in increasing the linkability
for small AR and the Top-1/Top-1@.R reach 92%/98% for R size of 10(See Section 4.6).

5 Discussion

Implications. We believe that the results of, and techniques used in, thity have several implications.
One implication is the possibility to cross-reference acts (and reviews) among multiple (similar)review
sites. If a person contributes to two similar review sitederwo identities, it is likely that sets of reviews
from these sites can be linked. This could be quite detriaté¢atcontributors’ privacy. Another implication
is the ability to correlate — on the same review site — mudtiptcounts that are in fact manipulated by
the same person. This could make our techniques very usefigtecting review spam [10], whereby a
contributor authors reviews under different accounts ta talso self-promote) or criticize a product or a
service.

Prolific Users. While there are clearly many more occasional (non-prolifes)iewers than prolific ones,
we believe that our study of prolific reviewers is importdot, two reasons. First, the number of prolific
contributors is still quite large. For example, from onlyeaeview site — Yelp — we identified 2, 000 such
reviewers. Second, given the spike of popularity of revidesg1], we believe that, in the near future, the
number of such prolific contributors will grow substantallAlso, even many occasional reviewers, with
the passage of time, will enter the ranks of “prolific” ones,,iby slowly accumulating a sufficient corpus
of reviews over the years. Nevertheless, our study suggfestgrivacy is not high even for non-prolific
users, as discussed in Section 4.5. For example, when ba&hdRRR sizes are only 20 (i.e., total per user
contribution is 40 reviews), we can accurately link arouf&s/of anonymous records to their reviewers.
Anonymous Record Size Our models perform best when the AR size is 60. However, feryekeviewer

in our dataset, 60 represents less than 20% of that perstalsiumber of reviews. Also, using NB coupled
with digram, rating, category and length features, we canrately link most anonymous records when AR
size is small (see Section 4.6).

Unigram Tokens. While our best-performing models are based on digram tqkemsalso obtain high
linkability results from unigram tokens that reach up to 8@%% in the Top 10) in NB or KLD. The results
improve to 96/92% when we combine unigrams with rating andgmay tokens. Note that the number of
tokens in unigram-based models is 59 (26) tokens with (withocombining them with rating and category
tokens. Whereas, the number of tokens in diagram-basedIsnisd&’6 (709 when combined with rating
and category tokens). This makes linkability accuracy thase unigram models very comparable to its
diagram counterpart, while the number of tokens is signifigaewer. This implies a substantial reduction
in resources and processing power in unigram-based modeéth would make them scale better. For
example, if we assume that the attacker wants to link a sehafiyanous reviews tonanylarge review
datasets, unigram-based models would scale better, whilgtaming similar level of accuracy.
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Potential Countermeasures.One concrete application of our techniques is via integnaivith the review
site’s front-end software in order to provide feedback tthars indicating the degree of linkability of their
reviews. For example, when the reviewer logs in, a linkgbiibminal/categorical value (e.g. high, medium,
and low) could be shown indicating how some of his/her regiéselected randomly) are linkable to the rest.
It would then be up to to the individual to maintain or modiheir reviewing patterns to be less linkable.
Another way of countering linkability, as suggested in [1i§]for the front-end software to automatically
suggest a different choice of words that are less revealass fpersonal) and more common among many
users. We suspect that, with the use of such words, reviewfvbe less linkable and lexical distributions
for different users would be more similar.

6 Related Work

Many authorship analysis studies are in the literature. Agrtbe most related recent studies are [16, 15, 3].
In [16], a large scale author identification techniques €daan linguistic stylometry) are evaluated on blog
de-anonymization. While the problem formulation is simiia ours, there are notable differences. First,
we study the linkability in a different context; i.e., useviews. User reviews have ratings and categories,
which prove useful in some scenarios, while blogs(used @) [@lo not. Additionally, user reviews are
shorter while blogs could be as long as an article. Moreasst reviews are mainly about user evaluations
of a specific service/product while blogs could be very randsuch as news reporting or literature-related
work. Second, our study points to high linkability ratiosuser reviews, nearly 100% Top-1 linkability
ratio, where as in [16], the Top-1 linkability ratio is arauB0%?°. Third, our study shows high linkability
ratios in the presence of very simple features. A relateblpr is explored in [15]. It focuses on identifying
authors based on reviews in both single- and double-bliagedemic peer-reviewing processes of scientific
journals and conferences. Naive Bayes classifier is uskmhg with word-based tokens — to identify authors
and the best result is around 90%. This work is different faurs in several aspects. First, it explores the
author identification in a very restricted domain; i.e., daraic paper reviews. Second, the number of
candidate authors is aroud which is less than ours(2000). Third, the number of features used in [15]
is large where unigram, bigram, and trigrams based on wasEg§uence of one, two and three words) are
used. In ours, we only use unigrams and bigrams that are lmasdters (in addition to the ratings and
categories). The work in [3] also considered author idewtifon and similarity detection by incorporating
arich set of stylistic features along with a novel techn{jased on Karhunen-Loeve-transforms) to extract
write-prints. An identification performance of 91% is acltid. The same approach is tested on a large
set of Buyer/Seller Ebay feedback comments collected frawayE Such comments typically reflect one’s
experience when dealing with a buyer or a seller. Unlike amegal-purpose reviews, these comments do
not review products, services or places of different caiego Additionally, the scale of the problem is
different and the analysis is performed for only 100 auth@ms author identification technique based on
frequent pattern write prints is shown in [9] and author ifferation techniques based on extracting lexical,
syntactic, structural and content-specific features ard theding them to some classifiers are shown in
[21]. For a comprehensive overview of authorship analytsidiss, we refer to [19].

While many of the author identification studies are somevemailar to our present work, there are
some notable differences. First, we perform authorshiptifieation analysis in a context that has not been
extensively explored — generic user reviews. User revieergianerally are less formal and less restricting
in the choice of words. In a review, the author generally sss® something and thus the text conveys
some evaluation and personal opinions. In addition, reviemntain other non-textual information, such
as the ratings and categories of things being reviewed. eltyg®s of extra information provide added

®Note in [16], the identification accuracy is increased to 8@¢mot making a guess when there is not enough confidence;
however, this does not increase the linkability ratio (Hesdow).
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leverage(shown in 4.3). Second, our problem formulatiodifferent. We study linkability of reviews in
the presence of a large number of prolific contributors wlileeenumber of anonymous reviews could be
more than one (up to 60 reviews). Whereas, most prior woekrgits to identify authors from a small set
of authors, each with small sets of texts. Third, we show Hiigkability ratios in the presence of very
simple features. For example, reviewers can be accuratehtified from their letter distributions. These
measurement results are very alarming for users concetrd their privacy.

Some work is done in recovering authors based on their Igtiging external knowledge such as [7] and
[17]. Another related research effort assesses authigntitireviews [10]. A related study in [4] proposes
linguistic-based techniques to detect user attempts wthigir writing styles.

7 Conclusion

Large numbers of Internet users are becoming frequenbrdéséind contributors to various review sites. At
the same time, they are concerned about their privacy. $npdaper, we study linkability of reviews. Based
on a large set of reviews, we show that a high percentage (8%86me cases) are linkable, even though
we use very simple models and very simple features set. Qdy suggests that users reliably expose their
identities in reviews, which could be partly due to the wagy tisers write their reviews and the places they
select to review. This has certain important implicatioos dross-referencing accounts among different
review sites and detecting people who write reviews undierdnt identities. Additionally, techniques
used in this study could be adopted by review sites to givéribomors feedback about linkability of their
reviews.
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