Analyzing Remote Server Locations for Personal Data Transfers in Mobile Apps

Abstract: The prevalence of mobile devices and their capability to access high speed internet has transformed them into a portable pocket cloud interface. Being home to a wide range of users’ personal data, mobile devices often use cloud servers for storage and processing. The sensitivity of a user’s personal data demands adequate level of protection at the back-end servers. In this regard, the European Union Data Protection regulations (e.g., article 25.1) impose restriction on the locations of European users’ personal data transfer. The matter of concern, however, is the enforcement of such regulations. The first step in this regard is to analyze mobile apps and identify the location of servers to which personal data is transferred. To this end, we design and implement an app analysis tool, PDTLoc (Personal Data Transfer Location Analyzer), to detect violation of the mentioned regulations. We analyze 1,498 most popular apps in the EEA using PDTLoc to investigate the data recipient server locations. We found that 16.5% (242) of these apps transfer users’ personal data to servers located at places outside Europe without being under the control of a data protection framework. Moreover, we inspect the privacy policies of the apps revealing that 51% of these apps do not provide any privacy policy while almost all of them contact the servers hosted outside Europe.
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1 Introduction

The number of smartphone users has rapidly increased over the past decade. International Data Corporation (IDC) reported 1.43 billion smartphone shipments in 2015 and anticipated a steadily rise to 1.92 billion shipments in 2020 [35]. In Europe alone, according to the Ericsson ConsumerLab’s report, there were 475 million user subscriptions in 2014 and this number is estimated to reach 815 million subscriptions in 2020 [18].

Smartphones often store personal data such as contacts, financial information, photos, location, etc. Essentially, “personal data” refers to any information relating to an identified or identifiable natural person i.e., data subject [34]. It is a common practice for mobile apps to collect, process and transfer personal data to back-end servers (cloud) for further processing and storage. Cloud service provisioning usually is independent of the service provider’s location; thus, it raises the issue of identifying in which jurisdiction, personal data is stored and processed. Data protection regulations, such as article 25.1 of the European Union Data Protection Directive (DPD’25.1) [24, 34], restrict personal data transfer to particular jurisdictions. DPD’25.1 prohibits the transfer of personal data to any country that does not ensure an adequate level of protection. This principle drove the creation of the EU-US Safe Harbor agreement in July 2000 [19].

Years later, an Austrian privacy activist, Maximilian Schrems, sued Facebook Ireland claiming that the company made his personal information available to the US intelligence agencies without any consent or notification [10]. As consequence of that filed case, the European court of Justice decided to invalidate the Safe Harbor agreement [14]. This decision caused numerous debates on the legal aspects of transferring and processing European Citizens’ personal data to outside the European Economic Area (EEA) [4, 44].

In February 2016, the European Commission and the United States agreed on a new framework for transatlantic data flows, the EU-US Privacy Shield [2]. The new arrangement imposes stronger obligations on companies in the US in order to protect the European users’ personal data. Moreover, it provides more robust
monitoring and enforcement mechanism that allows the European users to raise any inquiry or complaint in this context with a dedicated new Ombudsman.

Several studies highlighted that mobile applications actively collect and exfiltrate personal data from smartphones [3, 16, 23]. The main concern here is how to enforce jurisdictional regulations such as DPD’25.1 in mobile apps. As the first pace to tackle the problem, we design and implement PDTLoc (Personal Data Transfer Location Analyzer), which employs both static and dynamic analysis techniques to infer whether the apps violate DPD’25.1. PDTLoc inspects mobile applications and extracts information about the collected personal data and the jurisdictions of the remote servers to which the data is transferred. In order to investigate the current state of the privacy protection of the European smartphone users with regard to DPD’25.1, we used PDTLoc to analyze the 1,498 most popular apps in the EEA. We obtained evidence confirming that 16.5% (that is 242 apps), transfer data outside the EEA without user consent. This signifies that these apps collect and transfer personal data to servers located outside the EEA escaping the control of a data protection framework (e.g., Safe Harbor), thus violating the users’ data protection rights. We also analyzed the privacy policies provided by the app developers. One striking finding is that 51% of the most used apps in Europe do not provide any privacy policy. Furthermore, out the apps providing a privacy policy, only 53 apps (3.5% of all) have Safe Harbor certification, whose agreement was anyway declared invalid, as we mentioned above. Perhaps the situation will be clarified when the EU-US Privacy Shield framework will be finalized.

**Contributions:**
- We design and implement PDTLoc, an Android app analysis tool that employs a backward program slicing technique to detect DPD’25.1’s violation by mobile apps [34].
- We collect a dataset of 1,498 Android apps which are the most used apps in the EEA. We analyze these apps using PDTLoc to investigate the recipient server locations of the users’ personal data. To our knowledge, this is the first study of the kind conducted so far.
- In order to demonstrate the gravity of the problem, we also analyze the privacy policies of the apps in the dataset in order to check if the data controller and the processing locations are clearly identified.

**Organization:** Section 2 provides a formal description of the problem. Section 3 discusses the background of data flow analysis. We explain the design and implementation of PDTLoc in Section 4 and discuss the empirical analysis setup and the results in Section 5 and Section 6, respectively. Section 7 provides suggestions for better data governance in the EU. Section 8 states the limitations of our work and Section 9 reports the related work. Finally, Section 10 concludes the paper.

## 2 Problem Statement

Let \( A = \{a_0, a_1, a_2, \ldots, a_n\} \) be a set of android apps. There is a jurisdictional regulation denoted by \( R = \{l_0, l_1, l_2, \ldots, l_q\} \), which restricts \( a_i \in A \) to transfer data to particular locations \( i.e., l_0 \ldots l_q \). Let \( S = \{s_0, s_1, s_2, \ldots, s_m\} \) be the set of all servers used by \( A \) to store and process data. Each \( s_j \in S \) is situated in a physical location indicated as \( s_j^l \). There is a \( T(a, s) \) function showing the app \( a \) transfers personal data to the remote server \( s \). Formally speaking, we have to enforce the regulation \( R \) on the set \( A \) by using Equation 1:

\[
\forall a \in A \exists s \mid T(a, s) \Rightarrow s^l \in R
\]  

(1)

The problem we solve is to determine, with a particular level of certainty, whether \( a_i \in A \) violates \( R \). For each app, we have to discover the list of the remote servers to which it transfers data; then, we need to find their locations and match them against the allowed list, \( R \), to discover violations.

In the analysis we perform in this work, the major goal is to expose the status of privacy protection with respect to DPD’25.1 by the most popular mobile apps in the EU. More specifically, we analyze the type of personal data accessed by these apps, the number of apps that collect/transfer personal data to servers over the network, and the locations of the recipient servers.

**Caveat:** In this work, we do not try to assert the compliance of the apps but rather to detect if they are likely violating user’s privacy rights concerning international data flows limited by the DPD’25.1.

## 3 Data Flow Analysis

The purpose of our data flow analysis is to understand how an app retrieves and transfers personal data. In the context of the problem, we need to infer whether a
user’s personal data leaves the boundary of the app and to identify the geographical location of the data recipient. Transferring personal data consists of a data flow between the Android framework APIs called to access personal information; such as device Id, location, contacts, calendar, photos, etc., i.e., “source APIs”; and the APIs that provide potential transfer points; such as network, files, log, etc. i.e., “sink APIs”. Source and sink APIs are discussed in detail later in Section 4. An automated data flow analysis tool detects data flows between the source and sink APIs. We can perform such analysis both statically, i.e., extracting information from the bytecode/source code; and dynamically, i.e., running an app on a device/emulator and monitoring its behavior. Here we describe the fundamental concepts regarding static and dynamic analysis that form the basis of our approach.

--- Backward Program Slicing: In the bytecode representation of a program, two types of data structures are used for storing and performing operations on data, i.e., stack and register. Operations are performed on stack or register variables using program instructions \( I \). In this text, we use registers \( r \) as we perform analysis on Android apps and Android is based on a register based virtual machine.

Backward program slicing is a data flow analysis technique that, with respect to a register \( r \) used at point \( P \) in a program, considers all the instructions \( I \) that can be executed before \( P \) and have a direct or indirect effect on the value of \( r \) at \( P \). The combination of \( r \) and \( P \), a certain API call in our case, forms a slicing criterion, whereas the set of instruction \( I \) that effect the value of \( r \) at \( P \) is called a backward slice. For instance, Line 2–6 and Line 9 represent a backward slice corresponding to the variable \( \text{Sum} \) used at Line 9 (Point P) in Listing 1.

**Listing 1. Backward Slicing Example**

```java
1 ... int i, sum, count;
2 i = 1;
3 sum = 0;
4 for( ; i != 50; i++){
5    sum += i;
6    count = count * 100 / i;
7 }
8 System.out.println( "Sum = " + Sum); // point P
```

As a backward slice usually starts from a sink API, an inspection of a backward slice corresponding to a particular register, can provide information about its source and, thereby, infer the data flow path between the source and sink APIs. The source, here, is represented by the API that retrieves the personal information and the sink is represented by the API that transfers the information to the outside world through the Internet.

Such data flow paths can also be inferred by other analysis techniques outlined in the literature (Section 9), such as [6]. These techniques, generally, identify access to sources of personal information and then track its flow in the program. Since the basic motivation of this work is to find the location of the recipients of personal information, starting the analysis from the sink APIs yields a better performance by filtering out the apps that do not transfer personal information to the outside world. Therefore, we use backward program slicing and effectively avoid analyzing those apps which might access personal data, but do not send it outside.

--- Dynamic Tracking: Dynamic analysis is the process of executing an app and observing its behavior. Tracking the behavior exhibited by an app at execution time, usually, involves monitoring the system resources accessed by the app, such as filesystem, network, telephony, etc. Since, this work focuses on personal data transfer over the network, we monitor the outgoing traffic.

Both of these techniques, static and dynamic, come with their respective pros and cons. Static analysis is able to reach all possible data flows in the source code and not only those executed in a specific run of the app. On the other hand, there are programming features, such as various types of code and data obfuscation, reflection, and dynamic code loading, that yields an incomplete result. Reflection is a programming feature that enables apps to operate on strings, i.e., instantiate objects of a class, invoke its methods and access/modify its fields where the class, method and field names are represented by strings that may not be readily available for a static analyzer[36]. Similarly, dynamic code loading allows an app to extend its code base after installation[13]. Therefore, it is impossible for a static analysis tool to fully analyze such cases of dynamic nature. On the other hand, dynamic analysis is able to overcome these limitations in many cases. However, the app must be executed to trigger the critical data flows for dynamic analysis to capture sensitive behavior, which is a challenge for dynamic analysis tools. There are limitations with each technique; however, if combined, static and dynamic analysis techniques can complement each other in designing a more effective data flow analysis system.
4 Our Approach: PDTLoc

In order to effectively detect violation from DPD'25.1 in popular mobile apps, we design PDTLoc, a tool that takes advantage of both static and dynamic analysis.

4.1 Overview

Figure 1 shows an overview of the basic blocks and the workflow of PDTLoc. PDTLoc consists of three major modules: a static analysis, a dynamic analysis, and a location investigator module. Both the static and the dynamic analysis modules take an .apk file; extract a list of accessed personal data; and a list of server names, URLs and IP addresses to which the personal information is sent. The dynamic analysis module complements the static module and it is only activated when the given app uses reflection. The lists of URLs extracted by both the modules may vary due to different nature of these analysis techniques. Therefore, we consider a union set of both the lists.

The lists of URLs along with the identifiers of the respective personal information, which is sent to these URLs, are stored in a repository for further analysis. The Location Investigator module (shown in Figure 1) reads URL/IP addresses from the repository and creates a list of the server locations where the app sends the collected personal data.

4.2 Static Analysis Module

PDTLoc’s static analysis module, represented by module 1 in Figure 1, takes an .apk file and extracts the URLs/IP addresses of the destination servers. APK is an archive file format that represents the Android app and contains all the compiled code and the compiled/raw resources. Android apps are usually written in Java, compiled into Dalvik bytecode and then all the compiled classes are packed into a classes.dex file. Therefore, we have to analyze this file to understand the behavior of the app.

To analyze the classes.dex file, the static analysis module extracts and translates it into Smali code by employing ApkTool [39]. Smali code is a disassembled representation of the Dalvik bytecode [22]. We use Smali disassembly over Java because the decompilation process is more prone to be thwarted by obfuscation, whereas the disassembly is more resilient [37]. The Static Check component inspects the Smali code for the use of reflection in order to pass the app to the dynamic analysis module. The Backward Slicer performs backward program slicing on the Smali files to discover the information flow to certain sink APIs. This component employs an extension of SAAF (Static Android Analysis Framework for Android apps) that is able to extract the backward slices corresponding to a given sink API [25].

Table 1 lists the sink APIs along with the corresponding parameters of interest used in our analysis. We carefully analyzed the lists of sink and source APIs provided in the literature, such as [6, 42], and considered only those sink APIs that take the name or IP address of a particular server and transfer data to it. The Backward Slicer receives these APIs in the form of an .xml file referred to as BackTrack Patterns (shortly BT Patterns). A BT Pattern provides information about the API, such as class name, method name, position of the parameter in the parameters list and its type. For example, Listing 2 instructs the Backward Slicer to backtrack parameter 0, which is of typeLjava/lang/String;., of setURI method of class org/apache/http/client/methods/HttpPost. Similarly, information about the rest of the APIs in Table 1 is also provided to the Backward Slicer.

Listing 2. BT Pattern Example

```xml
<backtracking-pattern
    active="true" class="org/apache/http/client/methods/HttpPost"
    description="Apache HTTP POST" method="setURI"
    parameters="Ljava/lang/String;,
    interesting="0" />
```

The Backward Slicer spots the position of a given BT pattern in the Smali files, backtracks the target parameter and extracts the corresponding code slice. A code slice contains all the code statements that have a direct/indirect impact the register holding the value of the target parameter. Listing 3 depicts an example of a backward slice corresponding to the API java/net/URL;--&lt;init&gt;. Similar slices representing each of the BT patterns are extracted in the form of BT report and provided to a Slice Analyzer.

The Slice Analyzer component traverses the slices and extracts URLs/IP addresses to which user’s personal data might be transferred. Its major role is to analyze the slices for certain data extraction patterns that represent access to personal data. A typical data extraction pattern consists of a class name, a method name, and a parameter as listed in Table 2. This list includes only the APIs provided by the framework, used to acquire a user’s personal information. However, it does not consider other methods of acquiring user per-
personal data, such as data input through text fields or that stored on files on the device, etc. At this stage, PDTLoc can only guarantee the existence of such data flow paths and flags them suspicious with respect to their potential violation of DPD’25.1. Finally, the *Slice Analyzer* generates a mapping of the personal data accessed by the app and the corresponding server-locations to which the app might transfer the personal data, and stores it in a repository for further processing.

### 4.3 Dynamic Analysis Module

We dynamically analyze the apps using reflection (around 90% of the apps in this study) that can potentially conceal data flows when only statically analyzed [45]. Therefore, based on the static checks, the PDTLoc’s dynamic analysis module, (module 2 in Figure 1), is activated in case of the app making use of reflection. The dynamic analysis module utilizes a number of tools provided as part of the Android SDK. It executes the given app, monitors its network traffic, and captures the URLs/IP addresses to which the personal data is transferred. It employs *adb* to manage the dynamic analysis process that follows certain steps for each app:

- Launch the emulator and configure WiFi and GPS.
- Run the TCP-Dump tool to monitor the network traffic [38].
- Install the app and unlock the emulator.
- Launch the app with *Monkey* to stimulate it [21]. *Monkey* injects random events into the app including touch, drag, type, change the screen orientation, etc.
- After completion of the execution, URLs/IP addresses and the parameters (i.e., the transmitted data) are extracted from the TCP-Dump, stored in the repository and all the data is erased from the emulator in order to make it ready for next app analysis.

This process is repeated for each app that uses reflection. Since the goal of using the dynamic analysis is to complement the static analysis, the results are stored in the repository as a union set of both the analysis modules. The dynamic analysis module captures all those data flows (including those involving in reflection, native code, dynamic code loading, etc.) that are properly executed during the analysis run. In order to ex-
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Listing 3. Backward Slice Example

1 const-string v0, "facebook.com"
2 sput-object p0, Lcom/facebook/Settings;->facebookDomain:Ljava/lang/String;
3 sput-object v0, Lcom/facebook/Settings;->facebookDomain:Ljava/lang/String;
4 sput-object v0, Lcom/facebook/Settings;->facebookDomain:Ljava/lang/String;
5 const-string v0, "https://graph.%s"
6 ... move-result-object v4
7 invoke-direct {v3, v4}, Ljava/net/URL;-><init>(Ljava/lang/String;)V

4.4 Location Investigator

The fundamental purpose of PDTLoc is to analyze an app and tell if it sends user’s personal data to servers hosted at locations outside the jurisdiction defined by the given policies, e.g., the EU DPD’25.1. Therefore, we need to investigate the physical locations of the machines represented by the extracted URLs/IP addresses. The PDTLoc’s third module is Location Investigator (module 3 in Figure 1). This module reads the URLs/IP addresses of the remote servers from the repository and determines their physical locations. There are a number of online databases that bind IP addresses (or server names) to their corresponding geographical locations. We configure the Location Investigator to use IPaddressAPI.com [28]. The Location Investigator retrieves the locations using this online IP Location service and reports a mapping of URLs and geographical locations. It also marks those locations which are outside the declared jurisdiction.

5 Empirical Analysis

This section describes the criteria and the procedure of dataset collection followed by the experimental setup and the evaluation goals.

5.1 Dataset Collection

Since this work considers the analysis of the transfer of European users’ personal data outside the EEA as a case study (i.e., violating DPD’25.1), we have targeted the popular mobile apps in the EEA. For the app selection, we relied on AppFigures which is an app tracking platform that monitors the downloads and sales of the apps from Google and Apple app stores [5]. We downloaded AppFigures’s list of the 400 most popular apps for each EEA state. We identified 1,498 distinct android apps for the entire EEA and downloaded them. We use android apps because they have over 80% of the market share [27], also for the availability of analysis tools and their simple downloading mechanism. However, we searched for the apps in our list, on iTunes in order to check their availability for iOS. In the dataset we have collected, 80% of apps are available for both Android
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and iOS and 20% are available only for Android. Therefore, our research results are meaningful to iOS users as well; assuming the destination cloud servers are the same for both OS, which is reasonable.

We developed a crawler to download .apk files. It browses the given marketplace website for the download link of each app and downloads it. Moreover, since some marketplaces do not provide the download link instantly, the crawler manages to switch to another marketplace to ensure that the app is downloaded. We submitted all the downloaded .apk files to VirusTotal which is an online service to analyze suspicious files and URLs [41]; it marked them as benign.

5.2 Experimental Setup

As PDTLoc consists of a static and a dynamic analysis module, we designed the experiment in such a way to know the results from both modules separately as well as their combined results. The static module analyzes all the apps in the dataset, whereas the dynamic module analyzes those apps which pass the static reflection check.

Static analysis module configuration: This module analyzes all 1,498 downloaded .apk files. We used a desktop computer with an Intel Core i5 3.20 GHz CPU and 8 GB memory running Ubuntu 15.10 for the analysis. The static analysis took roughly 38 hours on this machine.

Dynamic analysis module configuration: The dynamic module analyzes those apps that are marked for the use of reflection. We call it Auto-Dynamic as it uses Monkey to stimulate the apps. It employs Android Lollipop 5.0.1 on its emulator and the Monkey tool is configured to inject 700 random events into each app. We executed the experiment on the same machine and it took about 6 days to analyze all the given apps.

5.3 Evaluation Goals

The experiments are designed to answer the following research questions:
- **RQ1. Accessed Data**: What are the types of personal data accessed/collected by the apps?
- **RQ2. Data Transfer**: What are the locations of the remote servers to which the collected personal data is transferred?
- **RQ3. DPD’25.1 Violation**: How many of the popular apps used in the EEA, violate DPD’25.1?

Notice that there may be exceptions where transfers outside of the EEA are authorized, such as Binding Corporate Rules [1]. Data subjects need to be informed about the adoption of such legal mechanisms, through the terms of service and privacy policy. We took this in consideration when considering violations, looking for information about the agreements and certifications by the app developer when available.

6 Results and Discussions

We analyzed statically all 1,498 apps and out of these apps, 1,472 (98%) apps use reflection; therefore, we analyzed them also dynamically.

This section reports the analysis results and discusses them in the light of the consequent privacy concerns. The supporting data, the full list of the analyzed apps and the study’s conclusions are accessible via this link: http://bit.do/pdtloc.

6.1 Personal Data Accessed

Pieces of personal data stored on a user’s device are categorized into three broader groups as shown in Table 3. These groups, Content; Device; and Network, represent user data stored on the device; device status data; and network data, respectively.

Figure 2 provides a graphical representation of the number of apps that access the various types of personal data (RQ1). According to these results, device status data, marked as “Device”, such as device id, notifications and power information, etc., as shown in Table 3, is accessed by almost all apps. Further examination revealed that 75% of the apps request device location. Similarly, network information is of interest to 65% of the apps. What is alarming here is that over 70% of the apps read “Content”, which carries sensitive personal information.

6.2 Contacted Servers

The static analysis and the dynamic analysis module extracted, in total, 135 K and 21 K valid URLs/IP addresses, respectively. The number of URLs extracted by the static analysis module is much more as compared to those extracted by the dynamic analysis. The disparity in these numbers further endorses that static analysis
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<table>
<thead>
<tr>
<th>Category</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>Calendar, Contacts, Audio, Video, Image,</td>
</tr>
<tr>
<td></td>
<td>Files, MMS &amp; SMS, Call log, System settings, User dictionary</td>
</tr>
<tr>
<td>Device</td>
<td>Device ID, Online accounts, Power state, System alarm, Device location, Telephony services</td>
</tr>
<tr>
<td>Network</td>
<td>MAC Address, Proxy settings, Network Status, Network connectivity, Network usage, network history and statistics</td>
</tr>
</tbody>
</table>

Table 3. Types of personal data in each category.

![Graph showing type distribution of personal data collected by the analyzed apps.](image)

Fig. 2. Type distribution of personal data collected by the analyzed apps.

This provides an over-approximation of the program and extracts URLs which might not be contacted in an actual program execution, whereas the dynamic analysis extracts only those URLs which are contacted by the app in a single run. However, the presence of any of these URLs in the executable of an app provides a potential data transfer point and cannot be ignored. Since the purpose of dynamic analysis is to widen the analysis range, we use a combination of the URLs/IP addresses extracted by both the modules. Figure 3 illustrates the value of the dynamic analysis module to the static analysis results; where the red line shows the number of URLs found in a particular app and the blue line represents the number of new unique URLs discovered only by dynamic analysis in the same app. For certain apps the number of new URLs/IP addresses discovered by the dynamic analysis in comparison to the static analysis is much higher than the others possibly because of heavy use of reflection.

It is important to mention here that the relation between servers and URLs is one-to-many, i.e., on each server there can be multiple resources represented by different URLs. Therefore, the number of servers an app contacts is considerably less than the number of URLs.

Moreover, PDTLoc could extract data flow paths only for a portion of all the URLs due to known limitation of static and dynamic analysis. For clarity, we refer to the data flows captured during the dynamic analysis as observed data flows. Figure 4 provides the number of servers and apps for which at least a personal data transfer is observed. Overall for 505 (34%) apps, transfer of personal data is observed among which 295 (20%) of the apps transfer personal data outside the EEA. Similarly, 401 servers are the recipients of data transferred by these apps among which 213 are located outside the EEA.

![Graph showing number of servers and apps engaged in actual data transfer.](image)

Fig. 4. Number of servers and apps engaged in actual data transfer.
6.3 Server Locations

Figure 5 illustrates the distribution of locations for servers engaged in the transmission of personal data (RQ2). As it reveals, only 23% of the servers are hosted in the EEA and the majority of the servers (67%) is in the US. Therefore, it is expected that the major portion of personal data to travel outside the EEA.

![Distribution of locations for servers](image)

**Fig. 5.** The distribution of the locations to which the European users’ personal data collected by mobile apps travels.

The main focus of this work is to provide a location analysis of the servers contacted by the apps in our dataset. Figure 6 shows a graphical representation of the country-wise distribution of servers based on the number of apps. It illustrates that a reasonable portion of the apps contact (observed and potential data transfer) servers outside the EEA and US, especially China, Japan, India and Russia.

As most of the analyzed apps contact servers outside the EEA, it is interesting to know the number of apps transferring data only to a certain location/country. In this regard, Figure 7 illustrates the number of apps exclusively contacting servers located in the EEA, US, EEA & US and any other country. It shows that none of the apps perform exclusive data transfer to servers located outside the EEA and US. Only 12 (less than 1%) apps contact servers located only inside the EEA. In contrast, the number of apps contacting servers exclusively in the US is reasonably higher, i.e., 892 apps. This implies that most of these apps either belong to the US-based companies or having their data centers located in the US. Similarly, the number of apps exclusively contacting servers in the EEA & US is 232. A similar reasoning applies to these apps as well where the apps either communicate to servers in the US or their local counterparts in the EEA.

![Number of apps](image)

**Fig. 6.** The target countries per apps.

**Fig. 7.** The number of apps that transfer the personal data exclusively to the EEA, US and other locations.
6.4 Privacy Discussion

The new agreement between the EU and the US, the EU-US Privacy Shield, provides stronger obligation on the US based companies dealing with EU personal data. However, similar to the Safe Harbor, the EU-US Privacy Shield also control only a portion of the entities (service providers, apps) involved in personal data collection/transfer to US and other countries. Figures 8 and 9 depict the results of the analysis we have done on the mobile apps’ privacy policy and terms of use. More than half of the most used apps in Europe, 51%, do not provide any privacy policy as shown in Figure 8. They simply do not tell their users what they do to the personal data they collect and where they store and process them.

In the app analysis, we observed that 7% (108) of the apps transfer personal data outside the EEA while do not provide any privacy policy; thus, this is a violation of the DPD’25.1 regulation (RQ3). Moreover, the analysis results reveal that 50% of the apps contact servers (potentially transfer personal data) outside the EEA and since these apps do not provide a privacy policy, they should anyways be considered suspicious.

Among all the apps providing privacy policy (49%), we observed that 13% transfer personal data to the non EEA based servers (e.g., the US, China, Russia, etc.) while only 3.5% of them holding safe harbor certification (Figure 9). We concludes that 9.5% (134) of the apps certainly violate DPD’25.1 (RQ3) since users did not provide consent for those international data flows, and the available privacy policies are transparent about the data processing locations. Additionally, when we consider the apps which do not provide privacy policy and transfer personal data outside EEA 7% (108), in total, we confirm that 16.5% (242) of the analyzed apps violate this regulation.

One of the major challenges for the Privacy Shield Agreement is that even if we assume that its enforcement will be practical, it will cover only a small portion of mobile apps dealing with European users personal data. The European Data Protection watchdogs would need to have a more proactive role in inspecting compliance with the Data Protection Regulations, in particular for widely used mobile apps.

7 Improving Transparency and Compliance

A number of actions are necessary to improve the control over trans-border personal data flows. It is important that the data protection authorities in Europe demand transparency from the application providers about the location of the data processing. This needs to be explicit in privacy policies. It is vital to clarify which parties have access to personal data and for which purpose. In our study, we observed some applications transferring sensitive personal data items to multiple servers across the globe. In addition to the jurisdictional issue, as all countries do not offer the same level of privacy protection to individuals, it is not possible to state that all those servers belong to the data controller, or even if the data controller is aware of them. Data Protection Authorities (DPAs) need to be proactive in protecting the privacy rights of individuals, by identifying international data which is not compliant with the regulations and agreements in place. The market place provider needs to make privacy policies mandatory, that is the minimum acceptable action that Google, Apple and Microsoft need to take, to mention the main companies who control mobile application marketplaces today. Ideally, the apps should display certification seal, but it is possible to go further. Research on machine readable and automated privacy policy enforcement has shown it is possible to offer more transparency and control to data subjects [7, 8, 11]. Moreover, the marketplace must have a mechanism to promptly remove applications signaled as non-compliant by DPAs or by the users. Furthermore, it is not difficult to implement user notification features on the mobile OS, such that users can remove those non-compliant applications from their devices. On the other hand, it is extremely hard to reclaim the data that has already been leaked.

We are planning to provide PDTLoc as an online service. End-users, marketplaces and security agencies can utilize such service to perform privacy analysis of mobile apps.

8 Limitations

PDTLoc determines the physical location of the remote servers by employing a third party service e.g., IPAddressAPI.com; thus, it relies on the information provided by this service.
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Our server location analysis of the apps is based on the 1st hop server and do not consider if the personal data might be transferred to another server, e.g., App1 transfers data to abc.com and then the data is transferred from abc.com to xyz.com. In this case, PDTLoc only considers the transfer of data to the 1st server. It is impossible to trace data transfer once they are released to a server without collaboration of the target server. However, the mere transfer of the data towards another jurisdiction without explicit consent by the data subject and for which no international agreements are in place, already represents a violation. Therefore, PDTLoc only considers the transfer of data to the first hop server. Moreover, some applications might behave differently depending upon the location of the device they are running on. Since we have performed dynamic analysis in only one location (i.e., Italy), there is no guarantee about the behavior of such apps elsewhere.

The source and sink APIs considered in this work is a representative list of APIs which can be used by apps to retrieve personal data and transfer it over the network. However, there are other methods to receive personal data and transfer it outside which is not considered in the analysis, e.g., apps can coordinate with each other to acquire and transfer data. Furthermore, we focus on only benign apps rather than malware that usually employ more sophisticated and stealthy methods to exfiltrate personal information.

The data flow paths extracted by the static analysis module only indicate the existence of potential personal data transfer in the app, but do not ensure if the app actually transfers personal data outside. However, even the existence of such data flow paths enables the app potentially violate DPD’25.1 and are, therefore, flagged in this work.

9 Related Work

Literature shows a number of research publications and tools which try to solve the problem of privacy leakages in Android apps. They focus on a wide range of private user data and are based on different strategies. Here we briefly discuss some of them in the context of our problem.

9.1 Static Privacy Leak Detection

A number of static analysis approaches have been proposed in literature which can serve to detect privacy leakage in Android apps. Based on the model of the Android framework, CHEX is an approach that performs data flow analysis to detect component hijacking vulnerabilities [31]. In principle, the same approach can be used to detect also privacy leakages.

Scandal [29] tries to detect leakage of private information, such as location information and phone identifiers, using media including Network, Files and SMS. It is based on identifying data flow using abstract semantics of the applications. Although, it provides a concrete representation of the data flow, it consumes a lot of resources and would therefore suffer from performance and scalability issues.

Androidleaks is a WALA based solution to detect privacy leakages in Android apps [20] [26]. It uses a system dependence graph to perform taint analysis.

Based on bytecode analysis of Android apps, DroidAlarm is a tool designed to counter privilege escalation by detecting capability leaks [47]. It uses control flow graphs to detect and extract capability leak paths from to sensitive sources to public interfaces. However, it only supports Android 2.2 which is quite outdated.

AmanDroid is an inter component-data flow analysis framework for Android apps [42]. It is an extensible tool implemented in Scala and based on an intermediate representation of Dalvik bytecode. Amandroid per-
forms data flow analysis by constructing an inter component data flow analysis graph. It provides a plugin for taint analysis which captures data flow between various sources and sinks of information. The sources and sinks are easily configurable in Amandroid’s taint analysis plugin. Theoretically, these sort of tools are ideal for detecting privacy leakage. However, we practically tried it on some apps and it could not detect some very obvious data flows.

Bodden et al. presents, Flowdroid, one of the most sophisticated static analysis tool for Android [6]. It is a Soot based tool which performs data flow analysis on a representation of Java bytecode called Jimple [40]. They also publish a benchmark of applications, known as DroidBench, which can be used to test data flow analysis tools.

Epicc is another static analysis tool which focuses on privacy leakage considering inter component communication and inter app data flows [32]. They provide a cover for privacy leakage between various components of an app and among multiple apps, which most of the static analysis tools do not consider. To make it a complete package, Diffail and IccTa are two other tools which combine Flowdroid and Epicc [9] [30]. They utilize the object/field/context sensitivity of Flowdroid and the inter-component data flow detection Epicc to construct superior tools. This chain of static analysis tools, however, is based on Soot that was designed for Java applications and some times fails to analyze Android apps.

As a matter of fact, some of these static analysis tools capable of detecting privacy leakage can be adopted to be used in our work. However, we preferred performing analysis on Smali code as it provides a direct representation of the Dalvik bytecode. Therefore, we used an extension of SAAF that performs analysis on Smali code and is based on backward program slicing of apps. The extension of SAAF overcomes some of its limitations, such as handling data flow through intents.

9.2 Dynamic Privacy Leak Detection

As static analysis usually suffers from over-approximation and, therefore, a higher number of false alarms, dynamic analysis solutions provide the answer.

SmartDroid detects sensitive APIs in an app, creates a static activity switch path and control flow paths leading to these sensitive APIs and dynamically executes these paths to generate trigger inputs which could be used to detect privacy leakage [46]. They rely on instrumentation of framework services to ensure dynamic execution.

TaintDroid is one of the most widely cited tools in Android dynamic privacy leakage detection [17]. It is based on tainting sensitive information and tracking it towards sensitive sources. Similarly, Droidbox is another tool which detects privacy leakage in Android apps by executing them in an emulator [15]. However, such tools require a dynamic triggering solution to effectively execute portions of the code that leak private information.

To counter this problem, some tools provide their own triggering solution along with privacy leakage detection, e.g., AppsPlayground, AppIntent, etc. [33, 43]. However, most of these tools still suffer from code coverage issues and increasing the code coverage when analyzing Android apps is an open research problem. Moreover, Shauvik et al. performed an analysis based study of the state-of-the-art open sourced test input generation tools for Android applications [12]. Surprisingly, random exploration strategies based tools performed far better than the other model based and systematic tools.

Since even the more sophisticated tools do not yield considerable improvement in the code coverage and unnecessarily complicate the process, we use the standard application exerciser provided with the Android SDK, i.e., the Monkey tool, in the dynamic analysis module.

10 Conclusions

This paper makes a substantial contribution in the analysis of trans-border personal data flows. It is a major debate that may impact how the regulatory framework around the digital economy will evolve. We have highlighted the main concerns in personal data transfers by in principle non-malicious applications, and shown a considerable number of them fail to comply with the EU personal data protection regulation, in the first study of the kind, up to our knowledge. While PDTLoc has been suitable in this case, we believe it can be extended to analyze other information flow properties as well.
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