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Abstract:
sire to share information and keep sensitive information

There is a natural tension between the de-

private on online social media. Privacy seeking social
media users may seek to keep their location private by
avoiding the mentions of location revealing words such
as points of interest (POIs), believing this to be enough.
In this paper, we show that it is possible to uncover the
location of a social media user’s post even when it is
not geotagged and does not contain any POI informa-
tion. Our proposed approach JASOOS achieves this by
exploiting the shared vocabulary between users who re-
veal their location and those who do not. To this end,
JASOOs uses a variant of the Naive Bayes algorithm to
identify location revealing words or hashtags based on
both temporal and atemporal perspectives. Our evalu-
ation using tweets collected from four different states
in the United States shows that JASOOs can accurately
infer the locations of close to half a million tweets corre-
sponding to more than 20,000 distinct users (i.e., more
than 50% of the test users) from the four states. Our
work demonstrates that location privacy leaks do occur
despite due precautions by a privacy conscious user. We
design and evaluate countermeasures based JASOOs to
mitigate location privacy leaks.
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1 Introduction

Background. About seven-in-ten Americans report us-
ing social media platforms such as Facebook and Twit-
ter [3]; however, they are increasingly wary about the
privacy risks that come with their use. According to a
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recent survey by the Pew Research Center, about 80%
and 71% American social media users are concerned
about third-party companies and governments access-
ing their data on social media platforms, respectively
[44]. For example, health care providers such as United-
Health Group reportedly mine social media data along
with other clinical information to assess health care risks
and insurance premiums [5]. Businesses are also increas-
ingly using social media to screen candidates before hir-
ing [35]. Government agencies in the U.S. such as the
FBI, DHS, and ICE are now surveilling content on social
media platforms [2, 17, 36].

Privacy losses. A user’s privacy is obviously at risk
when their social media posts explicitly reveal some pri-
vate information. For example, Mao et al. showed that
social media users often include phrases such as “fly-
ing to” and “have cancer” [33]. Such posts can reveal
users’ location and medical conditions with high pre-
cision. Hecht et al. reported that approximately two-
thirds of Twitter users provide valid location informa-
tion (albeit at varying granularity) in their profile de-
scriptions [22]. Such explicit revelations may either be
because of a user’s “carelessness” or “ignorance” in not
knowing how to keep the information private.

Beyond explicit revelations, user privacy on social
media platforms is also threatened by recent advances
in statistical and machine learning techniques capable
of inferring sensitive user attributes even when they are
not explicitly revealed. On Facebook, a user’s likes can
be used to infer gender, ethnicity, relationship status,
sexual orientation, religious views, location, political af-
filiation, use of addictive substances, and other private
attributes [9, 28]. Similarly, on Twitter, a user’s posts
can be used to infer gender, ethnicity, age, political af-
filiation, and location [32, 50]. The recent Cambridge
Analytica scandal [13] has further exacerbated privacy
concerns about large-scale user profiling efforts by pry-
ing third-parties [7].

Privacy losses despite being cautious! Beyond the
privacy losses described above, there is the uncharted
problem of inadvertent leakage of information even by
privacy seeking users on social media platforms. We sug-
gest that such leakages can happen. Specifically, we ex-
amine whether a Twitter user’s location can be revealed
by a tweet even when they take reasonable precautions
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to keep location private. We assume that the users turn
off location services on their devices, thus the tweets
are not geotagged. We also assume that they are aware
of tools that use geolocation databases (i.e., gazetteers)
to infer location and so avoid explicit mentions of city
names or points of interest (POIs) in the tweets and pro-
file information. Moreover, since a user’s social graph
information (followers/followings) also can be revealing
of location [46], we assume they protect this informa-
tion as well. The question we ask is: can the location
of a privacy seeking user taking due precautions still be
leaked by just their tweet text? The answer we present
in this paper is that it is indeed possible to identify lo-
cations for many tweets, even when they do not contain
any obvious gazetteer! words.

Key Insight. Our key insight is that certain words,
which may seem location neutral, can become location
revealing due to their usage patterns. We discover such
words by analyzing usage patterns amongst users who
openly reveal their location (say through geotagging
their tweets). We find that certain words (e.g. #isf2017)
may be location revealing only during a short time in-
terval while others (e.g. badgers) may continue to be
location revealing over a long time interval. #isf2017 be-
comes location revealing in the month of August when
the Towa State Fair is held in the city of Des Moines. bad-
gers is persistently location revealing as it is the name
of a college sports team in Madison, WI. Neither term is
a gazetteer term. Using such location revealing words,
which are discovered from usage patterns in tweets of
users who openly disclose their location, we can infer
the locations of tweets by privacy seeking users who do
not reveal their location. In essence, when vocabulary
is shared between users who reveal location and users
who do not then it raises the potential of location pri-
vacy leaks for the latter.

Proposed approach. We operationalize this insight
by developing a Naive Bayes based location inference
approach, named Jasoos? and testing it under non-
gazetteer conditions. We intentionally pick a well estab-
lished probabilistic framework (in contrast to selecting
a leading location detection algorithm) in order to show
how even a standard approach can threaten privacy. JA-
s00s adopts an integrated temporal and atemporal per-

1 A gazetteer is a database of place names along with their
geographic coordinates. Gazetteers typically include points of
interest (POIs) such as names of popular landmarks.

2 Jasoos means spy in several languages including Urdu and
Hindi.
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spective. It also utilizes a mazwordNB variant of the
standard Naive Bayes algorithm which essentially con-
siders a single best feature (nouns and hashtags in the
tweet text) to identify location. Our evaluation shows
that JASOOS can accurately infer the locations of close
to half of a million tweets collected from four different
states in the United States.

Potential Countermeasures. The unpredictable na-
ture and dynamics of vocabulary sharing between lo-
cation revealing and location private users makes it
challenging for privacy seeking social media users to
anticipate words responsible for leaking their location.
Therefore, to counter this location inference attack, JA-
S00s can be leveraged to develop a warning system that
would ingest geotagged tweets to inform users about
the usage of potential location revealing words in their
tweets.

Key contributions. We summarize our key contribu-

tions as follows.

1. Novel threat model: The problem of inferring lo-
cations of tweets under the strict condition of ex-
plicitly excluding gazetteer words and any profile
and social graph information, has not been studied
in prior literature. This threat model is applicable
for privacy seeking users who take due precautions
to keep their location private. This core aspect of
our research is novel.

2. Extensive evaluation: We present evaluations of
JASO0s with tweets from four different states in the
USA. We explore different feature sets and find that
the combination of hashtags and nouns extracted
from the tweets are the best. We also show that our
maxword approach is more effective than a standard
Naive Bayes algorithm.

3. Strong performance in rank error: We show
that JASOOS is able to accurately infer locations of
close to half a million tweets even when they do
not include any obvious location revealing gazetteer
words. As a highlight of our results, when using a
strict version of JAS0OS (explained later) we iden-
tify the correct city perfectly (rank error of 0)
for 187,457 tweets from 277 different cities in Col-
orado, 36,276 tweets from 416 different cities in
Towa, 16,794 tweets from 548 cities in Wisconsin,
and 205,454 tweets from 274 cities in Oregon. The
median rank error is 3 for Colorado and Oregon
while it is 8 for Iowa and 16 for Wisconsin which
has the largest number of cities.

4. Strong performance in coverage: The coverage
of our approach, i.e., percentage of tweets without
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gazetteer words for which location is inferred is good
to excellent depending on the state. Our approach
covers the majority of tweets, 75% for tweets in Col-
orado, 42% for tweets in Iowa, 50% for tweets in
Wisconsin, and 62% for tweets in Oregon. These
correspond to 439,637 located tweets for Colorado,
123,641 for Towa, 98,790 for Wisconsin and 552,149
located tweets for Oregon.

5. Design and evaluation of countermeasures:
To help counter this location inference attack, we
design and evaluate several countermeasures based
on JASOOS
measures can effectively degrade the accuracy of the

. The results show that these counter-
location inference attack.

The rest of the paper is structured as follows. In the
next section we formulate the problem and illustrate
our key insight. Following this in section 3 we detail our
proposed approach. Our experiments and results are in
section 4, related research in section 5 followed by the
last section presenting concluding remarks.

2 Problem Formulation

Threat Model. We present the location inference
problem as modeling an attack where an adversary has
collected a dataset of social media posts over a time
period and is interested in inferring the location of as
many posts as possible. We assume that there are social
media users who are privacy conscious and take due pre-
cautions. Thus, for posts from such users, the adversary
cannot simply look for gazetteer words such as loca-
tion names and points of interest (POIs). The adversary
also will not have access to location hints in meta-data
such as the user’s profile (e.g., home location, language)
and social network (e.g., friends, followers, likes). Thus,
we assume a strong threat model where the adversary
only has access to a post’s text. We do assume that the
adversary’s dataset includes geotagged posts, including
those that contain gazetteer words, from some privacy
neutral users. The goal for the adversary is to infer the
location of posts of privacy conscious users that are nei-
ther geotagged nor do they contain gazetteer words. To
the best of our knowledge, this strong threat model tar-
geting privacy conscious social media users has not been
investigated in prior literature.

Problem Statement. In this paper, we focus our at-
tention on Twitter because it has public APIs to facili-
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tate large-scale collection of social media posts of which
a sample are geotagged. There are two flavors of loca-
tion inference problems studied using Twitter: inferring
a user’s home location and inferring tweet location. The
latter, which is more challenging, is our focus here and
we aim to achieve this using only tweet text without the
assistance of gazetteers. Formally, our goal is to predict
the location [ of a tweet where [ € L = {l,ls...I;;} using
just the tweet text. Let T' = {t1, t2...t,, } be a dataset of
tweets that do not contain gazetteer words, where t € T’
is posted at time ;. We estimate [ from the tweet t’s
feature set {f1, fa...fn} extracted from its text. We con-
sider the location inference problem as a ranking prob-
lem where our goal is to rank locations in L (defined
at the city-level) based on the likelihood of being the
correct city.

Illustration of our Insight. Our key insight is that
non-gazetteer words appearing in a tweet can acquire
location revealing properties depending on their usage
pattern. We show two examples based on the lowa
dataset described in section 4.1. For example, Figure
la shows the spatio-temporal distribution of the word
“hawkeyes,” which refers to the University of lowa’s ath-

letics based in Iowa City. Note that the word “hawkeyes”
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Fig. 1. Spatio-temporal distributions of two location-revealing
words



No Place to Hide: Inadvertent Location Privacy Leaks on Twitter

is location-revealing because the tweets which contain
it are spatially concentrated near lIowa City (includ-
ing nearby cities such as Cedar Rapids and Coralville).
Figure 1b shows the spatio-temporal distribution of
the word “nationals.” Between July and August, these
tweets tend to be concentrated in Knoxville (because
of a racing event held at Knoxville July 30 to August
15). Whereas in October these tweets are spread across
multiple cities because they refer to a popular, non-local
baseball series played between the Washington Nation-
als and the Chicago Cubs. This demonstrates that some
words become location-revealing only at certain points
in time because of time-bound local events. As we dis-
cuss next, our system JASOOS exploits both temporal
and atemporal location-revealing words.

3 Proposed Approach

The machine learning algorithm underlying JASOOS is
a standard Naive Bayes which estimates a likelihood for
each location given the features of a test tweet. We in-
tentionally employ a standard algorithm, as our focus is
more on the threat model. The probabilistic framework
underlies many approaches such as in Hulden et al. [24]
and Hahmann et al.[20] However, there are several novel
aspects in our approach. First, we use Naive Bayes in
two flavors: an atemporal model and a temporal model
(run at an interval of a day), and make decisions only
on tweets for which the two models agree. A key point
to note is that temporal approaches for location estima-
tion are themselves rare ([39, 49] are some exceptions).
We combine models in order to raise the confidence in
our location estimates. For example, in the case of “na-
tionals” in Figure 1b, agreement between the temporal
and atemporal models is less likely in the October time
period than in the July-August time period. The second
unique angle in our approach is that we use a novel maz-
wordNB variant of Naive Bayes. This captures the idea
(and our experiments provide support) that exploiting
a single location revealing feature is more effective than
considering multiple/all features as in the Naive Bayes
algorithm. Another novel aspect is that, given our em-
phasis on privacy leakages, we assess our Naive Bayes
based approach under the strict condition of excluding
test tweets with gazetteer words.

Next, we briefly describe the Naive Bayes algorithm,
our mazwordNB variant, the temporal and atemporal
models, and the specifics of how we combine them to
make location estimations using tweet text.
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Naive Bayesian Estimations. We predict location at
a city level granularity, but our formulation holds for lo-
cation prediction at varying granularity. Formally, given
a tweet t with feature set {f1, f2...fn}, we want to cal-
culate argmax;P(l|t) with [ € L. Using Bayes theorem

we have:
P = S0 pg) )
-~ P(t)
Assuming independence between tweet features we
have,
P(t) = P(f1)P(f2)---P(fn) (2)
and
O
where:

7 — FHER!
P(fill) = D iy [FIHIL]

Here, P(I|t) is the likelihood of a location ! given a
tweet t. The likelihood is normalized to get the proba-
bility of a location [ given the tweet ¢, | f!| is the number
of times f; appears in tweets originating from location
! in the training data while E?Zl |le| is the total num-
ber of occurrences of all features appearing in [. We use
Laplacian smoothing as shown above.

MaxwordNB Variant. We use a variant of Naive
Bayes that we call mazword Naive Bayes, or maz-

wordNB for short. For this variant the PI;(HZ)) component
of equation 1 is redefined as:

Pll) _ P(f1ll) P(f2l)  P(fnll)

Py — Mar ( P(f1) * P(f2) " P(n) )

Using this we can modify equation 3 as:

P(fill) P(f2ll)  P(fall)
P(f1) " P(f2) 77 P(fn)

By doing so, we make our location decision for

P(I|t) = max Pl) (4)
( )

t using a single, most indicative, constituent feature
argmaxf%.

The intuition here is that a single feature with
strong location revealing properties should not be
drowned out by other less location specific ones. For
example, consider the tweet ‘Just parked the car.
With family seeing the Hawkeyes win at football’. As-
sume that the correct location is Jowa Clity and
that P(lowa City| Hawkeyes) has the highest probability

value. If, instead of mazwordNB, we consider all features
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as is standard in Naive Bayes then, because of the mul-
tiplication with smaller probabilities, the final estimate
for Iowa City will be lowered. This raises the risk of the
estimates favoring a different city.

Atemporal and Temporal Models. The key differ-
ence is whether a tweet timestamp is considered when
defining training data. The atemporal model captures
latent spatial features of words that hold independent
of time. Here the training data is split into N folds by
user and not by time. That is, all tweets posted by a
user are placed in the same fold so as to avoid any con-
tamination. As is standard practice, all but one of the
folds are combined to form training data in each cross
validation run. The remaining fold is used as test data.
By swapping folds around, each tweet is included in a
test set once.

The temporal model captures time specific, latent
spatial features of words. In this model we use a shift-
ing window (of one day). The exact same user based N
folds created for the atemporal model are used here, ad-
ditionally sliced temporally into day chunks. The same
cross validation strategy is used with each day’s data.
Since this is retrospective analysis (as opposed to on-
line), tweets posted later than a test tweet ¢ (but in the
same day) may be included in ¢’s training data. This
design is deliberate since the discussion of the topic in
t may continue beyond its timestamp. To clarify, if a
tweet has a timestamp at 2016-12-12 12:00:00, train-
ing data can be obtained from 2016-12-12 00:00:00 (12
hours before) to 2017-12-13 00:00:00 (12 hours after).
It should be noted that the timestamp is not used as a
feature, only to select appropriate training data.

Decision Strategy. Given a test tweet ¢, both the tem-
poral and atemporal models independently rank all lo-
cations in L using features of t. Our strategy for making
decisions is to do so only for those tweets where both
models agree. Otherwise a location decision is not made
for that tweet. Thus coverage, or the number of deci-
sions made, depends on agreement between the atem-
poral and temporal models. This strategy limits location
decisions to those that can be made confidently using
a combination of atemporal and temporal perspectives.
The same principle can be extended if additional loca-
tion inference perspectives (such as from metadata and
social networks) were to be later introduced into the
location detection system.

If each model identifies a single location for a tweet
then agreement is simple to define. However, given that
each model outputs a ranking of a set of locations, agree-
ment is a more complex notion. Specifically, we define
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agreement as dependent on a rank cut off R. Given two
rankings of locations for tweet ¢, Agreementapr holds if
there is at least one location in common when the two
rankings are limited to the top ranked R locations. In
the trivial case with R = 1, the two ranks agree if they
have the same location ranked at the top. We can expect
that the number of tweets with location decisions, i.e.,
coverage, increases with increasing cut off R. For tweets
where there is agreement, we combine the temporal and
atemporal rankings by calculating an average rank for
each location. Locations are re-ranked by this average.

Features. We use the two main features found in
tweets: hashtags and nouns. Hashtags with their specific
semantics reduce the ambiguity challenge. The down-
side is their sparseness, which can lead to insufficient
training data and low coverage. Nouns are more preva-
lent and so the problem of insufficient training data is
possibly avoided. However, nouns may be more ambigu-
ous relying on context for interpretation. As compared
to other parts-of-speech, we choose nouns as they are
more content bearing, i.e., informative. We also investi-
gate hashtags combined with nouns in order to jointly
leverage their individual merits.

Exclusion of Gazetteer Features. We remove tweets
with gazetteer words from the test set. However, we
do keep such tweets in training data as we can use
the probability estimates for their non-gazetteer words.
For example, the tweet Chicago Gospel Music Festival
was a grand event will never be a test tweet because
it has Chicago. However, we can use it to increase ro-
bustness of our estimates for its other words such as
‘Gospel’, ‘grand’ and ‘event’. This design also reflects
the real world where the adversary has access to tweets
from both privacy seeking and privacy neutral individu-
als. To reiterate, all results reported are on tweets that
do not have gazetteer words which is consistent with
our aim to explore inadvertent privacy leakages. The
gazetteer we use is a well maintained one provided by
the U.S. government [1]. It has explicit city names as
well as POIs such as names of parks, cemeteries, bridges,
schools, streams, creeks, churches, post offices, hospi-
tals, libraries, farms, etc. We also exclude hashtags that
are made simply by combining location names such as
#ITowaC'lity.
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State ‘ lowa (1A) ‘ Colorado (CO) ‘ Wisconsin (WI) ‘ Oregon (OR)
Number of cities 416 277 548 274
Number of tweets 544,934 987,444 346,710 1,402,344
Tweets w/ hashtags 15.5% 18.7% 21.7% 19.2%
Tweets w/ nouns 98.4% 98.0% 98.5% 98.3%
Tweets w/o gazetteer words 58.5% 60.8% 59.3% 63.8%
Number of users 6,949 16,524 11,175 16,097
Users w/o gazetteer tweets 5,516 13,071 8,517 13,210
Total hashtags 151,996 388,985 150,194 526,058
Unique hashtags 39,878 90,601 45,450 145,621
Total nouns 2,362,756 4,234,728 1,295,720 6,037,733
Unique nouns 25,353 31,743 23,388 35,100
Table 1. Summary of Twitter Data Collected
4 Experimental Evaluation Datasets Rank Correlation
Geotagged - Geotagged 0.72766
Non-geotagged - Non-geotagged 0.67726
4.1 Dataset Geotagged - Non-geotagged 0.71416

We collected the Twitter handles of users from August
1, 2017 to August 10, 2017 whose tweets were geotagged
as originating from any of the 50 states in the USA us-
ing Twitter’s Streaming API. Over the span of these 10
days, we collected the handles of 368,552 unique users.
For each user, in November 2017, we collected up to
3200 (the limit set by Twitter’s API) of the most recent
tweets that they had posted. In total, we managed to
collect 843,635,243 tweets for all 368,552 users. These
tweets spanned over 11 years with the oldest tweet be-
ing from September 2006 and the most recent one from
November 2017. We are able to identify 140,721,139 geo-
tagged tweets from the corpus of 843,635,243 tweets.
When testing, we ignore the geotagged location in geo-
tagged tweets and only use the tweet text to evaluate
prediction accuracy.

It is noteworthy that we can only use geotagged
tweets to train and test supervised machine learning
approaches (including JAS00s) because we do not have
location ground truth for non-geotagged tweets. It is
unclear whether we can expect a location-inference
approach trained and tested on geotagged tweets to
perform comparably on non-geotagged tweets. For in-
stance, geotagged tweets are more likely to be sent from
GPS-capable mobile devices than non-geotagged tweets.
Thus, there may be differences in vocabulary of geo-
tagged and non-geotagged tweets [19] that potentially
impact the generalizability of a location-inference ap-
proach.

Prior literature on location inference has also faced
the challenge of lack of ground truth for non-geotagged
tweets. Han et al. [21] showed that a location-inference

Table 2. Comparison of vocabulary in geotagged and non-
geotagged tweets

approach trained and tested on geotagged tweets per-
forms comparably when applied to only non-geotagged
tweets. To investigate this further, we conducted our
own experiments comparing the vocabulary of geo-
tagged and non-geotagged tweets in our collection.
Specifically, we computed Spearman’s rank correlation
coefficient between random samples of geotagged and
non-geotagged tweets (considering only nouns and hash-
tags) in our dataset. Each sample contained 50,000
tweets and the experiment was repeated 100 times. Ta-
ble 2 shows that the average correlation between geo-
tagged and non-geotagged tweets (0.714) is compara-
ble to the average correlation between geotagged and
geotagged tweets (0.728) and non-geotagged and non-
geotagged tweets (0.677). We conclude that the vocab-
ulary of geotagged and non-geotagged tweets are similar
in our dataset. Thus, in line with prior research [21], we
expect location inference approaches trained and tested
on vocabulary of geotagged tweets to perform compara-
bly on non-geotagged tweets.

In order to evaluate the effectiveness of our pro-
posed approach in predicting tweet location, we chose
four states spanning different geographical regions and
demographics. We chose Colorado (CO) from the Moun-
tain region, Oregon (OR) from the West region, and
TIowa (IA) and Wisconsin (WI) from the Midwest re-
gion. Table 1 provides a summary of the geotagged data
set with respect to these four states. There are 416 city
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level locations in Towa, 548 in Wisconsin, 274 in Oregon,
and 277 in Colorado suggesting that it may be harder
to locate Iowa/Wisconsin tweets because of their larger
numbers of cities. There are 544,934 tweets from lowa,
346,710 tweets from Wisconsin, and almost double the
number, 987,444 tweets from Colorado, and the highest
number, 1,402,344, from Oregon. This also points to the
Towa and Wisconsin being possibly more challenging be-
cause there is relatively less training data. Around 60%
of the tweets for these states do not have gazetteer words
[1]. Most have nouns as expected while less than 22%
have hashtags; thus we anticipate low coverage with the
latter.

4.2 Experimental Setup

As indicated earlier, we use N fold cross-validation de-
sign. We split our data set based on users with N = 10.
Folds are first made independent of tweet timestamp
ensuring that all tweets from a user are placed in the
same fold. Additionally, for the temporal model we pro-
cess the data set with a day-level time window. The
cross validation strategy is identical as described above,
except that the folds are limited to the day of interest.
While we process the data set in date order, there is no
dependency in processing between any pair of days.

4.3 Evaluation Metrics

Recall that our decision strategy works on the basis of
agreement between the atemporal and temporal ranking
decisions, i.e., Agreementar. A decision is made only if
both temporal and atemporal have at least one location
in common by the rank cutoff of R. Thus our evalua-
tion metrics can be calculated at different values of R.
We experiment with R = 1 and R = 10. Evaluation at
R =1 refers to a strict configuration and R = 10 refers
to a more lenient configuration for JASoos. R =1 is an
obvious choice, as it requires both system to be abso-
lutely certain in a decision. The maximum value of R is
the total number of locations, which for any state is in
the order of hundreds. In comparison to this maximum
value of R, R = 10 is a strict constraint. Other choices
of R could have been made besides R = 10, however,
R = 10 seemed reasonable, as it is an order of magni-
tude higher than R = 1.

Rank error is measured as the number of locations
predicted incorrectly, i.e., with higher likelihood, than
the correct location. For example, if a system predicts
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three other locations with higher (or equal to) proba-
bilities than the correct location, the rank error is 3.
In the case of a tie, all predictions following the tie are
decreased by the number of locations in that tie. For
instance, if two locations are tied for rank 2, then the
next predicted location will have rank 4 (not 3).

When combining the temporal and atemporal rank-
ings for a tweet, the rank is the average of the two rank-
ings. Table 3 illustrates this with data for an example
test tweet. In the table the letters represent locations.
Let us assume that the correct location for this tweet is
B. The average rank for B between temporal and atem-
poral is 2.5 whereas for location Z it is 3.5. Locations
are re-sorted by this average rank and this new order is
used to generate final ranks. Thus the correct city ends

up at rank 2.

Temporal Atemporal Combined Combined Sorted
Loc. | RK Loc. | RK Loc. | RK Loc. RK

A 1 B 1 A 2 A 1

C 2 V4 2 B 2.5 B 2

D 3 A 3 C 3 C 3

B 4 C 4 D 4 z 4

z 5 D 5 z 3.5 D 5

Table 3. Example illustrating combining two rankings (RK =
Rank), (Loc. = Location)

Coverage. Given that our decision model is selective
about tweets for which location will be predicted, we
calculate tweet coverage. This is calculated as the per-
centage of tweets — without gazetteer words — for which
a prediction is made. Thus, tweet coverage, is defined
as:

# of tweets for which location is predicted

# of tweets without gazetteer words

User coverage & User Precision While our focus is
on performance at the level of tweets we can also cal-
culate parallel measures at the user level. For example,
user coverage is:

# of users for whom a tweet location is predicted

# of users in tweets without gazetteer words

Likewise, if a correct prediction is made for at least
1 tweet posted by 80 users and predictions are made for
tweets from 100 users, then user precision is 0.8.
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Fig. 2. Comparison of mazwordN B (MW) and standard Naive
Bayes for lowa and Colorado using Hashtags+Nouns as features.
The y-axis represents percentage of tweets predicted within par-
ticular rank error (x-axis)

4.4 Results

We test JASOOS on tweets collected from four different
states Iowa (IA), Colorado (CO), Wisconsin (WI), and
Oregon (OR) using three different feature sets (Hash-
tags, Nouns, Hashtags+Nouns), and test our intuition
about mazwordNB.

mazrwordNB outperforms NB. As a preliminary
step we tested both a regular Naive Bayes system as
well as our mazwordNB system experimenting with all
three feature sets with data from two states. We con-
sistently find mazwordNB to be superior. An example
plot demonstrating this can be found in Figure 2. As
the figure shows, mazwordNB outperforms NB in Towa
and Colorado states. Since Wisconsin shares a similar
tweet-to-city count as Iowa and Oregon similar to Col-
orado, only Iowa and Colorado are shown. The small-
est difference is found at rank error 0 (8%) while the
largest difference is found at rank error 9 (33%). Past
rank error 10, the difference grows further. This con-
firms our intuition about the use of one best feature
being more effective than using all features. It is pos-
sible that tweets located with low rank error are domi-
nated (in probability) by a single feature that tends to
point to the correct location. As the rank error increases
the probability associated with the best feature may be
diminishing. While this remains a win for the single fea-
ture seeking mazwordN B, this probability likely weak-
ens further when multiplied by the probabilities of the
other tweet words for standard Naive Bayes.
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Performance is strong for both R1 and R10 con-
figurations. Recall that JASOOS only makes a predic-
tion on a tweet if the temporal approach and atemporal
approach both contain a city in common within a rank
cutoff R. Results are in Table 4 for R1 and Table 5 for
R10. Overall, the trends are consistent across both ta-
bles.

The setting with Hashtags+Nouns provides the best
coverage and rank error scores for each state. Rank er-
ror at the first quartile is between 0 and 3. Median rank
error achieved for Colorado, for example, with feature
set hashtags+nouns, is 3. This means that for 50% of
the 598,535 located tweets, rank error is 3 or less. More-
over, the correct city is at rank 1 for 187,515 Colorado
tweets. Similarly, the median rank error for Oregon is
also 3 for 894,331 tweets. For lowa the median rank error
is 8 for the 306,244 tweets located. For Wisconsin, the
median rank error is 16 for 205,566 tweets. Wisconsin is
also the state with the largest number of cities and the
smallest number of tweets. Coverage achieved is strong
to excellent, being between 40 and 75%, depending on
state.

Hashtags+Nouns is the most effective. Tables 4
and 5 compare performance across feature sets. Cover-
age shows the biggest difference between feature sets.
Upwards of 75% coverage is achieved by the combina-
tion of Hashtags+Nouns for Colorado, and 62% cover-
age is achieved for Oregon. As expected, because of their
sparsity, the Hashtags feature set consistently has very
low coverage. The Nouns feature set achieve coverage
that is in between. Rank error differences are compar-
atively small, except in the case of Wisconsin (75%).
Overall, this measure appears resilient to the feature
set used.

Oregon and Colorado locations are easier to pre-
dict. As seen in Tables 4 and 5, rank errors show a
slight preference for Colorado and Oregon. For exam-
ple, rank errors are between 0 to 4 for Colorado, 0 to 3
for Oregon, 3 to 16 for Wisconsin and 2 to 9 for lowa
when considering the first two quartiles. Oregon and
Colorado’s slightly better coverage might be attributed
to a couple of reasons. First, as seen in Table 1, Ore-
gon and Colorado have over 50% more tweets than Iowa
or Wisconsin. A higher number of tweets means more
training data, which could allow JASOOS to obtain the
necessary information to make better decisions. Second,
Towa and Wisconsin each have over 66% more cities than
Colorado or Oregon. A higher number of cities means
a higher number of locations from which a tweet can
be identified, increasing the difficulty of the problem.
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Feature Set Rank Errors Coverage User Precision | User Coverage
25% | 50% | 75% [%] [%] [%]
Hashtags 2 9 22 0.74 26.67 13.32
< Nouns 3 8 20 41.39 24.25 80.51
Hashtags+Nouns 2 8 20 40.21 25.16 94.91
Hashtags 0 3 19 2.42 47.36 19.29
S Nouns 0 3 16 74.14 50.50 90.82
Hashtags+Nouns 0 3 16 73.22 51.25 97.87
Hashtags 0 6 57 1.04 43.54 6.63
s Nouns 3 17 | 53 20.53 35.10 53.48
Hashtags+Nouns 3 16 51 48.06 36.45 62.59
Hashtags 0 0 10 1.94 59.09 18.91
g Nouns 0 3 18 47.62 62.03 69.13
Hashtags+Nouns 0 3 17 61.74 63.73 73.46
Table 4. Results for JASOOs with rank 1 cutoff
Feature Set Rank Errors Coverage User Precision | User Coverage
25% | 50% | 75% [%] [%] [%]
Hashtags 2 9 22 1.79 55.00 22.32
< Nouns 3 8 20 92.71 70.17 97.43
Hashtags+Nouns 2 8 20 93.53 50.73 99.60
Hashtags 0 4 20 3.58 60.75 23.45
8 Nouns 0 3 16 93.96 65.47 97.87
Hashtags+Nouns 0 3 16 94.91 56.54 99.86
Hashtags 0 9 56 1.80 53.42 10.11
S Nouns 3 16 51 46.99 48.56 62.55
Hashtags+Nouns 3 16 51 53.63 43.35 66.04
Hashtags 0 1 13 2.43 67.61 21.67
S Nouns 0 3 17 59.85 75.58 73.34
Hashtags+Nouns 0 3 17 63.45 68.09 74.69

Table 5. Results for JAso0s with rank 10 cutoff

This combination of reasons might be responsible for a
harder problem for ITowa and Wisconsin as compared to
Colorado and Oregon.

Location-revealing words are not necessarily
gazetteer words. Table 6 provides examples of tweets
correctly located with the mazwordNB feature respon-
sible underlined. We note that JASOOS is able to cor-
rectly predict the location of tweets using features which
are unlikely to be included in a gazetteer. For exam-
ple, "#BeatTexas" is not a gazetteer word (for Iowa)
but instead behaves like one during football matches
between the University of lowa based in Iowa City, IA
and Texas State University. Similarly "#cyclONEgrad"
does not refer to any point of interest in Ames, IA but
instead it refers to a graduate from Iowa State Univer-
sity; the athletics team from lIowa State University is
referred to as Cyclones. Even though these words are
not like gazetteer words, their strong spatial affinity to

locations facilitates the identification of locations just
as gazetteer words would.

Table 7 provides examples from the Iowa dataset
illustrating how the temporal model operates. We see
nouns such as ‘semester, ‘night’, ‘stream’, ‘today’ as
maxwords. We see maxwords related to other events
(‘today’ referring to college football taking place that
day). We see topics of local interest such as the hashtag
‘3synodial7’, 'dis2017’ and we see maxwords that point
to location names, but in ways that cannot be antici-
pated (‘stream’). All of these maxwords are temporally
location indicating. Moreover, all of these could poten-
tially be spatially diffuse at other times or could be max-
words for some other locations at still other points in
time. A noun like ‘semester’, maxword for Ames, IA on
December 21, 2016, could show up for another city ex-
periencing containing a university whose semester ends
at a different time. Also it may be that on a given date
'semester’ is spatially diffuse (multiple universities end-
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Tweet Text City Temp Prob. | Atemp Prob.
Congrats, Nettie! #cyclONEgrad Ames, |A 0.152 0.057
#dis2017 follow me pls Ames, |IA 0.140 0.036
Congrats @karter_schult #UNI https://t.co/MmT8w3GClj Cedar Falls, IA 0.059 0.0388
Colt Cadets!# T TournamentOfDrums https://t.co/8E2V3CNvSd Cedar Rapids, IA 0.193 0.041
#tLetKyleRace https://t.co/IKxJqpDzk8 Knoxville, 1A 0.109 0.028
Katie Davis never disappoints. #5HourNats Knoxville, 1A 0.236 0.153
Simply. Awesome. #SolheimCup2017 ©@abba | West Des Moines, IA 0.140 0.147
https://t.co/UEKk8w6hok

Hurray for #fedexguy ! https://t.co/zUcNTdIBy0 Urbandale, 1A 0.055 0.052
Jack Trice it's 2019s been awhile #BeatTexas Ames, IA 0.110 0.141

Table 6. Examples of tweets correctly located by JASOOS using the underlined maxwords.

ing on the same day) and therefore not show up as a
maxword for any location.

Table 8 provides the a list of the top ten high-
est probability maxwords identified by both the tempo-
ral system and atemporal system for correctly located
tweets. Though some overlap of maxwords is seen be-
tween temporal and atemporal, the different systems
identify different maxwords overall. The temporal sys-
tem is able to identify words that can be temporally dif-
fuse, for example ’seahawks’ (which refers to the Seattle
football team) appears in Wisconsin, this is most likely
due to the Green Bay, Wisconsin Packers playing the
Seahawks during this time. The atemporal system is
able to identify words that are more spatially diffuse,
for example ’brewers’ is identified in Milwaukee and is
the professional baseball team for this city.

The takeaways from this analysis are that (i) nouns
play a significant role, (ii) many of the nouns that give
away location have no inherent spatial semantics and
are not likely to be ever seen in a gazetteer and (iii)
therefore these are difficult to identify proactively. In-
stead they would have to be identified contemporane-
ously with the tweet being written that needs location
protection.

Conjecture. From this analysis we conjecture the fol-
lowing about the role of common nouns in our model.
As the spatial and temporal granularities of the loca-
tion problem considered become more fine-grained an
increasing number of common nouns are likely to be-
come location revealing. In other words if instead of tak-
ing all cities in Iowa as our dataset, we had taken just
the cities in the south west region, then the number of
location indicating common nouns will likely increase.
Likewise, if we decrease the spatial and temporal gran-
ularities of the problem, taking for example all cities of
the mid western states in one dataset, then the power
of these common nouns at location detection will de-

crease. Instead the method would have to rely more on
city level atemporal features that more durably (over
time and space) identify location. This is a conjecture
that likely applies to other location detection methods
that rely on the probabilistic model as well and we will
test it in follow up research. This type of analysis of the
features behind location detection would enrich cross
study comparisons that vary in their location detection
granularities.

Privacy is at risk. Our results indicate a strong pos-
sibility of location privacy risk even for users who take
precautionary measures. Our system with the best con-
figuration predicts the correct location for ~ 12% to
~ 25% of the test tweets depending on the state. This is
out of large sets: 416 cities for Iowa, 277 for Colorado,
548 for Wisconsin, and 274 for Oregon.

These located tweets correspond to 1,102 users in
Towa, 6,006 users in Colorado, 6,184 users in Oregon,
and 1,943 users in Wisconsin. These users are at risk in
terms of location privacy. Moreover, the decisions made
by JASOOS when triangulated with additional evidence
from other location inference methods, (say from social
network data) - which we have intentionally avoided -
offers the potential to reduce the rank error further.

4.5 Comparison to Other Systems

To gauge how effective JASOOS is in comparison with
state-of-the-art approaches we implemented and tested
two other systems within the same threat model.
First, we replicated the temporal approach proposed
by Paraskevopoulos and Palpanas [38] which is based
on the vector space model with tf*idf weighted vectors
representing each location at a period of time. We repli-
cated their best temporal method and applied it to our
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Tweet Text Timestamp City Temp Prob.
How to we strengthen ministry of all the baptized? | 2017-09-25 18:14:40 | West Des Moines, 1A 0.293
#3synodIA17

Fundraising - the art of the ask @LSTChicago #3synodIA17 2017-09-25 19:02:21 | West Des Moines, IA 0.643
vamos! #3synodIA17 2017-09-26 16:47:59 | West Des Moines, I1A 0.590
Congrats to this #cyclONEgrad! https://t.co/yCeBvzlrlf 2016-12-17 19:20:18 Ames, IA 0.191
Congrats, @ISUnettie! #cyclONEgrad | 2016-12-17 21:59:03 Ames, IA 0.153
https://t.co/609gZqKQsW

#DIS2017 https://t.co/xH7sD83IK7 2017-08-20 01:08:51 Ames, IA 0.162
#dis2017 follow me pls 2017-08-20 01:28:23 Ames, IA 0.140
#dis2017 #dabforisaac 2017-08-20 01:30:11 Ames, IA 0.140
3 hours left on my last 10 hour shift of the week and the local | 2017-08-26 00:35:33 Urbandale, 1A 0.194
dive bar is calling for me

| got to see lzzy and Link and WILLIE and POPPY last night | 2017-08-26 19:02:05 Urbandale, 1A 0.160
I’'m so hap

| hate when people undermine the difficulties of other people’s | 2017-08-05 03:56:25 Urbandale, 1A 0.127
activities like sports, when they have never experienced them

before.

| love when people tell me they appreciate me just for being | 2017-08-05 06:22:43 Urbandale, 1A 0.112
me because most of the time | feel like I'm not doing anything

right.

@realDonaldTrump | like how you have to point this out. Must | 2017-08-05 22:38:27 Urbandale, IA 0.123
be since you so seldom actually work.

| wish somebody video taped me going Super Saiyan on these | 2017-09-04 06:04:00 Urbandale, 1A 0.221
hoes last night

So | had a #Nightmare last night;l was a #server again and | 2017-09-04 14:13:44 Urbandale, IA 0.224
| was horrible at everything i will not go back to that again!

#NeverGoingBack

Another semester 2016-12-16 15:54:56 Ames, IA 0.110
| GOT A 4.0 THIS SEMESTER | AM SO HAPPY 2016-12-21 01:15:01 Ames, IA 0.064
My semester GPA at DMACC was a 3.91!!! 2016-12-21 06:08:44 Ames, IA 0.067
@pirmasb697 and Q@raysngs with the cameos on the stream | 2017-07-29 00:42:32 Davenport, 1A 0.050
#WatchCity

@PolskaKrolowa Stream said 7:30 KO 2017-07-29 02:04:59 Davenport, 1A 0.050
But seriously how bleeping awesome of a feeling it is to | 2017-09-02 13:41:47 Urbandale, IA 0.152
wake up today...Cccooollleeegggeee Fffooottttbbbaaallll ba

https://t.co/jCwrh91bfp

Q@UNIFootball good luck today guys #UNIFight #BeatState 2017-09-02 16:32:31 Urbandale, IA 0.123
Hey ©@GanassiChip, #LetKyleRace... | 2017-08-10 09:25:24 Knoxville, 1A 0.104
https://t.co/OEdugkUTK3

#LetKyleRace https://t.co/ylixBRRZyl 2017-08-10 13:57:24 Knoxville, 1A 0.109

Table 7. Examples of tweets correctly located using the underlined temporal maxwords. (lowa dataset, Hashtags + Nouns, Rank 1

cutoff)

Towa dataset maintaining the same cross-validation de-
sign as for JASOOS. Results are shown in table 9.

As a second comparison, we designed and imple-

mented a temporal deep learning approach. The model
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Temporal
lowa Colorado Wisconsin Oregon
Maxword Probability Maxword Probability Maxword Probability Maxword | Probability
3synodial7 0.6430 drinking 0.8909 seahawks 0.8121 block 0.9145
fair 0.5766 family 0.7761 bbcl7 0.7470 year 0.8690
womensmarch 0.4199 american 0.6838 cubs 0.6571 ye 0.8504
des 0.4087 oscars2017 0.6829 state 0.6133 police 0.7867
state 0.4069 amp 0.6273 gophers 0.5745 rctid 0.7680
temperature 0.3902 rockies 0.6265 brewers 0.5530 drinking 0.6911
total 0.3783 grammys 0.6264 packers 0.5459 cold 0.6901
traffic 0.3773 god 0.6183 thisismycrew 0.5399 person 0.6424
ia 0.3670 womensmarch 0.6109 saints 0.5341 baonpdx 0.6388
amp 0.3375 man 0.6094 marchmadness 0.4817 photo 0.6158
Atemporal
lowa Colorado Wisconsin Oregon
Maxword Probability Maxword Probability Maxword Probability || Maxword | Probability
total 0.8646 collins 0.8841 seahawks 0.4337 pdx 0.8153
des 0.7856 es 0.7163 oshl7 0.4258 police 0.8142
west 0.7856 copolitics 0.6756 art 0.4204 se 0.8139
hay 0.6169 maga 0.6596 park 0.4178 ne 0.8132
merle 0.6142 coleg 0.6455 ramp 0.4120 block 0.8126
justiceleague 0.5960 downtown 0.6334 brewers 0.4108 medical 0.8032
hour 0.5793 traffic 0.6050 thisismycrew 0.3937 airport 0.7691
temperature 0.5270 powers 0.5952 bbcl7 0.3823 rctid 0.7681
issue 0.4651 quality 0.5826 bucks 0.3741 c 0.7622
3synodial7 0.4469 steamboat 0.5657 mke 0.3724 baonpdx 0.7599

Table 8. Top 10 Maxwords (duplicates removed) appearing in correctly identified tweets for datasets (Hashtags + Nouns)

we implemented was the CNN model designed for text
classification problems by Kim [27]. This CNN first con-
structs feature based tweet representations of size k x d.
k is chosen as the max number of features (nouns) found
in training tweets, while d is the chosen dimension of
the word embedding (in our case d = 100). Pre-trained
word embeddings are obtained from Glove®. The tweet
representations are fed into 3 sets of convolutional win-
dows of length (3 x d, 4 xd, 5 x d) each window having
100 filters each. We use max pooling and finally a dense
layer followed by a softmax output layer (of size = num-
ber of cities). Similar to JASOOS we use the same deci-
sion strategy which is to combine the decisions made by
the temporal and atemporal CNN models (see Decision
Strategy in the Proposed Approach section). Again the
cross validation design is used with the same folds of
data. The temporal model is constructed by first train-
ing the CNN on 2 folds of atemporal data. Next, given
a day’s collection of test tweets (these are taken from
a third fold) the model is retrained on the remaining
7 folds of data for that same day before applying it to
the test tweets. Since hashtags are sparse, word embed-

3 https://nlp.stanford.edu/projects/glove/

dings for hashtags are rare causing the CNN to break.
Because of this we focused on nouns alone as features
for the CNN. We present results for the lowa dataset in
table 10.

Both the vector based model and the CNN are eval-
uated under the same condition of no gazetteer words.
Comparisons were made using the rank 1 cutoff setting.

Analysis of comparison results:

JAS00s achieves higher performance over the vec-
tor based approach of [38]. Selecting nouns as the
best version for the vector based system (because of
its high coverage) we find that the rank error for JA-
SOO0S is better by 7 points for the 25% quartile (hash-
tags+nouns) and this difference increases with each
higher quartile (19 points and 75 points at 50% and 75%
quartiles respectively). Coverage varies between system,
with JASOOS achieving higher coverage in Hashtags +
Nouns, while [38] achieve higher coverage in with nouns.

CNN outperforms JAS0OOS in coverage. The CNN
approach is almost identical to JASOOs. Rank error is
one better for the CNNs for the first quartiles. The
largest difference seen is in Coverage, which is 92%
compared to JAs00s’s 40%. Thus the CNN performs
the same as JASOOsS while providing superior coverage.
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However, it should be noted that JASOOs has the added
advantage of interpretability which is useful for further
understanding this threat model and constructing coun-
termeasures.

4.6 Countermeasures

Next, we implement and evaluate the three different

countermeasures:

1. deletion: delete the maxword identified by JASOOS
from the tweet;

2. addition: add a maxword identified by JASOOS rep-
resenting another location; and

3. deletion and addition: delete the maxword identi-
fied by JAsoo0s from the tweet and add a maxword
identified by JASOOS representing another location.

Both deletion and addition countermeasures de-
grade JASOO0S’s accuracy. Table 11 reports the results
for these three countermeasures for nouns and nouns
+ hashtags on IA data set. We note that rank error
increased substantially for both deletion and addition
countermeasures. Specifically, the 25th percentile rank
error increases by at least 9 for both deletion and addi-
tion. The 50th percentile and 75th percentile rank error
exhibit even greater increases in rank error, increasing
by 27 and 71 respectively. We also note drop in coverage
for both deletion and addition countermeasures in the
nouns feature set. However, we note an increase for the
addition countermeasure in the hashtags + nouns fea-
ture set. This increase in coverage combined with the in-
crease in rank error means that JASOOS is making more
wrong predictions when the addition countermeasure is
applied. Finally, we note 18% drop in user precision and
64% drop in user coverage when countermeasures are
applied. Note that combining the two countermeasures
(deletion and addition) does not provide any additional
benefit.

Naive Bayes is resilient to deletion, but not ad-
dition. Since JAS0O0s’s location inference is based on
one feature (i.e. maxword), it might be more susceptible
to the aforementioned countermeasures than a standard
Naive Bayes algorithm. To investigate this hypothesis,
we evaluate the countermeasures on a standard Naive
Bayes algorithm. Table 12 shows that rank error gener-
ally improves slightly with the deletion strategy. How-
ever, the addition countermeasure causes large increases
in rank error: 19 for the 25th percentile, 23 for the 50th
percentile, and 8 for the 75th percentile. We conclude
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that there are feasible countermeasures to both JASOOS
(based on maxword) and standard Naive Bayes. While
there are a couple of counter strategies (of the ones
tested) for maxword Naive Bayes there is only one for
standard Naive Bayes.

4.7 Limitations

Here we discuss the current limitations of our system
and expand on possible future solutions.

States are run in isolation. Currently, JASOOS is
trained on and predicts each state separately. This
means that predicting for Iowa, the system knows it
must occur in one of the 416 list of cities. This is an ob-
vious limitation of our system as an adversary might not
necessarily know which state the tweet occurs in. One
way to possibly address this issue, is by first generaliz-
ing our system to predict state. Then after a prediction
for a state is made, further classify the tweet using the
set of cities from the predicted state. Future work would
implement and test this model.

Rank error does not guarantee proximity. Cur-
rently, one of the main metrics used to evaluate the
systems is rank error. However, having a good rank er-
ror (e.g rank error = 5) does not necessarily mean that
our system predicted in a closer proximity to the true
location. For example, if the true location of a tweet is
Des Moines, and our system predicts it as the 5th most
likely city, the four cities which occur before it, may be
large distances from Des Moines. One advantage of rank
error versus distance, however, is that rank error re-
mains consistent when changing states/countries. Error
distance will be much lower when predicting in Rhode
Island, compared to Texas, whereas rank error does not
fluctuate based on physical size.

5 Related Work

In this section, we review prior literature on tweet loca-
tion inference. As discussed in a very recent review by
Zheng et al. [52], three types of location detection prob-
lems have been considered: user home location, tweet
location and locations mentioned in a tweet.While our
focus is on tweet location, we note that there are many
papers with home location inferences as the goal (e.g.,
[42] [43] [34] [40] [45]). [26] A variety of machine learning
and statistical methods have been explored, our main
focus is on the feature sets that they employ.
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Feature Set Rank Errors Coverage User Precision | User Coverage

25% | 50% | 75% [%] [%] [%]
8 Hashtags 2 9 22 0.74 26.67 13.32
8 Nouns 3 8 20 41.39 24.25 80.51
i Hashtags+Nouns 2 8 20 40.21 25.16 94.91
5 Hashtags 77 94 103 2.44 18.52 27.01
g Nouns 9 27 95 91.59 33.97 97.44
> | Hashtags+Nouns 8 28 96 7.77 17.14 44.85

Table 9. Results for JASOOS and the vector based temporal model [38] with rank 1 cutoff (lowa dataset)

System Rank Errors Coverage User Precision | User Coverage
25% | 50% | 75% [%] [%] [%]
JASOOS 3 8 20 41.39 24.25 80.51
CNN 2 8 20 92.23 25.04 97.61

Table 10. Results for JAsoos and the CNN based model with rank 1 cutoff (lowa dataset), Nouns used as features

Feature Set Rank Errors Coverage User Precision | User Coverage

25% | 50% | 75% [%] [%] [%]
2 Nouns 3 8 20 41.39 24.25 80.51
2 Hashtags+Nouns 2 8 20 40.21 25.16 94.91
< Nouns 12 35 91 26.48 6.56 26.95
0O | Hashtags+Nouns 12 34 93 39.81 6.56 29.29
= Nouns 12 35 91 30.01 6.69 27.89
< | Hashtags+Nouns 13 34 93 49.04 6.66 30.89
< Nouns 12 35 91 26.53 6.56 26.93
@ Hashtags+Nouns 12 35 94 41.17 6.56 29.62

Table 11. Results for JASOOS after applying countermeasures with rank 1 cutoff (lowa data set)

Feature Set Rank Errors Coverage User Precision | User Coverage

25% | 50% | 75% [%] [%] [%]
2 Nouns 35 94 147 71.19 10.06 34.31
2 | Hashtags+Nouns | 37 | 96 | 147 72.79 9.28 34.61
< Nouns 36 89 145 71.24 9.53 34.34
0 | Hashtags+Nouns 33 91 145 72.79 9.13 34.61
= Nouns 54 117 155 71.24 9.13 34.34
< | Hashtags+Nouns 56 119 154 72.79 7.74 34.61
< Nouns 56 123 157 71.24 8.49 34.34
@ | Hashtags+Nouns | 50 | 114 | 152 72.79 9.37 34.61

Table 12. Results for Naive Bayes after applying countermeasures (lowa data set)

5.1 Gazetteer Approaches

Prior research using gazetteers for tweet location infer-
ence simply looks for the presence of gazetteer words
in tweets. It should be noted that gazetteers can be ex-
tended to include non-standard name phrasings as de-
scribed next.

One angle has been to identify location names in
tweets using different Named-Entity Recognition (NER)
tools. Gelernter and Mushegian [16] used the Stan-

ford NER tool to identify location names mentioned
in tweets about disaster events. They reported that
the Stanford NER tool did not identify names of non-
standard location phrasings. Lingad et al., [30] com-
pared the effectiveness of existing NER tools such as
StanfordNER and OpenNLP for geolocating tweets in
disaster events. They showed that retraining existing
NER tools on Twitter data improved their effectiveness
by helping them identify non-standard location phras-
ings.
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Another line of research has focused on iden-

tifying location names in tweets using external
gazetteers of crowdsourced location-based services such
as Foursquare. For example, Li and Sun proposed ex-
tracting location names from tweets using Foursquare’s
crowdsourced POI inventory containing standard and
many non-standard location phrasings [29] [4]. Schulz
et al., used an external NER service DBpedia Spot-
light as well as crowdsourced location-based services
such as UberSocial, TrendsMap, Flickr, Roketatchi, and
Foursquare [47].

The gazetteer lists from these work include not only
standard locations such as states or city names (referred
to as “standard" gazetteers) but also more fine-grained
ones such as landmarks, stadiums or restaurants (re-
ferred to as POIs or “extended" gazetteers). We ex-
pect privacy seeking users to avoid these words in their
tweets. For this reason, our threat model specifically tar-
gets tweets that do not include location names found in
a well reputed gazetteer [1]. Our method aims to iden-
tify other words in tweet text that can reveal location.
Next, we discuss prior literature on automatically iden-

tifying such location revealing words in tweet text.

5.2 Tweet Content

Many examples of prior research utilize unigram and
n-gram features extracted from tweet content alongside
different prediction models. For example, Flatow et al.
[15] and Priedhorsky et al. [41] used Gaussian mod-
els,Paule et al. use a voting strategy with tweets similar
to the test tweet voting on location [18], Chong and Lim
[11] combined a variety of probabilistic models while
Ozdikis et al. use probabilities estimated using kernel
density estimations [37]. Liu et al. [31] used a Hidden-
Markov model, Hulden et al. [24] used kernel densi-
ties with a Naive Bayes model, Cheng et al. [10] lever-
age a maximum likelihood estimate along with various
smoothing techniques. Hahmann et al. [20] used Naive
Bayes and Maximum Entropy models, Iso et al. [25] used
a Convolutional Mixture Density Network (CMDN),
Hong et al. [23] used a modified Sparse Additive Gener-
ative (SAGE) model, and Zhang et al. [51] use a random
forest classifier. The paper by Zhang et al. [51] is note-
worthy in that they also examine loss in privacy due
to the use of hashtags. However, they do not eliminate
hashtags derived from gazetteer entries and they do not
consider temporal factors. In general, there are very few
attempts at considering temporal features. One exam-
ple is that of Paraskevopoulos and Palpanas [39] who
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created vectors from important extracted keywords and
updated them by sliding windows. A second example
is by Yamaguchi et al., [49] who generated word-level
location distributions that change over time.

It is noteworthy that these prior works do not ex-
clude gazetteer words. Thus their performance indepen-
dent of gazetteer words is an unknown. In contrast,
we specifically focus on tweets by privacy seeking users
that do not include gazetteer words. In addition, our
approach incorporates both atemporal and temporal
features from tweet content to capture non-gazetteer
words such as non-standard location phrasings for one-
off events (e.g. a book festival) and locally interesting
topics (e.g., a term referring to graduating from a local
College).

5.3 Tweet Metadata

Prior literature has also targeted location inference with
tweet meta-data features such as social network, in-
teraction history with friends/followers, profile infor-
mation, and third-party sources (e.g., external links).
Researchers have trained a dynamic Bayesian network
to estimate a user’s location through the locations
of friends in the social network [46]. Chong and Lim
showed that the similarity of tweet content can help in-
fer a user’s location history [12]. Cao et al., exploited
geographic information from a user’s social network to
analyze the embedded social relations of POIs [8]. Bak-
erman et al., explore a hybrid approach of combining
tweet content and user network information [6].

In addition to social network information, prior lit-
erature has used meta-data from user profiles such as
timezone and third-party content such as hyperlinks to
infer tweet location. Schulz et al., used tweet meta-data
such as timezone, user’s profile location, and external
hyperlinks to generate a spatial distribution of tweet
location [47]. Priedhorshy et al., exploited spatially sig-
nificant n-grams extracted from tweet meta-data such as
user description, location, and timezone to infer tweet
location [41]. Zubiaga et al., used tweet meta-data such
as language to infer tweet location at the country level
[53]. Dredze et al., used tweet timestamp and timezone
information in addition to tweet text to infer tweet lo-
cation [14].

In contrast to these works we do not consider tweet
meta-data because our focus is on privacy seeking users
who are careful enough to not include location hints in
their meta-data. In sum, we focus on estimating location
from just the tweet text, without any meta-data, under
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the strict condition of not having access to any obviously
location indicative words.

6 Concluding Remarks

We presented a novel threat model of inadvertent lo-
cation privacy leaks on Twitter even when a user de-
liberately avoids using location indicating words from
a gazetteer. We presented JASOOs, built on a standard
Naive Bayes approach, to demonstrate the existence of
this threat model. We used a popular probabilistic ap-
proach as the basis for JASOOS in order to determine the
extent to which a standard location detection approach
can threaten privacy. Our system covers between 40% to
74% of the tweets depending on the state with average
rank error (across states) of 1.25 for the top quartile of
tweets and average rank error of 7.5 at median point.

In comparison to JASOOS, while our replication of
a state-of-the-art temporal vector based approach pro-
posed in [38] achieves much better coverage (92%), it
yields considerably lower rank errors (for Iowa) of 8
for 25% quartile and 28 for median. In comparison to
JAs00s, a CNN based temporal approach that we de-
signed, also achieves the same high coverage of 92% as
the vector approach while giving the best top quartile
rank error = 2 with rank 1 cutoff. Rank errors for the
median and third quartile are identical to JASOOS.

These results demonstrate the presence of a new
threat model that could target location privacy. We ob-
serve that the threat to privacy may increase if the deci-
sions made by JASOOS are combined with additional ev-
idence from other location inference methods (say from
social network metadata) — which we have intentionally
avoided. Such combinations of evidence offer the poten-
tial to reduce the rank error further.

The key insight in JAS0OS is that non-gazetteer
words, and we find these include common nouns, which
do not carry location semantics, acquire location reveal-
ing properties due to their usage patterns amongst users
who do not keep their location private. We offer a con-
jecture for future research based on our analysis of loca-
tion revealing words as to conditions under which com-
mon words reveal location especially using probabilis-
tic models. The unpredictable nature and dynamics of
vocabulary sharing between privacy seeking users, who
do not disclose their location or use obvious location
revealing words, and those who disclose their location
makes it challenging for users to anticipate words re-
sponsible for leaking their location. However, we also
propose countermeasures that show good potential at
protecting privacy. In future work JASOOS can be lever-
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aged using such countermeasures to develop a warning
system that would ingest tweets to inform users about
the usage of potential location revealing words in their
tweets.

Since JASOOS relies on the availability of geotagged
tweets to train a supervised machine learning algo-
rithm, the higher the prevalence of geotagged tweets,
the greater the threat faced by privacy conscious users
seeking to keep their location private. As part of our
future work, we are interested in evaluating JASOOS in
different countries with varying (more/less) fraction of
geotagged tweets [48]. We believe that JASOOs can be
adapted to explore privacy considerations with other at-
tributes (e.g., gender, ethnicity) as well. As long as a suf-
ficient number of tweets tagged with the target attribute
are available, our approach can capture latent correla-
tions between tweet words and the target attribute.
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