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Abstract: Maintaining privacy on the Internet with the presence of powerful adversaries such as nation-state attackers is a challenging topic, and the Tor project is currently the most important tool to protect against this threat. The circuit construction protocol (CCP) negotiates cryptographic keys for Tor circuits, which overlay TCP/IP by routing Tor cells over n onion routers. The current circuit construction protocol provides strong security guarantees such as forward secrecy by exchanging $O(n^2)$ messages.

For several years it has been an open question if the same strong security guarantees could be achieved with less message overhead, which is desirable because of the inherent latency in overlay networks. Several publications described CCPs which require only $O(n)$ message exchanges, but significantly reduce the security of the resulting Tor circuit. It was even conjectured that it is impossible to achieve both message complexity $O(n)$ and forward secrecy immediately after circuit construction (so-called immediate forward secrecy).

Inspired by the latest advancements in zero round-trip time key exchange (0-RTT), we present a new CCP protocol Tor 0-RTT (T0RTT). Using modern cryptographic primitives such as puncturable encryption allow to achieve immediate forward secrecy using only $O(n)$ messages. We implemented these new primitives to give a first indication of possible problems and how to overcome them in order to build practical CCPs with $O(n)$ messages and immediate forward secrecy in the future.
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1 Introduction

Providing the ability to browse the web anonymously is important to guarantee freedom-of-speech and freedom-of-information in authoritarian states, and to protect civil rights activists all over the world. Maintaining this ability has become more and more challenging in the last years, with more and more nation-state adversaries establishing Internet surveillance programs to monitor their citizens.

Onion Circuit Construction. To protect against such surveillance, overlay networks based on the concept of onion routing can be used. In onion routing networks, the onion proxy (OP) wraps each message with multiple layers of encryption. Then, the message is transported through a path of nodes, called onion routers (OR), in an overlay network where each node decrypts one layer and sends the decrypted message to the next node until it reaches its destination. To encrypt a message in such a way, the onion proxy must negotiate cryptographic keys with each of the onion routers on the selected overlay path. Establishing those keys is the task of the (onion) circuit construction protocol (CCP), an $n+1$ party protocol performed between the onion proxy and the $n$ onion routers.

In early versions of onion routing protocols, RSA encryption was used in the circuit construction. This allowed for single-pass circuit construction by simply encrypting the symmetric key to be used with the current OR, and the cell to be forwarded to the next OR, with the public RSA key of the current OR. Single-pass circuit construction has message complexity $O(n)$ and is therefore very efficient, but came at a large cost in security: If the secret key of an onion router was compromised, all data relayed to that OR could be decrypted.

Eventual vs. Immediate Forward Secrecy. To ensure that protected information of closed sessions or circuits stays secure even if an attacker compromises the long-term secret of an onion router, modern protocols aim to provide the property of forward secrecy.
In 2007, the concept of FS in onion routing protocols was introduced and it distinguishes between two cases, eventual forward secrecy and immediate forward secrecy [41]. If a circuit construction protocol achieves FS a certain time period after the circuit has been closed by replacing the long-term keys of a router, then the protocol achieves eventual FS. If FS is achieved immediately after the circuit is closed, then the protocol provides immediate FS.

Currently the nTor protocol [26] is used for circuit construction, where each of the three nTor instances used in one circuit construction implements a variant of an authenticated Diffie–Hellman key exchange. This CCP achieves immediate FS, but has message complexity $O(n^2)$.

In this paper, we apply novel results in zero round-trip time key exchange (0-RTT) to construct a single-pass circuit construction protocol with immediate forward secrecy. 0-RTT protocols allow a sender to transmit cryptographically protected data within the first message, without prior exchange of key establishment messages [33]. We show that our approach offers many advantages compared to other single-pass circuit constructions. Additionally, we investigate the feasibility of our construction against the currently most important onion routing network, the Tor protocol [22].

**Achieving Immediate FS with Puncturable Encryption.** For our construction, we use a novel cryptographic primitive called puncturable encryption [17, 18, 29, 32]. This primitive is an advanced variant of public key encryption (PKE) schemes comparable to RSA [46]. Like RSA, a puncturable encryption scheme has a key pair $(pk, sk)$ with a public key $pk$ and a secret key $sk$. The public key is static and publicly known. The secret key, however, alters with every decryption. If $sk$ was used to decrypt ciphertext $c^*$, it is subjected to a transformation $\text{Punct}$ which transforms it into a new secret key $sk'$: $sk' \leftarrow \text{Punct}(sk, c^*)$. This modified secret key can be used to decrypt all ciphertexts $c$ created with the help of $pk$, except for ciphertext $c^*$. Repeatedly “puncturing” the secret key allows to stepwise revoke decryption capabilities of the secret key. This primitive was introduced in [29], and can be implemented using bilinear pairings.

In our construction, we use an efficient variant called puncturable key encapsulation mechanism [17, 18]. A key encapsulation mechanism (KEM) is a generalization of the concept of PKE, inspired by the ElGamal scheme [24]. In an ElGamal scheme, the sender of a message does not choose a symmetric key to encrypt it with the public key of the receiver, but the symmetric key is the result of a computation on a randomly chosen value and the sender’s public key. By using this generalization in our construction, we keep it generic and open for future performance improvements in puncturable KEMs.

Typically, immediate FS in key exchange protocols is achieved by performing an ephemeral Diffie–Hellman Key Exchange (DHKE) [20], e.g. in TLS-DHE, IPSec IKE, or in the Tor nTor-Protocol. However, this comes at the cost of a two-message handshake before the first message can be encrypted.

Intuitively, immediate FS can be achieved with puncturable encryption (or puncturable KEMs) if the Punct operation is performed on the secret key immediately after the decryption of $c$, but before the completion of the handshake. If this is the case, then an adversary will only learn $sk'$, and with this modified secret key it will not be able to decrypt the intercepted ciphertext $c$, due to the properties of puncturable encryption.

**Our Contribution.** Single-pass circuit construction has a message complexity of $O(n)$, whereas all currently deployed immediate FS circuit construction schemes have a message complexity of $O(n^2)$ (cf. Figure 1 (a)). Due to significant delay and latency inherent to message transmission on complex overlay networks such as Tor, it is desirable to reduce this message complexity.

The general assumption in prior work on single-pass circuit construction was that it is impossible to achieve immediate FS in a single-pass circuit construction [13, 14, 37]. This is indeed true if the onion routers’ secret keys are static. Boyd and Gellert [10] give a more comprehensive discussion on forward secrecy in the context of single-pass protocols. In this work, we apply the results work of Günther et al. [32] to circuit construction protocols and disprove this assumption by proposing a new non-interactive single-pass circuit construction protocol that utilizes non-static secret keys and achieves immediate FS based on puncturable KEMs (cf. Figure 1 (b)). Our results can be summarized as follows:

- We present a generic construction for a single-pass circuit construction protocol, T0RTT, which can be instantiated with any IND-CCA-secure puncturable KEM. This protocol is the proposal of a multi-hop 0-RTT protocol.

  - Our generic construction is the first to achieve immediate forward secrecy immediately after the circuit construction if an onion router updates its secret key non-interactively.

  - We provide a refined version of the security model of Kate et al. [36], which includes definitions from
So far, puncturable encryption has shaped many results in the area of 0-RTT protocols, where encrypted payload data is send non-interactively along with key material for key establishment.

One of the most prominent results is the work by Günther et al. [32]. They showed that non-interactive forward secrecy in 0-RTT protocols can be achieved using puncturable KEMs. This idea has since then been generalized to achieve forward secrecy in non-interactive protocols, such as email communication [49].

Aviram et al. [4] have developed a technique to overcome the lack of forward secrecy in protocols where session partners already share a symmetric secret, such as session resumption protocols (e.g., TLS 1.3 in the 0-RTT mode), while utilizing a symmetric variant of puncturable encryption called puncturable pseudorandom functions. Since they require preshared secrets between sender and recipients, their techniques are not applicable to our work.

2 Onion Routing

The preservation of privacy for users in the presence of powerful adversaries is a challenging topic, especially when the well-being of users might be at stake. To achieve this goal, Tor [22] was created. Tor is a circuit-based low-latency protocol for anonymous communication which tries to protect its users’ privacy from non-global adversaries. In the Tor network, packets are routed through multiple servers which apply multiple layers of encryption to the actual data. This interleaved encrypted data is called an onion, whereas the whole process is called onion routing.

Despite many other constructions [25, 45], the most famous onion routing scheme is Tor. The foundations of the Tor network were laid by the work of Goldschlag, Reed, and Syverson in which they describe the basics and analyze the security of onion routing [27, 28, 44, 47]. The idea of onion routing was based on the ideas of anonymous communication presented by David Chaum in 1981 [15].

A route usually consists of three servers and is called a circuit. Servers within a circuit are called onion routers (OR), while the last server is oftentimes also called exit router. ORs are connected to each other via TLS and relay traffic through the network. Each router can be identified by an identity key and additionally, each router holds a short-term onion key. All information that is
necessary to connect to an OR is stored in a descriptor file on a publicly available directory server.

A user can connect to the network by running an onion proxy (OP). An OP builds circuits in the network by choosing a path of nodes and exchanging symmetric keys with each node on the path. Application data is then sent over the path in so-called cells which are wrapped in multiple layers of encryption.

A command embedded within each cell instructs the receiver how to handle the contents of the cell. If an OP wants to send data to a server outside of the Tor network, it creates a relay cell which contains the application data encrypted with the symmetric keys that were exchanged during the circuit construction. Each OR then decrypts the payload of the relay cell with its key and forwards it accordingly.

Once the cell reaches the exit router the payload is forwarded to the target server. The answer from the target server is then encrypted and forwarded by each OR accordingly until it reaches the OP. The OP then decrypts the received cell with each of the respective symmetric keys. Along the path, each node only knows its predecessor and successor and for this reason, the user stays anonymous to all other nodes except the first node on the path. In this work, we focus on the process of circuit construction which is explained in more detail in the following section.

### 2.1 Single-Pass Circuit Construction

The first work on onion routing in 1996 [28] describes the circuit construction as follows. The client sends one onion message to the first node on the path in which each layer contains a symmetric key and the identifier for the next node on the path. All layers of this message are encrypted using the public keys of the respective nodes. The method to construct a circuit with only one message sent by the client, which is then passed through a path of nodes is called single-pass circuit construction. The biggest advantage of this construction is that the required number of messages to build a circuit is only $O(n)$.

Unfortunately, the original circuit construction does not provide FS. If an attacker learns all secret keys of the nodes on the path, then the attacker is able to decrypt past communications as long as the secret key is not replaced by a new key. The current circuit construction handshakes used in Tor (TAP and nTor) provide immediate FS, but require $O(n^2)$ messages to build a circuit of length $n$. To reduce this overhead of messages required for the circuit construction many works have been published in the last years.

Kate et al. propose a handshake in an identity-based infrastructure setting [36, 37] which achieves single-pass circuit construction and FS. Their pairing-based onion routing (PB-OR) protocol uses identity-based encryption schemes, whereby the router’s identity can be used as the public key. The main disadvantage of their proposal is the requirement of a trusted third party (TTP). The Key Generation Center (KGC), used in their setting, provides secret keys for the onion routers which are replaced after a certain time period. Corrupting the KGC means that an attacker corrupts the whole network. The authors present different solutions for this, but interaction between router and KGC is still needed to replace the current secret key after a certain time period. Hence, their protocol only achieves eventual FS.

In [14] the authors published a single-pass circuit construction scheme based on certificateless encryption. Their certificateless onion routing (CL-OR) uses a mix between public key encryption and identity-based encryption to achieve FS. In the certificateless setting the routers additionally hold a secret and public key pair which does not need to be certified. The property of eventual forward secrecy is achieved after a router replaces this pair of keys, which leads to interaction with the users.

In 2011, Catalano et al. presented a fully non-interactive single-pass circuit construction protocol with eventual forward secrecy based on forward-secret identity-based encryption [13]. Their single-pass circuit construction scheme provides efficient performance combined with static public keys. As in the works before, they only achieve eventual forward secrecy.

In the following section, we present the first non-interactive single-pass circuit construction with immediate FS without using a trusted third party.

**Other Approaches.** Besides the above mentioned single-pass circuit construction protocols there exist other approaches to improve the efficiency of the circuit construction in onion networks. More efficient protocols based on the TAP handshake combined with half-certified DHKE were presented in [41]. Unfortunately, in 2012 Goldberg et al. presented a work in which they show that a man-in-the-middle attack is possible against the new protocols [26]. Based on the ideas of Øverlier and Syverson, Goldberg et al. presented a new protocol which is known as the nTor protocol. In their work they have additionally shown that nTor is a secure one-way authenticated key exchange protocol. In the same
year Backes et al. proposed ACE, an efficient protocol which reduces the computational cost of the nTor protocol at the expense of communication cost [5]. Just like nTor, the proposed protocol uses a telescoping approach for the circuit construction. Using the efficient message format Sphinx, Kate et al. are able to compress the messages needed in the single-pass constructions in [13, 36, 37]. However, their approach comes with higher computational costs for onion routers. Surveys on performance and security improvements for the Tor network are given in [2, 23].

3 Forward-Secret Single-Pass Circuit Construction

In this section we introduce the notion of forward-secret single-pass circuit construction (FSSPCC) and the security model for FSSPCC which we will use in this work to prove the security of our generic construction. For this we assume a network in which different ORs are located. Each OR is associated with a unique identifier IDOR and has a secret and public key. Each onion proxy that wants to build a circuit in this network has access to the respective public keys of the ORs.

**Optimal Circuit Length.** Many academic results on circuit construction have considered circuits of length $n$ [13, 14, 36, 37], while in practice only a length of $n = 3$ is deployed. This is mainly due to efficiency reasons and the fact that it is not known whether a circuit length of $n > 3$ does indeed increase security [43]. Even if greater path lengths would be allowed, it might pose a threat against anonymity:

- The path length could act as identifier if not all users commit to same length [7], and
- Mounting Denial-of-Security attacks gets easier [9].

In the following we will hence consider a path length of $n = 3$ to improve readability. Should any of our results also trivially hold for path lengths $n > 3$, we will explicitly state it.

**Definition 1.** A forward-secret single-pass circuit construction protocol FSSPCC with $n = 3$ hops consists of the following algorithms:

FSSPCC.KGen$(1^λ) \rightarrow (pk, sk)$. On input of a security parameter $λ$, this algorithm outputs a key pair $(pk, sk)$.

FSSPCC.RunOP$(pk_1, pk_2, pk_3) \rightarrow (K_1, K_2, K_3, O_0)$. On input of $n = 3$ public keys, this algorithm outputs $n = 3$ session keys $K_1, K_2, K_3$, and an onion $O_0 = (l_1 = (ID_{OR_1}, c_1, O_1), O_1 = Enc_{K_1}(l_2 = (ID_{OR_2}, c_2, O_2)), O_2 = Enc_{K_2}(l_3 = (ID_{OR_3}, c_3, O_3)), O_3 = Enc_{K_3}(\nabla))$, where $\nabla$ denotes the end of the path. We call the 3-tuple $(ID, c, O)$ a layer.

FSSPCC.DecOR$(sk, c, O) \rightarrow (K, sk', \ell)$. On input of a secret key $sk$, a ciphertext $c$ and an onion $O$ the algorithm outputs a session key $K$, a (potentially modified) secret key $sk'$, and a layer $\ell$ that is either a tuple consisting of an identifier $ID$, a ciphertext $c'$ and an onion $O'$, or equal to $\nabla$, indicating the end of the routed path.

We call an FSSPCC **correct** if all onions are routed correctly (i.e., all identifiers are decrypted correctly and all ciphertexts decrypt their original encrypted messages. Additionally, we allow for an non-negligible correctness error of $ε$.

An FSSPCC protocol between an onion proxy and three onion routers is used as follows. First, the ORs generate a key pair using $(pk, sk) \leftarrow FSSPCC.KGen(1^λ)$. The OP then chooses a path of three different onion routers and uses their public keys to run FSSPCC.RunOP to produce the session keys $K_1, K_2, K_3$ and an onion of the form $O_0 = (ID_{OR_1}, c_1, Enc_{K_1}(ID_{OR_2}, c_2, Enc_{K_2}(ID_{OR_3}, c_3, Enc_{K_3}(\nabla))))$. On input of the onion $O_0$ the first router on the path runs FSSPCC.DecOR with input of its current secret key, the ciphertext $c_1$ and the onion $O_1$ and outputs the session key $K_1$ which is used to remove the first layer of encryption. Additionally, the OR computes a potentially altered secret key $sk'$. Then, the new onion is send to the next router on the path. Each router repeats this process until a router decrypts the symbol $\nabla$. Then the last router $OR_3$ computes a confirmation message of the form $Enc_{K_3}(\top)$, where $\top$ is a special confirmation symbol, which indicates the success of the circuit construction. This onion is send to the previous router on the path back to the OP and each OR adds a layer of encryption using the computed session keys.

See Figure 2 for a more detailed description of a FSSPCC protocol run with three nodes.

**Security Model for FSSPCC.** We have to consider two separate security goals: (1) The security of the key agreement between the onion proxy OP and each onion
3.2 Two-Party Security Goals: Key Secrecy and Immediate FS

A Tor circuit should remain indistinguishable from other Tor circuits even if an adversary controls two out of three onion routers. From this main security requirement (detailed in Section 3.3) two necessary cryptographic security requirements on the key establishment protocol performed between the onion proxy $OP$ and the honest onion router $OR$ can be derived:

- **Key Secrecy**: The key negotiated between an onion proxy $OP$ and an onion router $OR$ cannot be computed by any other party including the adversary, since otherwise, the Tor circuit would become traceable.

- **Immediate Forward Secrecy**: If an honest onion router $OR$ is seized by the adversary and its secret key gets compromised, $OR$ can be removed from the Tor directories to protect future circuits. However, the seizure should not endanger the anonymity of previously established and closed Tor circuits.\(^1\)

**Key Secrecy**. Key secrecy (cf. [36]) can be defined as follows.

**Definition 2.** Let $A$ be an active adversary who controls the network over which $OP$ and $OR$ communicate. To be precise, $A$ can read, delete, modify or rearrange the sequence of all messages sent over this network. Let $II$ be a server-only authenticated key exchange protocol executed between client $C$ and server $S$, and let $pk_S$ be the public key of $S$ used to authenticate $S$.

We say that $II$ guarantees key secrecy if the success probability of $A$ in computing the session key $K$ established between $C$ and $S$ is negligible.

**Immediate Forward Secrecy**. The current implementation of the nTor protocol achieves forward secrecy in a strong sense, which can be defined as follows.

**Definition 3.** Let $A$ be an active adversary who controls the network over which $OP$ and $OR$ communicate. To be precise, the $A$ can read, delete, modify or rearrange the sequence of all messages sent over this network. Let $II$ be a server-only authenticated key exchange protocol executed between client $C$ and server $S$, and let $pk_S$ be the public key of $S$ used to authenticate $S$.

We say that $II$ provides immediate forward secrecy if, when $A$ learns the secret key $sk_S$ corresponding to

\(^1\) Note that this goal depends on the number of parties. If we consider immediate FS as a two-party security goal, we only need that corruption of an onion router does not affect key secrecy. If, however, we consider multiple parties, we also need to ensure that protected information such as anonymity still remains protected after corruption. This is implicitly reflected in the formalization of cryptographic unlinkability in Section 3.3.
the public key \( pk_S \) at time \( \tau \), then his success probability in computing any of the session keys \( K \) established between \( C \) and \( S \) before time \( \tau \) does not increase.

For a more formal definition of FS, please see [34] and [35]. Please note that this definition does cover nTor, but does not cover the notion of eventual FS introduced in [41]. In our definition, the public key \( pk_S \) of \( S \) remains unchanged when \( A \) learns the secret key (as for nTor), whereas in eventual FS the public key must be changed at exactly the same time \( \tau \) when the secret key is revealed.

3.3 N-Party Security Goals

Since we focus on onion routing and the Tor network in this work, any forward-secret single-pass circuit construction protocol should provide the following properties in presence of an adversary who “can observe some fraction of network traffic; who can generate, modify, delete, or delay traffic; who can operate onion routers of his own; and who can compromise some fraction of the onion routers” [22].

In this work we adapt the model used in [13, 36, 37] and refine it so that the model represents the Tor network as realistically as possible. In our security game on the property of unlinkability we therefore consider an honest onion router that maintains many incoming and outgoing connections.

We will later instantiate our generic protocol with a puncturable KEM that contains a non-negligible correctness error. Hence, we also have to consider this failure probability in our model. Our aim is to show that even if this error occurs, all circuits that have been established still provide unlinkability.

- **Integrity:** Integrity requires that even for an onion created by an adversary, the path length of this onion cannot exceed the maximum path length or the circuit construction fails (cf. [11, Def. 4]).

- **Cryptographic Unlinkability:** This property is given if no adversary can link messages between a sender and receiver if there exists at least one honest node on the circuit path. A formal definition of this property will be given below. As stated in [36], network-level linking attacks are excluded.

**Unlinkability of Unclosed Circuits.** Unlinkability ensures that an attacker is not able to link the OP and the final OR if there exists at least one honest node in the path. This property obviously needs to be ensured for all closed circuits. It is, however, not clear if a failed circuit construction might affect unlinkability. We are indeed able to relax this property for unclosed circuits. Namely, should the construction of a circuit fail, it does not immediately affect unlinkability. We argue that unlinkability for a closed connection has to be given among other (potentially failed) circuits. To be precise, unlinkability would only be at risk if an attacker is able to ensure the failing of all but one connection in the network. In this case, the attacker would trivially be able to break unlinkability of this one connection.

**Circuit Position Hiding.** In the literature [5, 13, 36, 37], there are other security goals mentioned such as circuit position hiding, which is achieved if it is not possible to learn the position of a router in the circuit by observing the incoming traffic of the router.

**Intuition of Cryptographic Unlinkability.** To provide anonymity, onion networks should ensure that there is no link between a sender of a circuit construction message and the last router on the path. Since timing attacks or traffic analysis have a high probability to find a link between sender and receiver, we only consider cryptographic unlinkability as explained in [13, 36, 37]. For this, consider a network in which multiple users send onion messages over a path with three ORs and an adversary controls all but one honest OR. Before we provide a formal definition for the property of unlinkability, we would like to give a brief intuition for our security experiment. In the security game played between an adversary and a challenger, the adversary gains full control over the routers in the onion network except for one router which is controlled by the challenger. This represents an honest node in an onion network. The adversary can actively build arbitrary circuits even over the honest node by interacting with the challenger. In the second phase of our experiment, the attacker is given two circuits in which the honest node acts as the middle node in the path and the decryption of one of those onions (to be specific, it is given the onion decrypted by the honest node). In contrast to the security experiment used in [13, 36, 37], we give the adversary access to the honest node’s modified secret key immediately after the challenger decrypts the challenge onion for the honest node. Note that the adversary now controls the entire network. This simulates a corruption of the honest router after creating a circuit and thus models immediate FS according to Definition 3.

**Unlinkability Security Experiment** \( UL_{FSSPCC}(A) \).
Setup: The challenger $C$ generates the key pair $(pk_H, sk_H) \xleftarrow{\$} \text{FSSPCC.KGen}(1^\lambda)$ of the honest router $OR_H$ and sends the public key $pk_H$ to the attacker. The attacker then sends a list of public keys $pk_1, \ldots, pk_n$ to the challenger.

Phase 1: In this phase the attacker may build circuits using the secret and public keys it received in the setup phase. For decapsulations and decryption of onions destined for the honest node, the attacker may interact with the challenger by sending onions $(OR_H, c, O)$ and receives the layer $\ell$ from the output of FSSPCC.DecOR$(sk_H, c, O)$.

Challenge: The attacker may then start Phase 2 by sending an indicator symbol $\top$ to the challenger. Upon receipt of this symbol, the challenger computes two onions sent over the honest router of form

\[ O_0^j = \ell_1^j = (ID_{OR_v}, c_1^j, O_1^j), \]
\[ O_1^j = \text{Enc}_{K_v} (\ell_2^j = (ID_{OR_w}, c_2^j, O_2^j)), \]
\[ O_2^j = \text{Enc}_{K_o} (\ell_3^j = (ID_{OR_w}, c_3^j, O_3^j)), \]
\[ O_3^j = \text{Enc}_{K_{\top}} (\neg \ell_1^j), \]

with $j \in \{0,1\}$, $(v, w) \xleftarrow{\$} [n] \times [n]$ and $v \neq w$ by invoking FSSPCC.RunOP$(pk_v, pk_H, pk_w)$. Note that the challenger computes all values $(c_j^i, \ell_1^i)$ and thus knows them even without knowing $sk_v, sk_w$. Both $\ell_1^0$ and $\ell_1^1$ are sent to the attacker.

The challenger now flips a coin $b \xleftarrow{\$} \{0,1\}$, decrypts both onions $(K_2, sk_v', \ell_1') = \text{FSSPCC.DecOR}(sk, O_2^j)$. If $b = 0$: The attacker receives $\ell_1'$ along with the secret key $sk_v'$ of the honest router $OR_H$. If $b = 1$: The attacker receives $\ell_1'$ along with the secret key $sk_v'$ of the honest router $OR_H$.

Note that the attacker is now in possession of the honest router’s secret key and thus controls the entire network.

Guess: $A$ may output a guess $b'$.

We define the advantage of an adversary $A$ to win the cryptographic unlinkability game $UL_{\text{FSSPCC}}(A)$ as

\[ \text{adv}_{UL_{\text{FSSPCC}}, A}(\lambda) := \left| \Pr[b = b'] - \frac{1}{2} \right|. \]

Definition 4. We say the circuit construction protocol $\Pi$ provides cryptographic unlinkability if the advantage for any PPT attacker $A$ to win experiment $UL_{\text{FSSPCC}}(A)$ is negligible.

Limitation of the Model. In our model, the client always chooses a new path through the network should it establish a new circuit, that is, an adversary should not be able to recognize that a client attempts to build another circuit. Mounting attacks that utilize tricking onion routers to fail connection establishment with honest clients hence requires some sort of traffic analysis by the adversary. Similar to previous research (e.g., [13, 36, 37]), we assume that our adversary is not able to perform traffic analysis. Hence, we only achieve cryptographic unlinkability rather than “real-world unlinkability”.

This is a general modeling problem and not limited to our work. Our current modeling techniques are limited to ideal-world constraints that do not properly model and capture attack vectors as mentioned above.

4 T0RTT

In this section we construct a secure FSSPCC protocol, which provides immediate FS. To this end, we introduce Bloom filter KEMs, a variant of puncturable KEMs, and symmetric encryption as building blocks. After that, we present a generic construction based on the aforementioned building blocks.

4.1 Building Blocks

Bloom Filter KEMs. For efficiency reasons, we consider a special variant of puncturable KEMs: Bloom filter key encapsulation mechanisms (BFKEM) [17, 18]. BFKEMs achieve highly efficient puncturing procedures at the cost of a non-negligible correctness error when decapsulating.

Definition 5. A Bloom filter key encapsulation mechanism $\text{BFKEM}$ consists of four probabilistic polynomial-time algorithms $\text{BFKEM} = (\text{KGen, Encap, Decap, Punct})$ with the following properties.

\begin{itemize}
  \item $\text{KGen}(1^\lambda, m, k) \rightarrow (pk, sk)$. On input of a security parameter $\lambda$, parameters $m$ and $k$, the algorithm outputs a key pair $(pk, sk)$.
  \item $\text{Encap}(pk) \rightarrow (K, c)$. On input of a public key $pk$, the algorithm outputs a symmetric key $K \in \{0,1\}^*$ and the encapsulated symmetric key $c \in \{0,1\}^*$.
  \item $\text{Decap}(sk, c) \rightarrow K$. On input of a secret key $sk$ and the encapsulated symmetric key $c$, the algorithm outputs a symmetric key $K \in \{0,1\}^* \cup \{\bot\}$.
\end{itemize}
Punct\((sk, c) \rightarrow sk'\). On input of a secret key \(sk\) and the encapsulated symmetric key \(c\), the algorithm outputs a (potentially modified) secret key \(sk'\).

In this paper we use the BFKEM construction introduced in [17] to instantiate our generic circuit construction protocol (we refer to Appendix D for a complete description). The construction presented there allows for non-negligible correctness errors. We will show that these errors can be tolerated and do not impact security.

Definition 6. We say that a BFKEM is correct with an \(\varepsilon\)-error if for all \(\lambda, m, k \in \mathbb{N}\), for all \((pk, sk) \leftarrow KGen(1^\lambda, m, k)\), and for all \((K, c) \leftarrow Encap(pk)\), we have that \(\text{Decap}(sk, c) = K\). Moreover, for any sequence \(i = 0, \ldots, n - 1\) (where \(n\) is determined by \(m, k\)) of invocations of \(c_i \leftarrow \text{Punct}(sk, c_i)\) for any \(c_i \neq c\) it holds that \(Pr[\text{Decap}(sk', c) = \bot] \leq \varepsilon(m, k)\) where \(\varepsilon\) is some (possibly non-negligible) bound.

It is easy to see, that all known BFKEM constructions [17, 18] are correct with an \(\varepsilon\)-error equal to the false-positive probability of the Bloom filter, as the computation of \(c\) is independent of the sequence \(c_i\). Security is defined via the IND-CCA security game for BFKEM [18] described in Appendix B.

Additionally, we need a property called publicly-checkable puncturing, also defined by Derler et al. in [18], which enables checking if a ciphertext can be decapsulated without access to the secret key.

Definition 7. Let \(Q = (c_1, \ldots, c_w)\) be any sequence of ciphertexts. We say that BFKEM allows publicly-checkable puncturing, if there exists an efficient algorithm \(\text{CheckPunct}\) with the following correctness property:

1. Run \((pk, sk) \leftarrow KGen(1^\lambda, m, k)\).
2. Compute \(c_i \leftarrow Encap(pk)\) and \(sk := \text{Punct}(sk, c_i)\) for all \(i \in [w]\).
3. Let \(c\) be any ciphertext. We require that

\[
\bot = \text{Decap}(sk, c) \iff \bot = \text{CheckPunct}(pk, Q, c).
\]

Derler et al. show that all currently known constructions of BFKEMs have this property. Note also that any puncturable KEM with perfect correctness achieves this property trivially by checking whether \(c \in Q\).

Symmetric Encryption. Another building block used in our circuit construction protocol to ensure the security of an onion routing system is symmetric encryption. A symmetric encryption scheme consists of three algorithms \(\text{ENC} = (\text{Gen}, \text{Enc}, \text{Dec})\). Due to space constraints, we provide the standard definitions of symmetric encryption in Appendix A.

4.2 T0RTT

In this section we describe our generic protocol. We stress that our protocol may be instantiated with any puncturable KEM. However, in order to capture the technical challenges of instantiating our protocol with a puncturable KEM that features a non-negligible correctness error, we briefly discuss these challenges before presenting our protocol.

Unlinkability in the Presence of a Correctness Error. Consider our unlinkability experiment presented in Section 3.3, where the challenger constructs two challenge circuits and the attacker wins if it can link the circuits. The attacker is able to observe both incoming and outgoing messages of the honest onion router. Assume now that one of the two challenge circuits can be processed correctly, while the other fails during decryption at the honest node.

If the attacker is able to recognize that processing of an onion has failed (e.g., by outputting an error symbol or aborting the protocol) and be able to retroactively check whether one of the incoming messages for the honest router is destined to fail during decryption, it could trivially link the failed connection (and thus the succeeded connection as well). The technical challenge of achieving unlinkability in the presence of a non-negligible correctness error is hence to strip the attacker of the capability to recognize such behavior.

Unfortunately, all currently known constructions of BFKEMs allow to check in advance whether an incoming message is destined to fail during decryption as the randomness of a ciphertext is sent in the clear. This recognizing property could be avoided by, for example, encrypting the randomness with a standard public key encryption scheme (e.g., RSA encryption). This approach would, however, cost us forward secrecy. As soon as an attacker comes into possession of the honest router’s secret key, it can again retroactively check if an incoming ciphertext will fail. This could (in theory)

\[^2\] More technical: An attacker can keep track of the randomness \(r\) of every ciphertext sent to the honest router this enables the attacker to compute a copy of the honest router’s Bloom filter which in turn allows it to predict if a ciphertext can be decapsulated.
be overcome by using another instance of a puncturable encryption scheme dedicated to the ciphertext randomness, but would render the scheme even more inefficient, both in storage and running time. This approach is in our opinion infeasible.

We propose to hide that a failure has happened. Instead of, for example outputting a failure symbol or aborting the protocol, the honest router could output a “dummy onion,” an onion that looks correct to the adversary, but was fabricated by the router. This technique is related to the so-called “cover traffic” that originates from a slightly different context. It is used in anonymous communication to blend the sender’s traffic into the noise of random cover traffic (e.g., [30]), thus hiding when it is really sending. We will utilize the “dummy onion” to hide that a decapsulation has failed.

**Dummy Onions.** On a technical level, dummy onions will look as follows. Let \( O \) be a received onion that will fail during processing. In this case, the onion router generates a dummy onion by first selecting a random router. The dummy onion contains a newly encapsulated key for the randomly chosen router and the encrypted message \( \nabla \), indicating the end of the circuit path. This concept ensures 1) that the router’s output has the correct format and is therefore indistinguishable from an onion which was correctly decapsulated 2) that even if the dummy onion will fail at a later position in the path, the circuit construction protocol will terminate eventually.

We can easily bound the probability of termination. Let \( \varepsilon \) be the worst-case failure probability. We can bound the termination probability by \( 1 - \varepsilon^M \), where \( M \) is the number of consecutive failures. It is easy to see, that the termination probability is overwhelmingly high for real-world parameters such as \( \varepsilon = 1/1000 \). The additional network load induced by dummy onions is thus negligible in comparison to the regular network load.

Note that computing a dummy onion is not more expensive than properly decapsulating a ciphertext when instantiated with a BFKEM as recommended in Section 6.1. All known BFKEMs only use symmetric computations (i.e., evaluation of universal hash functions and table look-ups) to recognize a decapsulation failure. As encapsulation and decapsulation are similarly expensive, the router does not suffer additional computational load when computing the “dummy onion” in comparison to a proper decapsulation.

We would like to point out that the use of a dummy onion is not possible if at the same time the property of “circuit position hiding” is required, since each router has to output an onion with the correct format according to its position in the circuit. The property of “circuit position hiding” means that in an onion routing network it should not be possible for a router to estimate the approximate position in a circuit. However, preventing routers from learning their position is impossible in a single pass circuit construction protocol with \( n = 3 \) and can be explained as follows. In a 3-hop circuit, nodes may check whether the sender of a message is a non-router. With this knowledge, a router can determine if it acts as the first node. The last router on the path decrypts the symbol \( \nabla \) which trivially leads to the conclusion that its the last router on the path. If a router acts neither as an entry nor as an exit node, then its position in a 3-hop circuit can logically only be that of the middle node. For this reason we are convinced that the instantiation with dummy onions is justified for 3-hop circuits, but we would like to point out that this solution is unsuitable for longer circuits.

**Our Construction.** In the following we describe the protocol for our BFKEM-based circuit construction for \( n = 3 \) onion routers. The protocol can be instantiated with any IND-CCA-secure BFKEM scheme. Advantages and disadvantages of different BFKEM constructions will be discussed in Section 6.1.

**Definition 8.** Let BFKEM = (KGen, Encap, Decap, Punct) be a Bloom filter key encapsulation mechanism and ENC = (Gen, Enc, Dec) a symmetric encryption scheme. We construct a forward-secret single-pass circuit construction protocol FSSPCC as follows:

\[
\text{FSSPCC.KGen}(1^\lambda) \rightarrow (pk, sk).
\]

Given a security parameter \( \lambda \) compute a key pair by running \((pk, sk) \leftarrow \text{BFKEM.KGen}(1^\lambda, m, k)\), where the global parameters \( m \) and \( k \) denote the size of the Bloom filter and the number of universal hash functions, respectively.

\[
\text{FSSPCC.RunOP}(pk_1, pk_2, pk_3) \rightarrow (K_1, K_2, K_3, O_0).
\]

On input of three public keys, the OP computes the following:

1. For each \( i \in [3] \), the OP computes \((K_i, c_i) \leftarrow \text{BFKEM.Encap}(pk_i)\).

2. After computing the symmetric keys the client builds the onions \((O_0, \ldots, O_3)\) as

\[
O_0 = \ell_1 = (ID_{OR_1}, c_1, O_1),
\]

\[
O_1 = \text{Enc}_{K_1}(\ell_2 = (ID_{OR_2}, c_2, O_2)),
\]

\[
O_2 = \text{Enc}_{K_2}(\ell_3 = (ID_{OR_3}, c_3, O_3)),
\]

\[
O_3 = \text{Enc}_{K_3}(\nabla).
\]
FSSPCC.\(\text{DecOR}(sk, c, O) \rightarrow (K, sk', \ell)\). On input of the current secret key of the router \(OR\), a ciphertext \(c\) and an onion \(O\), the router computes the output of \(\text{BFKEM} \cdot \text{Decap}(sk, c)\).

- In case of a decapsulation error, the router outputs a dummy onion according to its position as follows:
  - If \(OR\) is the first router on the path, \(OR\) randomly chooses two distinct identities \(\text{ID}_{OR_2}\) and \(\text{ID}_{OR_3}\) with \(pk'_{2}\) and \(pk'_{3}\), computes \((K'_{2}, c'_{2}) \leftarrow \text{BFKEM} \cdot \text{Encap}(pk'_{2})\) and \((K'_{3}, c'_{3}) \leftarrow \text{BFKEM} \cdot \text{Encap}(pk'_{3})\). We define the layer as \(\ell = (\text{ID}_{OR_{2}}, c'_{2}, \text{Enc}_{K'_{2}}(\text{ID}_{OR_{3}}, c'_{3}, \text{Enc}_{K'_{3}}(\triangledown)))\) and output \((\perp, \ell, sk)\).
  - Else \(OR\) randomly chooses one identity \(\text{ID}_{OR_{3}}\) which has to be different from the identity of its predecessor. Then \(OR\) computes \((K'_{3}, c'_{3}) \leftarrow \text{BFKEM} \cdot \text{Encap}(pk'_{3})\) and defines \(\ell = (\text{ID}_{OR_{3}}, c'_{3}, \text{Enc}_{K'_{3}}(\triangledown))\). Output is \((\perp, \ell, sk)\).
  - Otherwise, the router punctures its secret key \(sk' \leftarrow \text{BFKEM} \cdot \text{Punct}(sk, c)\) to achieve immediate FS. Using the derived symmetric key, the OR decrypts the current layer of the onion message and forwards the message to the next router on the path.

In an FSSPCC protocol, a router recognizes that it is the last router on the path after decrypting \(\triangledown\). In case of a decapsulation error, a router would not be able to decrypt this message and therefore does not retrieve the information that it has to send the first message back to the onion proxy. In our construction the last router outputs an onion with the encrypted \(\triangledown\) symbol. This approach does not affect the cryptographically unlinkability property, since the receiver of the regular message would be the known predecessor.

**Remark on Instantiation.** We want to stress once more that our construction is generic and can be instantiated with any puncturable KEM. Only puncturable KEMs with non-negligible correctness error \([17, 18]\) need to utilize the dummy onion technique to prevent failure detection. All other known puncturable KEMs \([19, 29, 32]\) provide perfect correctness and thus even allow for an extension of the path length to \(n > 3\).

## 5 Security Analysis

In this section we discuss the security of our construction. Since our construction trivially achieves key secrecy and immediate FS, the main focus is to prove cryptographic unlinkability.

### 5.1 Two-Party Security

**Key Secrecy.** The key secrecy property follows from the properties of the used puncturable KEM.

**Theorem 1.** If one of the IND-CCA-secure puncturable KEMs from \([17–19, 32]\) is used for key establishment, then key secrecy is guaranteed.

**Proof.** (Sketch) The puncturable KEM mentioned in the theorem provide IND-CCA security, i.e., the key that is established is indistinguishable from a random value, and can thus not be computed from the intercepted messages. This even holds for CCA adversaries which may invoke the \(\text{Decap}\) operation several times, thus the result holds in our weaker adversarial model. See \([17–19, 32]\) for detailed proofs. \(\square\)

**Immediate FS.** Immediate FS follows from the fact that \(\text{Encap}\) is a probabilistic algorithm, and that the \(\text{Punct}\) operation prohibits decapsulating a ciphertext twice.

**Theorem 2.** If a puncturable KEM with key secrecy is used for key establishment, and if the combination of \(\text{Decap}\) and \(\text{Punct}\) is implemented as one atomic operation, then immediate FS is guaranteed.

**Proof.** (Sketch) Our first assumption, which is satisfied by all KEM and puncturable KEM schemes proposed in the literature, is that the probabilistic \(\text{Encap}\) algorithms have entropy, say \(\delta\) bit, to produce real pseudorandom output. Thus the probability \(2^{-\delta}\) that the same pair \((K, c)\) is computed twice during the lifetime of the key pair \((pk, sk)\) can be made negligible, by choosing \(\delta\) appropriately. This large entropy is also necessary to avoid decapsulation failures by the punctured secret key.

For each encapsulated key \(c\) that the adversary may record while observing the circuit construction protocol, the secret key \(sk\) is immediately punctured after decapsulation of \(c\). We may now distinguish two cases: (1) The adversary has learned \(sk\) prior to an atomic call to \((\text{Decap}(sk, c), \text{Punct}(sk, c))\). That case does not vio-
late the definition of immediate FS (cf. Def. 3), because the adversary learned sk at time τ, but the key K was established after time τ. (2) The adversary has learned sk' after the atomic call to (Decap(sk, c), Punct(sk, c)). In this case, the new secret key sk' cannot be used to decapsulate K anymore; a call to Decap(sk', c) will return ⊥. Since the puncturable KEM provides key secrecy, there is no other way for the adversary to compute K. This completes the proof. □

5.2 N-Party Security

Circuit Position Hiding. We distinguish two cases depending on the instantiation. Should the instantiation have a correctness error (and thus use dummy onions), we need to sacrifice the property of circuit position hiding. Otherwise, routers would not be able to fabricate onions. Note that the current Tor circuit construction protocol also does not satisfy this goal. In [11] the authors show that an attacker is always able to derive information about the router’s position by looking at the ciphertext’s size. Should the instantiation, however, be perfectly correct, we can achieve circuit position hiding by applying the techniques described in [11].

Cryptographic Unlinkability. The core security result of this paper is a proof that our construction satisfies unlinkability as the central cryptographic security goal of the circuit construction protocol for all circuits established prior to some point in time τ, even if

- the adversary controls two out of three onion routers, and
- the adversary learns the secret key of the third router at time τ.

In the following we will prove that our generic construction provides cryptographic unlinkability if the underlying BFKEM scheme and the underlying encryption scheme are IND-CCA secure. In our proof, we need IND-CCA security for both of our building blocks to correctly simulate decryption queries of an adversary for onions. Decryption queries simulate a realistic attacker who can send encrypted onions to routers in the network and wait for the decrypted messages. This was already discussed in [13].

Theorem 3. Let BFKEM be a BFKEM that is correct with an ε-error and has publicly-checkable puncturing, and let ENC be a symmetric encryption scheme. For any efficient polynomial-time adversary A in the experiment ULFSPPGCC(A) there exist efficient polynomial-time algorithms B₁, B₂ such that

\[ \text{Adv}_{\text{ULFSPPGCC}, A}(\lambda) \leq 2 \left( \text{Adv}^{\text{IND-CCA}}_{B_1, \text{BFKEM}}(\lambda) + \text{Adv}^{\text{IND-CCA}}_{B_2, \text{ENC}}(\lambda) \right). \]

Due to space constraints, we provide the complete proof in Appendix C.

6 Performance Analysis

We will now show how our construction can be instantiated and how it performs compared to other known single-pass circuit constructions.

6.1 Instantiation

Our construction presented in Section 4.2 can be instantiated with any IND-CCA-secure puncturable KEM. Furthermore, we require two properties for practical instantiations.

- Fast decryption and puncturing procedures. Known puncturable KEMS typically invoke a heavy computational load when decrypting a ciphertext. Since onion routers have to perform multiple decryptions within a short time, a puncturable KEM with as little computational load as possible is desirable.

- Short ciphertexts. The current specification allows 509 bytes of payload per cell [21], limiting the maximum size of a ciphertext. Even though it is being discussed whether this payload size should be increased in the future [39], short ciphertexts are desired.

- Reasonably short secret keys. Efficient puncturable KEMS often incur large secret keys up to several gigabytes in size due to heavy precomputations upon key generation. While this is often unavoidable, it is desirable to choose a scheme that generates secret keys of manageable size.

In the past, several puncturable KEMS have been proposed [17, 18, 29, 32]. Some of those constructions are not suitable for our protocol due to their drawbacks. The schemes proposed by Green and Miers [29] suffer from a decapsulation time that grows linear in the number of punctures, rendering them unsuitable to use in high-traffic scenarios. Similarly, the scheme proposed
A promising attempt for practical puncturable encryption schemes in high-traffic scenarios are Bloom filter key encapsulation mechanisms [17, 18]. Bloom filter key encapsulation mechanisms is a variant of puncturable KEMs that achieves highly efficient puncturing procedures (deleting few parts of the secret key) while keeping the secret key reasonably small. This, however, comes at the cost of a non-negligible correctness error that might occur when puncturing too often.

In order to better understand the properties of BFKEM, we will give a brief intuition of its concept before discussing suitable choices to instantiate our protocol. The core idea of BFKEM is to precompute an array of secret keys, where puncturing consists of deleting a few entries of this secret key array. Naïve constructions (e.g., one secret key per ciphertext) suffer under exponentially large secret keys. Using Bloom filters as a probabilistic data structure helps to overcome this obstacle. Intuitively, a Bloom filter allows keeping track on which parts of the secret keys have already been punctured while maintaining a shorter secret key array compared to naïve approaches (we provide a proper definition of Bloom filters in Appendix D).

Simplified, a typical BFKEM works as follows: Imagine a cryptographic primitive that upon initialization computes a public key $pk$ and a master secret key. The master secret key $msk$ is used to issue additional secret keys $sk_i$ for arbitrary identities $i$. Encapsulation takes as input the public key $pk$ and a (subset of) identities. Anyone who possesses a secret key $sk_i$, where $i$ was used in the encapsulation, is able to decapsulate.$^3$

For BFKEM we use a primitive with the aforementioned properties. We generate a BFKEM key pair by computing a public key $pk$ and a master secret key $msk$. Then we use $msk$ to compute secret keys for all possible identities. We store the computed identity secret keys in an array and discard $msk$.

To encapsulate, a client draws some randomness $r \leftarrow \mathcal{R}$ from a randomness space $\mathcal{R}$. This randomness $r$ implicitly defines a subset of random identities under which the client encapsulates a fresh session key (e.g., by encrypting the session key with respect to each of the identities in the subset). The encapsulated key is then sent to the server along with the chosen randomness $r$. The server decrypts by recomputing the subset of chosen identities with $r$ and choosing one existing identity secret key from its secret key array to retrieve the session key.

The puncturing procedure uses the randomness $r$ to delete all identity secret keys associated with the subset of identities implicitly defined by $r$. This ensures that encapsulated keys cannot be decapsulated when the same $r$ is used twice. Since each invocation of the puncturing procedure leads to the deletion of multiple parts of the secret key, it may happen that for an “unpunctured” randomness $r'$ no identity secret keys are leftover, rendering decryption impossible.

A Bloom filter is a way to parametrize such constructions. That is, given a maximum number of punctures throughout the key pair’s lifetime $n$ and a tolerated correctness error $p$ (after $n$ punctures), we can compute the optimal size $m = \frac{n \ln(p)}{\ln(2)}^4$ of the secret key array. BFKEM is highly parameterizable and suitable parameters have to be chosen according to application and requirements.

While the puncturing procedure of Bloom filter encryption is highly efficient, most BFKEM schemes have ciphertexts that grow linearly in the size of the identity subset (i.e., we encrypt the session key for each identity separately). However, Derler et al. also propose a BFKEM based on identity-based broadcast encryption (IBBE) [17], which allows to aggregate encapsulated keys for several identities, yielding constant size ciphertexts (when instantiated with the constant-size ciphertext IBBE by Delerablée [16]).

The IBBE-based BFKEM instantiated with the Delerablée IBBE yields constant size ciphertexts that consist of four elements and constant size identity secret keys that consist of a single group element. In conclusion, we consider this construction to be a suitable choice for our protocol. For completeness, we provide the technical details of our chosen BFKEM in Appendix D.

### 6.2 Efficiency and Comparison

In order to compare our proposed construction to previous single-pass circuit constructions, we evaluated the computational costs required by nTor [26], PB-OR [36, 37], CL-OR [14], and NI-OR [13] and visualized our results in Table 1.

To evaluate the performance of our T0RTT protocol we developed a single core implementation in the C programming language based on the RELIC [3] framework. To configure RELIC we used the presets for Barreto-
Nachrig (BN) curves [6] with an estimated security level of 78, 112 and 128 bit, respectively, which are provided by RELIC’s authors. The parameter choice for the BN curves is in line with the analysis of Menezes et al. [40] who advise for conservative parameter choices due to recent advances in solving the discrete logarithm problem in $G_T$ [38]. For the evaluation we chose the parameters $m = 14377588$ and $k = 10$ which corresponds to a total number of $n = 1000000$ punctures over the lifetime of the public key and a tolerated correctness error $p = 10^{-3}$. Our implementation makes use of precomputation wherever possible. That is, each OR precomputes certain exponentiations for all elements from $G_1$ and $G_2$ of its public key. This allows the OR to significantly speed up the decapsulation since all exponentiations in both of those groups are with a base from the public key. Users cannot benefit from precomputation since all exponentiations depend on the public key of the ORs. In our proposed T0RTT construction the entire encapsulation performed by the user can be computed offline. The whole decapsulation process can be highly parallelized which would significantly decrease the computation time needed by an OR.

We did not implement the other circuit construction schemes but estimated their performance by measuring the runtime of the individual cryptographic operations. We consider the symmetric encryption required by all circuit constructions as computationally free since they are negligibly small in comparison to public key operations. This methodology is analogous to the comparison in [13] and considers the same required operations for the different single-pass circuit constructions. We again chose the same parameters as for the evaluation of our protocol implementation, i.e. BN curves with an estimated security level of 78, 112, and 128 bit, respectively, using the RELIC library.\footnote{Although the evaluated constructions are defined over Type-I bilinear pairings $G \times G \rightarrow G_T$ one can transform them to using Type-III pairings $G_1 \times G_2 \rightarrow G_T$ [1].} We evaluated the performance for the exponentiations in $G_1$, $G_2$, $G_T$ and the pairings with the benchmarking code included in RELIC. We used OpenSSL [48] and X25519 for the performance estimations of nTor for all security levels, as OpenSSL’s X25519 outperformed all implementations of smaller curves. All measurements were performed on a MacBook Pro running MacOS 10.14.6 with an Intel Core i5-6267U Processor with 2.9 GHz. We provide the measurements of the individual operations in Appendix E. A comparison of the properties of the different methods can be found in Table 2.

A ciphertext in our construction consists of one element from $G_1$ and one from $G_2$ together with two elements from $\{0, 1\}^k$. Depending on the security level the size of an element from $G_1$ is 20, 32 and 48 bytes, respectively, and the size of an element from $G_2$ is 40, 64 and 96 bytes, respectively. This results in a ciphertext sizes of 80, 124, and 176 bytes. In addition to the security level, the size of the public key also depends on the tolerated correctness error $p$. Again, assuming a correctness error $p = 10^{-3}$, the public key has a size of 700, 1120 and 1680 bytes, respectively. Given that there are less than 10 000 relays [42] the size of the public keys of all relays will be less than 20 MB.

While we are able to keep the public key and ciphertext relatively short, the array of secret keys is rather large. The relay has to precompute enough secret keys, such that at the end of the public key lifetime there are still enough secret keys left so that the failure probability is still smaller than the tolerated correctness error

<table>
<thead>
<tr>
<th>Security Level</th>
<th>Times</th>
<th>nTor</th>
<th>PB-OR</th>
<th>CL-OR</th>
<th>NI-OR</th>
<th>T0RTT</th>
</tr>
</thead>
<tbody>
<tr>
<td>78 bit</td>
<td>User</td>
<td>0.30</td>
<td>1.41</td>
<td>0.54</td>
<td>2.01</td>
<td>8.03</td>
</tr>
<tr>
<td>Circuit</td>
<td>1200.60</td>
<td>903.64</td>
<td>601.02</td>
<td>608.28</td>
<td>624.59</td>
<td></td>
</tr>
<tr>
<td>112 bit</td>
<td>User</td>
<td>0.30</td>
<td>2.1</td>
<td>0.84</td>
<td>3.12</td>
<td>13.79</td>
</tr>
<tr>
<td>Circuit</td>
<td>1200.60</td>
<td>604.92</td>
<td>601.68</td>
<td>611.88</td>
<td>641.00</td>
<td></td>
</tr>
<tr>
<td>128 bit</td>
<td>User</td>
<td>0.30</td>
<td>4.53</td>
<td>1.95</td>
<td>6.93</td>
<td>30.54</td>
</tr>
<tr>
<td>Circuit</td>
<td>1200.60</td>
<td>610.62</td>
<td>603.81</td>
<td>626.04</td>
<td>689.10</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Comparison of computation and execution times (in ms) for 3-hop circuits with a latency of 100 ms and a security level of 78, 112 and 128 bit, respectively. All measurements except T0RTT are estimates. The parameters for T0RTT are $n = 1000000$ and $p = 10^{-3}$. 
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<table>
<thead>
<tr>
<th>Feature</th>
<th>nTor</th>
<th>PB-OR</th>
<th>CL-OR</th>
<th>NI-OR</th>
<th>T0RTT</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of messages</td>
<td>$n(n + 1)$</td>
<td>$2n$</td>
<td>$2n$</td>
<td>$2n$</td>
<td>$2n$</td>
</tr>
<tr>
<td>Immediate PFS</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>No TTP</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Static public key</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
</tbody>
</table>

Table 2. Comparison of features for circuits of length $n$ for the different circuit construction schemes.

That is, depending on the public keys lifetime and the number of requests $n$ the relay has to serve within this lifetime, we are able to compute the optimal size of the secret key array, such that the chance of failure is $p$ if the secret key has been punctured $n$ times. The time needed to compute the secret key grows linearly in the size of the array. We measured the time it takes to compute a single entry of the array and thus we can estimate the time it takes to compute the whole array on a single core. We provide computations of the resulting secret key size and computation times in Table 3.

These computations show that our proposed T0RTT instantiation can perform considerably faster than the current nTor protocol, although computational intensive operations are used. The biggest drawback of our instantiation is the secret key size, which can grow to unmanageable sizes if the key is not frequently rotated on a busy OR. We believe that although the key can get quite large they could still be managed when the parameters for the ORs are carefully chosen. We remark that puncturable KEMs are a relatively novel area of research and hope to see further constructions that mitigate current drawbacks. More efficient puncturable KEMs immediately yield a more efficient FSSPCC protocol.

7 Issues and Solutions

One major drawback of our proposed T0RTT construction is the increased resource consumption in regards to CPU and RAM. This can be especially challenging for exit nodes and constrained relay-nodes. As shown by [42] a major part of the Tor network are very network constrained devices. With the assumption that a device with little bandwidth is likely also not strong in regards to computational power\(^5\), large parts of the Tor network are very restricted in their processing power.

Typically, our construction has large secret keys upon initialization which decrease with each puncturing operation. The initial size of the secret key depends on the number of connections a node needs to serve in its lifetime. That is, the secret key for a high-traffic node is much larger than of a node with less traffic.

Additionally, our proposed construction has an increasing chance of failure with each puncturing operation, which would result in even higher circuit construction times. Recall that this chance of failure depends on how the key has been generated. That is, we can generate a key in such way, that after $n$ puncturings the chance of decapsulation failure is $p = 1/1000$. A smaller value of $p$ and larger values of $n$ will both increase the secret key size, respectively.

For RAM-constrained devices, it might be infeasible to keep the initial secret key in its memory and it has to be outsourced to its hard drive, which in return decreases the performance of the proposed algorithm. Additionally, the large secret key is harder to manage than traditional Tor secret keys, since it is constantly changing, and a backup of a non-punctured key would break the immediate FS (while still achieving eventual FS after modifying or deleting the backup key as well). Should the server crash and thus lose its secret key, a new one must be generated. Note that the expensive computation of a new secret key can be avoided by pre-computing and storing it on hard drive until needed.

Another issue concerns key propagation. Typically, key lifetimes overlap, so that clients have time to learn about new keys before the old one is discarded. If, however, a secret key is exhausted too quickly or lost due to a server crash, a new public key needs to be issued immediately for the node to still function. This requires both the server to adjust its public directory and the client to potentially download the new key material, sacrificing any performance gains at initial communication with the node.

We argue that these problems are most likely not a problem for the Tor protocol. Frequent key updates are already part of the established protocol. In the current default configuration, the Tor protocol updates the

\(^5\) If this assumption does not hold, T0RTT would be even more efficient.
public key already every 28 days. This number can be tweaked by relays to better fit their hardware constraints, meaning a smaller relay could update its key more frequently while a stronger relay could update less often.

Since the newly proposed scheme is a lot more computationally intensive, the new scheme must be hardened against Denial-of-Service attacks. A Tor relay should only process T0RTT messages while it still has resources left. If a relay is already busy it should fall back to the classic nTor handshake.

If clients wish to prevent falling back to nTor due to failing decryption they could theoretically send multiple onions at once. This would drastically reduce the chance for a failed decryption, at the cost of more encapsulations from the client and more network overhead. We discourage this construction since it increases the complexity of the protocol.

Another disadvantage, which should not go unmentioned, is the aspect of post-compromise security. After compromising an OR in the current setup of the Tor network, the adversary still has to interact actively as a Man-in-the-Middle attacker to read or alter messages. In our construction compromising an OR results in an adversary that can act passively to decrypt messages intended for the OR. However, replacing the secret key of the onion router once a month, does not only improve the performance but also strengthens the post-compromise security of T0RTT.

**Possible Research Direction.** We give a possible research direction in Appendix F.

### 8 Conclusion

In this paper, we disproved the assumption that it is impossible to achieve immediate forward secrecy for single-pass circuit construction. Despite the fact that current puncturable KEMs involve high computation costs and large secret keys, our performance evaluations have shown that the proposed protocol T0RTT is a plausible application scenario for this new cryptographic primitive.

Puncturable KEMs usually do not scale well, since they require a centralized architecture and get unmanageable with a growing number of connections. Neither of those drawbacks affect their use in onion networks. Especially in the Tor network, onion routers already replace their onion keys frequently and are usually computationally idle since they do not host other applications. Our evaluation showed that our proposed protocol is able to establish circuits faster than the current circuit construction protocol based on nTor handshake. In contrast to prior work, our protocol does not have to sacrifice security properties such as immediate forward secrecy to achieve this performance. Moreover, we do not require a trusted third party to be involved in the secret key generation.

Our proposed construction is only the first step in this direction. Additional improvements in the construction of puncturable KEMs can further improve our proposed generic approach. Although we propose this construction for the Tor protocol, other applications might benefit from similar approaches as well.
Acknowledgments. Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) under Germany’s Excellence Strategy – EXC 2092 CASA – 390781972 and under project JA 2445/2-1. We thank our shepherd Wouter Lueks for many fruitful discussions, Tibor Jager for suggesting the use of dummy onions, and Fynn Dallmeier as well as all anonymous reviewers for their valuable comments.

References


A Building Block: Symmetric Encryption

Definition 9. A symmetric encryption scheme consists of three algorithms $\text{ENC} = (\text{Gen}, \text{Enc}, \text{Dec})$ with the following properties.

$\text{Gen}(1^\lambda) \rightarrow K$. On input of a security parameter $\lambda$, the algorithm outputs a key $K$.

$\text{Enc}_K(m) \rightarrow C$. On input of a key $K$ and a message $m$, the algorithm outputs ciphertext $C$.

$\text{Dec}_K(C) \rightarrow m$. On input of a key $K$ and ciphertext $C$, the algorithm recovers a message $m$ or returns a failure symbol $\perp$.

We say that a symmetric encryption scheme is correct if for all $m$ it holds that

$$\Pr[\text{Dec}_K(\text{Enc}_K(m)) = m | \text{Gen}(1^\lambda) \rightarrow K] = 1.$$ 

Definition 10. Consider the following IND-CCA-security game played between an adversary $A$ and a challenger $C$.

1. The challenger generates a key $\text{Gen}(1^\lambda) \rightarrow K$ and $A$ is given access to the oracles $\text{Enc}_K(\cdot)$ and $\text{Dec}_K(\cdot)$. Using these oracles, $A$ is able to encrypt (resp. decrypt) arbitrary messages (resp. ciphertexts).

2. $A$ outputs two messages $m_0$ and $m_1$. The challenger flips a coin $b \leftarrow \{0, 1\}$ and encrypts $c \leftarrow \text{Enc}_K(m_b)$.

3. The adversary receives $c$ and may now use the oracles $\text{Enc}_K(\cdot)$ and $\text{Dec}_K(\cdot)$ for $c' \neq c$.

4. Eventually, $A$ outputs a guess $b'$.

We define the advantage of an adversary to win the IND-CCA security game as

$$\text{Adv}_A^{\text{IND-CCA}}(\lambda) := \left| \Pr[b = b'] - \frac{1}{2} \right|.$$ 

B IND-CCA Security for BFKEM

Derler et al. describe the following IND-CCA security experiment for BFKEM [18].

Definition 11. The security of a BFKEM is defined by the following IND-CCA security game played between an adversary $A$ and a challenger $C$.

1. Challenger $C$ generates a fresh key pair $(pk, sk) \leftarrow K_{\text{Gen}}(1^\lambda, m, k)$. It computes $(c^*, K_0) \leftarrow \text{Encap}(pk)$ and selects $K_1 \leftarrow K$, where $K$ is the symmetric key space. Additionally, it draws a random bit $b \leftarrow \{0, 1\}$ and sends $(pk, c^*, K_b)$ to the adversary $A$.

2. Adversary $A$ may now ask a polynomial number of the following queries.

- $\text{Decap}(c)$: If $c = c^*$ the challenger outputs $\perp$. Otherwise, the challenger computes $K := \text{Decap}(sk, c)$ and returns $K$ to $A$.

- $\text{Punct}(c)$: The challenger computes $sk' := \text{Punct}(sk, c)$ and returns $\top$.

- $\text{Corrupt}$: The challenger aborts if $\text{Punct}(c^*)$ has not been queried before. Otherwise, the challenger returns the current secret key $sk$ to $A$.

3. Eventually, $A$ will output a guess $b'$.

We define the advantage of an adversary $A$ to win the IND-CCA-security game as

$$\text{Adv}_A^{\text{IND-CCA}}(\lambda) := \left| \Pr[b = b'] - \frac{1}{2} \right|.$$ 

C Proof of Theorem 3

We will conduct this proof in a sequence of games between a challenger $C$ and an adversary $A$. We start with the adversary playing the unlinkability security game. Over a sequence of hybrid arguments, we will stepwise transform the security game to a game where the challenger is independent of bit $b$. The claim then follows from bounding the probability of distinguishing any two consecutive games. Let $\text{Adv}_1 := |\Pr[b' = b] - 1/2|$ be the advantage of $A$ in Game $i$.

Game 0. This is the original unlinkability security game $U_{\text{FSSPCC}}^\text{unlink}(\lambda)$ and therefore it holds

$$\Pr[b = b'] = \frac{1}{2} + \text{Adv}_1,$$

where $b, b'$ are the answers of $A$.

Game 1. In this game, the challenger replaces the key used to encrypt the onion $(O_2^0 = \text{Enc}_K(ID_{OR_w}, O_3^0, c_3^0))$ by a random value $K^*$. We claim that

$$\text{Adv}_0 \leq \text{Adv}_A^{\text{IND-CCA}}(\lambda) + \text{Adv}_1.$$

Suppose an attacker $A$ that can distinguish between Game 1 and Game 0. We use $A$ to build an attacker $B_1$ to break the IND-CCA security of the BFKEM scheme. $B_1$ plays the IND-CCA security game and receives $(pk, c^*, K_b)$. The attacker $B$ then queries $\text{Punct}(c^*)$ and $\text{Corrupt}$ to receive the punctured secret key $sk^*$. The received secret key $sk^*$ will be used as the secret key of the honest router $OR_H$. All other secret and public keys are generated by $A$. Adversary $B_1$ then interacts with $A$ as described in the security experiment. Whenever the adversary $B_1$ receives a tuple
Game 3. The proof of this conclusion works in a similar way to Definition 8. Additionally, the adversary $B_1$ stores the received ciphertext $c$. After receiving the indicator symbol $\top$, $B_1$ computes the challenge circuits but uses the key $K_0$ to encrypt the onion $(O^1_2 = \text{Enc}_{K_0}(I)D_{OR}^2, O^0_3, c^0_4)$ with $c^0 = c^*$. Since $(I)D_{OR}^2, O^0_3, c^0_4$ is known to $B_1$, the adversary can behave correctly in the challenge phase according to the security experiment. Here it should be mentioned that storing the ciphertexts $c$ from Phase 1, allows the adversary $B_1$ to use the publicly-checkable puncturing property of the BFKEM. Given the challenge ciphertext $c^*$, $B_1$ can check whether $O^2_2$ can be decapsulated or adversary $B_1$ must output a dummy onion where $\nabla$ is encrypted under a random key.

$B_1$ checks whether $c^*$ can be decapsulated given the queries made by $A$ so far. If it can, then it returns $\text{Dec}(O^2_2)$ as above. Otherwise it samples a random identity $I D_{OR}^3 \leftarrow \{I D_0, \ldots , I D_n\}$ and computes $(K^3_3, c^3_4) \leftarrow \text{BFKEM.Encap}(p K^3_2)$. Finally, the dummy layer $\ell = \text{Enc}(K^3_3, c^3_4)$ is given to $A$.

If $K_0$ is the real key, then we are in Game 0 and if $K_0$ is a random we simulate perfectly Game 1, and every attacker that can distinguish both games can be used to break the IND-CCA security of the BFKEM scheme.

Game 2. The next step in our proof is to replace the encryption key for onion $O^2_3 = \text{Enc}_{K}(I)D_{OR}^3, O^1_3, c^1_4)$ by a random value $K^*$. We claim that

$$\text{Adv}_1 \leq \text{Adv}^{\text{IND-CCA}}_{B_1, \text{BFKEM}}(\lambda) + \text{Adv}_2.$$ 

The proof of this conclusion works in a similar way to the proof given before.

Game 3. In Game 3 we replace the encrypted string in the onion $O^2_2 = \text{Enc}_{K}(I)D_{OR}^2, O^0_3, c^0_4)$ by a random string of the same length. Any adversary that can distinguish between Game 3 and Game 2 leads to an adversary that breaks the IND-CCA security of the encryption scheme. Therefore we have

$$\text{Adv}_2 \leq \text{Adv}^{\text{IND-CCA}}_{B_2, \text{ENC}}(\lambda) + \text{Adv}_3.$$ 

Again, suppose an attacker $A$ that can distinguish between Game 3 and Game 2. We will use this attacker to build an adversary $B_2$ against the security of the symmetric encryption scheme. $B_2$ plays against the IND-CCA challenger. $B_2$ interacts with $A$ as described in the experiment. After receiving the indicator symbol, $B_2$ builds the challenge circuits but replaces the onion $O^2_2$ with the following. $B_2$ picks a random string $\Gamma$ with $|\Gamma| = |(I)D_{OR}^2, O^0_3, c^0_4|$ and sets $m_0 = (I)D_{OR}^2, O^0_3, c^0_4$ and $m_1 = \Gamma$. Then, $B_2$ uses $m_0$ and $m_1$ to receive a challenge ciphertext $c$ and sets $O^2_2 = c$. The rest of the experiment can be simulated by $B_2$ correctly. If the received ciphertext is the encryption of $(I)D_{OR}^2, O^0_3, c^0_4$ we are in Game 2, else we simulate Game 3, and every attacker that can distinguish both games can be used to break the IND-CCA security of the encryption scheme.

Game 4. As before, we replace the encrypted string in the onion $O^1_2$ by a random string of the same length. Thus,

$$\text{Adv}_3 \leq \text{Adv}^{\text{IND-CCA}}_{B_2, \text{ENC}}(\lambda) + \text{Adv}_4.$$ 

The proof of this claim is similar to the proof for Game 3.

We have now entirely replaced the plaintext and the keys of the encrypted onions by random values. The view of $A$ in this game is independent from the chosen values and from $b$. Therefore,

$$\text{Adv}_4 = 0.$$ 

Summing up all advantages above we can conclude

$$\text{Adv}^{\text{unlink}}_{\text{FSSPCC},A}(\lambda) \leq 2 \left(\text{Adv}^{\text{IND-CCA}}_{B_1, \text{BFKEM}}(\lambda) + \text{Adv}^{\text{IND-CCA}}_{B_2, \text{ENC}}(\lambda)\right).$$

Unlinkability and Dummy Onions. The unlinkability property states that the input of an onion cannot be linked to the output of an onion versa. To prove our construction secure we replace the input onions with random values in each game hop and show that an adversary that can detect these changes leads to an attacker that breaks the used primitive. In presence of a correctness error it might happen, that a dummy onion has to be generated by the reduction. If an adversary $A$ is able to distinguish a real output from a random output, it would increase the advantage of $A$ to distinguish the different games in our sequence-of-games which in turn would lead to an attacker that can break the security of the used BFKEM or encryption scheme. However, this would contradict the assumption that the respective primitive is secure.

D Instantiation in Detail

For completeness, we provide a brief overview of the algorithms used in our implementation. Most parts of this section are a shortened version of [18] (general definition of Bloom filters) and [17] (the construction). For...
more detailed explanations we recommend reading the corresponding sections of those publications.

In the following, we introduce Bloom filters as a building block. Based on this building block we describe the Bloom filter encryption scheme from identity-based broadcast encryption instantiated with Delerablée’s identity-based broadcast encryption scheme [16].

Additionally, we use the modified Fujisaki–Okamoto transformation described in Section 2.6 of [18] to achieve IND-CCA security. Alternatively, the CHK-based broadcast encryption instantiated with Delerablée’s identity-based broadcast encryption scheme [16].

Relevant properties of Bloom filters include

- Perfect completeness: A previously added element will always be recognized by the Bloom filter,
- Compact representation: The size of the Bloom filter $T = m$ is independent of $S \subseteq U$. A larger set $S$ increases only the false-positive probability,
- Bounded false-positive probability: The probability that a Bloom filter recognizes an element $u \notin S$, is bounded by $(1 - e^{-k|S|/m})^k$.

For a more precise treatment of Bloom filters in the context of Bloom filter encryption, we refer the reader to Section 2.1 of [18].

Construction. In [17], the authors have shown how to construct a BFKEM using any identity-based broadcast encryption scheme as a building block. We instantiate this construction with the identity-based broadcast encryption scheme by Delerablée [16] and apply the modified Fujisaki–Okamoto transformation of [18] (in combination with the transformation to a BFKEM with separable randomness) to achieve CCA-security.

Let $BF = (BFGen, BFUpdate, BFCheck)$ be a Bloom filter. Let $(p, e, G_1, G_2, G_T)$ be public parameters of a bilinear map $e : G_1 \times G_2 \to G_T$ with prime order $p$ and $|p| = \lambda$, where $\lambda$ is the security parameter. Let $H : \mathbb{Z}_p^* \to \mathbb{Z}_p^*$, $G : \{0,1\}^k \to \mathbb{Z}_p^* \times \{0,1\}^{2\lambda}$ be cryptographic hash functions. We construct a Bloom filter key encapsulation mechanism $BFKEM = (KGen, Encap, Decap, Punct)$ as follows:

- $KGen(1^\lambda, m, k)$: The key generation algorithm generates a Bloom filter instance by running $(H, T) \leftarrow BFGen(m, k)$. It chooses two generators $g_1 \in G_1$ and $g_2 \in G_2$ and a secret value $\gamma \leftarrow \mathbb{Z}_p^*$ and defines

$$pk_{IBBE} := \left( w = g_1^\gamma, v = e(g_1, g_2), g_2, g_2^2, \ldots, g_2^k \right).$$

For each $i \in [m]$ it computes

$$sk_i = g_1^{\gamma \cdot \overline{H}(i)}.$$ 

Finally, it discards $\gamma$ and sets

$$pk := (H, pk_{IBBE}) \text{ and } sk := \left( T, (sk_i)_{i \in [m]} \right).$$

- $Encap(pk)$: Given a public key $pk = (H, pk_{IBBE})$ with $pk_{IBBE} = (w, v, g_2, g_2^2, \ldots, g_2^k)$, it samples a random seed $S \leftarrow \{0,1\}^\lambda$ and computes $(p, r, K) := R(S)$. Next, it computes $K’ := v^p$ and generates indices $i_j := H_j(r)$ (for $(H_j)_{j \in [k]} := H$). Finally, the algorithm computes a ciphertext $C’ = (c_1, c_2, c_3)$ with

$$c_1 := w^{-\rho},$$

$$c_2 := g_2^\rho \prod_{j=1}^k (\gamma \cdot H(i_j)), $$

$$c_3 := G(K' \oplus S)$$

and outputs $(C, K)$, where ciphertext $C := (C', r)$.

- $Decap(sk, c)$: The input is a secret key $sk = (T, (sk_i)_{i \in [m]})$ and ciphertext $C = (C', r)$. Again, it generates indices $i_j := H_j(r)$ for $(H_j)_{j \in [k]} := H$. If $BFCheck(H, T, r) = 1$, then the algorithm returns $\bot$. Else, there exists at least one index $j^* \in [k]$ such that $sk_{i_{j^*}} \neq \bot$. The algorithm picks the smallest index $j^*$ that meets the previous requirements and computes

$$K' = \left( e \left( c_1, g_2^{\rho \cdot (\gamma)} \right) \cdot e(\gamma, c_2) \right) \prod_{j=1,j \neq j^*}^{k} \frac{1}{\gamma^{H(i_j)}},$$

T0RTT: Non-Interactive Immediate Forward-Secret Single-Pass Circuit Construction
where
\[
p_{j^*,r}(\gamma) = \frac{1}{\gamma} \left( \prod_{j=1, j \neq j^*}^k (\gamma + \mathcal{H}(ij)) - \prod_{j=1, j \neq j^*}^k \mathcal{H}(ij) \right).
\]

Next, it retrieves the seed \(S = G(K') \oplus c_3\) and verifies that \((C, K) = \text{Encap}(pk; S)\) (recomputing \((C, K)\) with given \(S\)). If this does not hold, it outputs \(\perp\). Otherwise, it outputs \(K\).

- **Punct\((sk, c)\):** Given a secret key \(sk = (T, (sk_i)_{i \in [m]})\) and a ciphertext \(C = (C', r)\), it invokes \(T' = \text{BFUpdate}(H, T, r)\) and defines
  \[
sk'_i := \begin{cases} 
  sk_i, & \text{if } T'[i] = 0 \\
  \perp, & \text{if } T'[i] = 1.
  \end{cases}
\]

Finally, the algorithm returns \(sk' = (T', (sk'_i)_{i \in [m]})\).

This construction is IND-CCA-secure if the \((f, g, F)\)-GDDHE assumption, a variant of a generalization of a Diffie–Hellman exponent assumption, holds [16–18].

### E Measurements

Table 4 provides measurements of the individual operations used for the analysis in Section 6.2. The runtime of the operations have been evaluated on a MacBook Pro running MacOS 10.14.6 with an Intel Core i5-6267U Processor with 2.9 GHz.

<table>
<thead>
<tr>
<th>Operation</th>
<th>78 bit</th>
<th>112 bit</th>
<th>128 bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. Tor [O]^a</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Exp. in (G_1) [R]</td>
<td>0.08</td>
<td>0.14</td>
<td>0.31</td>
</tr>
<tr>
<td>Exp. in (G_1) [R,pc]</td>
<td>0.05</td>
<td>0.07</td>
<td>0.17</td>
</tr>
<tr>
<td>Exp. in (G_2) [R]</td>
<td>0.20</td>
<td>0.34</td>
<td>0.80</td>
</tr>
<tr>
<td>Exp. in (G_2) [R,pc]</td>
<td>0.12</td>
<td>0.22</td>
<td>0.47</td>
</tr>
<tr>
<td>Exp. in (G_T) [R]</td>
<td>0.42</td>
<td>0.63</td>
<td>1.34</td>
</tr>
<tr>
<td>Pairing [R]</td>
<td>0.71</td>
<td>0.94</td>
<td>2.03</td>
</tr>
</tbody>
</table>

**Table 4.** Time required by a single operation at different security levels in ms. R and O denotes that we measured the time using the RELIC [3] or OpenSSL [48], respectively. pc denotes the usage of precomputation.

^a We used X25519 for all bit sizes, since OpenSSL’s implementation of X25519 has better performance than any implementation of smaller curves we tested.

### F Possible Research Direction

As an alternative way to solve the efficiency issues in Section 7, we propose a hybrid compatibility mode which is backward compatible with the previous nTor circuit construction. This mode would also allow a fluent integration into the current ecosystem. This backward compatibility mode would work as follows:

Each node in the Tor network submits its support for T0RTT to the public directory servers. A user can then choose his route through the Tor network as usual. Whenever it would now send an extend cell it additionally sends a \(\text{CreateT0RTT}\) cell which is encrypted with the appropriate keys and contains the data needed to further extend the circuit. If an OR is not willing to perform the T0RTT computations or is unable to since the BFKEM decapsulation failed, it can simply fall back to the nTor handshake.

This hybrid mode still allows constrained servers to perform the usual nTor construction while less constrained nodes can take advantage of the faster and less network intensive T0RTT circuit construction. Since the decryption failure is basically computationally free in the worst case our construction performs as bad as the current nTor handshake. Depending on the position of the nodes which do not speak T0RTT in the circuit the improvement is greater. However, we do not claim any security properties for this hybrid approach and leave this as future work.