Exposing Private User Behaviors of Collaborative Filtering via Model Inversion Techniques

Abstract: Privacy risks of collaborative filtering (CF) have been widely studied. The current state-of-the-art inference attack on user behaviors (e.g., ratings/purchases on sensitive items) for CF is by Calandrino et al. (S&P, 2011). They showed that if an adversary obtained a moderate amount of user’s public behavior before some time $T$, she can infer user’s private behavior after time $T$. However, the existence of an attack that infers user’s private behavior before $T$ remains open. In this paper, we propose the first inference attack that reveals past private user behaviors. Our attack departs from previous techniques and is based on model inversion (MI). In particular, we propose the first MI attack on factorization-based CF systems by leveraging data poisoning by Li et al. (NIPS, 2016) in a novel way. We inject malicious users into the CF system so that adversarially chosen “decoy” items are linked with user’s private behaviors. We also show how to weaken the assumption made by Li et al. on the information available to the adversary from the whole rating matrix to only the item profile and how to create malicious ratings effectively. We validate the effectiveness of our inference algorithm using two real-world datasets.
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1 Introduction

Recommender systems have become an imperative component of electronic commerce systems [52, 53, 58] as used by Amazon, YouTube, IMDB, Google, and so on. Given a user’s historical behavior such as ratings or purchases, a recommender system suggests a product that meets the user’s preference. Typically, recommender systems rely on collaborative filtering (CF), which is a method to analyze the patterns of the historical behavior of the users. As recommender systems play an increasing role on the Web, it has become a compelling research topic to understand the exploitation and privacy aspects of recommendation systems [16, 26]. In particular, the dynamic nature of recommender systems (i.e., recommender systems periodically update the internal parameters according to user’s new behaviors) leads to a broad attack surface, and we have seen numerous latent risks exposed in the past few decades exploiting this nature [8, 13, 22, 25, 30–32, 38, 49–51, 61, 63, 66, 68].

When discussing privacy risks for recommender systems, we often consider two types of private information: behavior of users [8, 51] and attributes of users [1, 48, 63, 70]. Here, behavior is the purchase or rating histories of users in a recommender system, and can be further divided into public and private behavior. Public behavior is shared through social networks such as blogs and Facebook [35, 56, 60, 61], or through item similarity lists, e.g., Amazon’s “Customers who bought this item also bought...” feature [8]. Private behavior is those wished to be kept private such as purchase history of sensitive items; e.g., medical items, sexual movies. On the other hand, attributes are private information tied to the users independently of the system; e.g., gender, political views, and sexual orientations.

In the past decade, we have seen significant development regarding inference attacks on user attributes [1, 17, 27, 30, 48, 63, 70]. However, inference attacks on user (private) behaviors have been limited. As far as our knowledge goes, there have only been two works [8, 51] whose focus is on such attacks on recommender systems. For example, Calandrino et al. [8] proposed an algorithm
that takes a moderate amount of user’s public behavior before some time $T$ and infers the user’s private behavior after time $T$ via observing the temporal changes in the public outputs of a recommender system (more details are provided in Section 2 and Appendix C). This provides evidence that we can infer user’s private behavior after some time $T$. However, the existence of an attack that infers user’s private behavior before time $T$ remains open. Considering that we have a good understanding of the privacy risks of user attributes, this lack in understanding of privacy risks of user behaviors is quite unsatisfactory; the privacy of user behaviors is as important as that of user attributes. Therefore, the main question we investigate in this paper is: to what extent can we infer user’s past private behavior from recommender systems?

Our Contributions. In this work, we show that there exists an attack that infers user’s past private behavior (i.e., past purchase or rating histories) in a CF-based recommender system.

Technically, we propose the first model inversion (MI) attack for CF-based recommender systems. The MI attack [14, 15, 21, 64] — recently introduced by [15] in a context different to recommender systems — allows an adversary to predict private information used as input to the model, when given access to the prediction model along with some auxiliary information (See Section 2.3 and Appendix D for details). Thus, at a high level, an MI attack against recommender systems allows an adversary to predict private user behaviors. Our MI attack is based on the recent poisoning attack on CF-based recommender systems by Li et al. [32] in combination with the general framework for MI attacks proposed by Hidano et al. [21] (see “Technical Overview” for details). We investigate the setting of an active adversary where she can inject fake (malicious) users using the dynamic nature of recommender systems. We further assume the adversary knows non-sensitive items included in the top-$I$ items recommended to the users by the recommender system, i.e., she gets to see the public output of the recommender system. This has been a widely accepted assumption in MI attacks [14, 15, 21, 64], and is also backed up by the spread of sharing (non-sensitive) personal information/behavior via social networks to improve the effectiveness of recommender systems [35, 56, 60, 61], e.g., sharing personal ratings of items on blogs, Facebook, and IMDB.

We demonstrate a successful user behavior inference attack on two real-world datasets: Foursquare location dataset [67] and MovieLens dataset [19]. For the Foursquare (resp. MovieLens) dataset, our inference attack achieved at most 100% precision and 50% recall (resp. 74.6% precision and 23.5% recall). For example, for the Foursquare dataset, we viewed visits to any locations in the hospital category as private behavior, and show that the adversary can infer whether or not a user has visited any hospital. Our MI attack also has the option of adding the functionality of avoiding attack detection. Assuming a detector with the one-class SVM (OCSVM) [9, 54], we show that our MI attack avoids detection, while keeping high precision of the attack.

In summary, our contributions are as follows:

- We propose the first inference attack that infers user’s past private behavior in a CF-based recommender system.
- We propose the first MI attack for CF-based recommender systems. The technique we develop may be of independent interest since it can weaken the assumption and boost the efficiency of the poisoning attack on factorization-based recommender systems in [32] (see “Technical Overview” for details).
- We conduct experiments using two real-world datasets and provide evidence that our theoretical attack works as intended. We also show that our inference attack can still be effective under standard detectors of malicious/fake users.

Technical Overview. Our MI attack takes full advantage of the dynamic nature of recommender systems and deviates from standard MI attacks for static prediction systems [14, 15, 64]. In particular, our methodology is inspired by the recent MI attack on (dynamic) linear regression models by Hidano et al. [21]. In [21], they introduced a general methodology for conducting MI attacks using poisoning attacks [4, 31, 32] — a technique widely studied to maximally degrade the effectiveness or credibility of the system by injecting malicious user data into the model. At a high level, their MI attack works in two flows: The adversary first injects carefully crafted malicious data into the dynamic model so that the current model will be updated to a target model. Then, the adversary infers private information used as input by only observing the output of the target model.

Two key challenges in proposing an MI attack for CF are: (i) defining an appropriate target model which allows the adversary to infer the user’s past private behavior and (ii) formulating an efficient and hard to detect poisoning attack which modifies the model to the target model. To address the first challenge, we define a target model in such a way that a user who buys or rates
a particular sensitive item $X$ in the past at any time will be recommended some non-sensitive decoy items $\{Y_i\}$ chosen by the adversary. Here, a decoy item should be considered as non-sensitive to the users (e.g., family movies, daily commodities), and should be an item not recommended to most users. Notably, when any decoy item $Y_i$ (which is typically not recommended to users) is recommended to a user by the recommender system and the adversary obtains knowledge of that fact, then she will be able to infer that the user had bought or rated the sensitive item $X$ with high probability.

To address the second challenge, we formulate our MI attack based on the recent poisoning attack on factorization-based CF by Li et al. [32]. They cast poisoning attacks as an optimization problem of finding the optimal choice of malicious users to inject that would maximize the adversary’s utility (objective), where they considered two well-studied utilities for poisoning attacks: maximizing the error of the recommender system and boosting/reducing the popularity of certain products. However, these utilities do not aim at MI attacks nor can they be directly used for MI attacks. In this paper, we propose a new type of data poisoning attack that links sensitive items with decoy items while avoiding the detection of data poisoning.

In addition, one of the shortcomings of the poisoning attack in [32] is that they assume that the adversary has complete knowledge of the rating matrix. That is, full access to the training data (i.e., information on which user bought/rated which item) of the recommender system. Although this may be an acceptable assumption in the poisoning attack setting of [32], this is unacceptable for our setting. The adversary having full knowledge of the training data is equivalent to the adversary having full knowledge of all the user’s past behaviors.

Thus we propose a data poisoning attack that only takes as input an item profile. Since the item profile does not contain the user’s sensitive information, the system may share it with the users (or release it publicly) [40, 46]. The adversary may also estimate the item profile from public web datasets [55], or approximate the item-by-item matrix by using item similarity or “related items” lists publicly available on the web services [8]. Thus, the assumption that the adversary has the item profile is much weaker and practical. Moreover, our algorithm that only uses the item profile can be made more efficient than the algorithm in [32] by exploiting the fact that we do not rely on user information. In Section 4.4, we also conducted experiments where the adversary estimates an item profile using some partial information on the rating matrix to reflect real-world scenarios.

Last but not least, we propose a method to optimize which items to rate. In [32], they randomly generated items to rate for each malicious user account. Instead, we propose a method to optimize which items to rate, under the constraint that each malicious user can rate at most $b_{\text{max}}$ items. This is done by solving an optimization problem with the constraint on the $l_1$ norm of the ratings for each malicious user account.

## 2 Background and Related Works

### 2.1 Factorization-based CF

**Preliminaries.** A recommender system based on factorization-based CF predicts unobserved entries in the rating matrix $M \in \mathbb{R}^{m \times n}$ by using matrix factorization [29, 57, 59], and recommends items for a user based on the estimated entries. Here, $m, n \in \mathbb{N}$ denote the numbers of users and items in the recommender system, respectively, and the $(i, j)$-th element $M_{i,j}$ of $M$ represents the rating of the $j$-th item by the $i$-th user.

Since a user generally rates only a small number of items, there are many unobserved elements in the rating matrix $M$. We denote the set of observed elements in $M$ by $\Omega = \{(i, j) : M_{i,j} \text{ is observed}\}$. Let $R_\Omega : \mathbb{R}^{m \times n} \to \mathbb{R}^{m \times n}$ be a masking function that takes as input an $m \times n$ matrix $A$ and outputs an $m \times n$ matrix $R_\Omega(A)$ by masking $A$ with $\Omega$. Specifically, given $A$, $R_\Omega$ outputs a matrix $R_\Omega(A)$ whose $(i, j)$-th element $[R_\Omega(A)]_{i,j}$ is defined as follows:

$$[R_\Omega(A)]_{i,j} = \begin{cases} A_{i,j} & \text{if } (i,j) \in \Omega \\ 0 & \text{otherwise.} \end{cases} \quad (1)$$

We provide a table summarizing the notations used throughout this paper in Appendix A for reference.

**Prediction Algorithm.** We provide details on how factorization-based CF is implemented. In the initial training phase, we first predict the unobserved elements of the rating matrix $M$ using matrix factorization as $\hat{M} = UV$, where $\hat{M} \in \mathbb{R}^{m \times n}$ is a prediction of $M$, $U \in \mathbb{R}^{m \times k}$ and $V \in \mathbb{R}^{k \times n}$ are called user profiles and item profiles, respectively, and we assume $k \ll \min(m, n)$ in general. We denote the set of $U$ and $V$ by $\Theta$; i.e., $\Theta = \{U, V\}$, and call $\Theta$ a model.

There are multiple ways to compute $\Theta$ from $M$; e.g., alternating least squares (ALS) [29], nuclear-norm minimization [7]. In this paper, we focus on the ALS which is widely used in practice. ALS computes an approximate
solution to the following optimization problem:

$$
\min_{\Theta} \| R \Theta (M - UV) \|^2_F + \lambda \| \Theta \|^2_F,
$$

(2)

where $\| \cdot \|^2_F$ represents the Frobenius norm (i.e., square sum of all elements), and $\lambda (> 0)$ is called a regularization parameter. The first term in (2) is the summation of square errors over the observed elements in $M$. The second term in (2) is introduced to avoid overfitting the observed elements, and is called a regularization term. $\lambda$ controls the extent of regularization, and is generally determined by cross-validation~[29].

Since the optimization problem (2) is not convex, it is typically infeasible to find an exact solution. However, if we fix either $U$ or $V$, the optimization problem (2) becomes convex in the remaining unfixed variable, and can be solved optimally. Thus, given an initial value for $\Theta$, ALS updates $U$ by solving (2) for $U$ while fixing $V$. Then it updates $V$ by solving (2) for $V$ while fixing $U$. It iterates this process until convergence, and uses the converged model $\Theta$ as an approximate sub-optimal solution to (2). After computing $\Theta$, we can compute a prediction $\hat{M}$ of $M$ by using $\hat{M} = UV$.

In the predication phase, the factorization-based CF system recommends new items that each users are potentially interested in based on $\hat{M}$. This is often referred to as a user-to-item based (or factorization-based) CF. The user-to-item based CF won the Netflix prize~[29] and also have been the focus of many studies including Li et al.~[32]. In the user-to-item based CF, the system recommends items for which the corresponding elements in $M$ are unobserved and the predicted ratings in $\hat{M}$ are high. One of the most natural methods for recommending such items for each user $i \in [m]$ is to recommend the top-$l$ items (e.g., $l = 1, 5, 10$) with high (predicted) ratings in $\hat{M}_i$ among unobserved items. Here $\hat{M}_i$ represents the $i$-th row of $\hat{M}$. In practice, the system may recommend these top-$l$ items by showing them on the web page after the user logs in, or by sending users an e-mail or message containing the item information.

**Dynamic Updates.** It is common for practical recommender systems (regardless of it being factorization-based CF) to update their internal systems when new users and/or items are added or when users make new ratings on items. Notably, recommender systems are dynamic where they update the model $\Theta$ on a regular basis (e.g., every night, once a week depending on the application). This extra feature of recommender systems has been shown to be exploitable in several ways. In the next subsection, we review some of the attacks.

### 2.2 Exploitation and Privacy Risks for Recommender Systems

Owing to its broad attack surface, recommender systems have been an attractive subject to understand its exploits and privacy risks. Below we review previous works. Due to page limitation, we briefly describe the outline of the previous works in this section, and describe a more extensive review in Appendix C.

**Exploitation.** There are many attacks aiming to maliciously modify the recommender system in a way so that an adversary can control how items will be recommended to users. Looking ahead, our work is in the line of poisoning attacks (also known as shilling attacks)~[13, 31, 32, 41, 47, 68] which injects malicious users into the recommender system to control the output behavior of the system. Recently, sophisticated poisoning attacks for specific types of recommender systems aiming to maximize the error of the system or boost/reduce the popularity of particular items using (non-convex) optimization techniques have emerged~[13, 32, 68].

**Privacy Risks.** Inference attacks aim to illegitimately infer sensitive information of the users in recommender systems and are considered to be one of the major privacy risks. There are two types: inference attacks against *user attributes* and *user behaviors*. As already mentioned in Section 1, the latter type is the main target of this paper. So far, there have been two works~[8, 51] studying such attacks on recommender systems. Calandrino et al.~[8] proposed an attack that tracks the change in the item profile after time $T$ (the time on which the adversary decides to attack the system), hence cannot be used to infer user’s private behavior before time $T$.

### 2.3 Model Inversion Attacks

Model inversion (MI) attacks are a type of attack aiming to expose sensitive information that was used as input to a prediction model~[14, 15, 21, 64]. In MI attacks, an adversary is provided the following inputs: some information on the prediction model $f$, the output of the prediction model $f(x)$ or the true label $y$ corresponding to the features $x$ of a target user, and some auxiliary information depending on the attack scenario. Then, the goal of the adversary is to predict the sensitive portion (or all) of the features $x$ of the target user. In this work, we consider the so-called grey-box setting where the adversary gets oracle access to $f$ along with the structure of $f$ and some auxiliary information is further known, e.g., the fact that $f$ is a linear regression model and
some (not all) regression coefficients. We describe further details on MI attacks including the explanation of the black/grey/white-box in Appendix D.

Hidano et al. [21] proposed a new type of MI attacks which targets dynamic prediction systems. They modified the system’s model Θ by injecting malicious data. Our work will follow this approach.

2.4 Formalizing Poisoning Attacks for Factorization-based CF

We finally review the poisoning attack for factorization-based CF by Li et al. [32].

Let \( m' \in \mathbb{N} \) be the number of malicious users that will be injected to the recommender system by the adversary, and let \( M' \in \mathbb{R}^{m' \times n} \) be a rating matrix of all \( m' \) malicious users. We denote the set of observed elements in \( M' \) by \( \Omega' = \{(i, j) : M'_{i,j} \text{ is observed}\} \). In other words, the adversary performs data poisoning by creating \( m' \) malicious user accounts, whose rating matrix is given by \( M' \) (as we describe later in detail, the adversary computes \( M' \) in advance for her intended purpose).

As explained above, due to the dynamic feature of recommender systems, after the new (malicious) user information \( M' \) is added to \( M \), the factorization-based CF updates the model \( \Theta \). Specifically, it predicts the concatenated rating matrix (including unobserved elements) using matrix factorization as follows:

\[
\begin{bmatrix}
\hat{M}^* \\
M'
\end{bmatrix} =
\begin{bmatrix}
U^* \\
U'
\end{bmatrix}
V^*,
\]

where \( \hat{M}^* \in \mathbb{R}^{m \times n} \) (resp. \( M' \in \mathbb{R}^{m' \times n} \)) is a prediction of \( M \) (resp. \( M' \)), \( U^* \in \mathbb{R}^{n \times k} \) (resp. \( U' \in \mathbb{R}^{m' \times k} \)) is a user profile for \( m \) users (resp. \( m' \) malicious users), and \( V^* \in \mathbb{R}^{k \times n} \) is an item profile. Note that \( \hat{M}^* \), \( U^* \), and \( V^* \) are now different from \( \hat{M} \), \( U \), and \( V \), respectively, due to data poisoning (we use a symbol with ‘\( * \)’ to represent the poisoned data). Let \( \Theta^* = \{U^*, U', V^*\} \) be the poisoned model. \( \Theta^* \) is computed from \( \hat{M}^* \) and \( \hat{M} \) in the same way as in Section 2.1. For example, if we use ALS, we will find an approximate solution to the following optimization problem:

\[
\min_{\Theta^*} \|R_{\Omega}(M - U^*V^*)\|_F^2
+ \|R_{\Omega'}(M' - U'V^*)\|_F^2 + \lambda\|\Theta^*\|_F^2. \tag{4}
\]

Here, \( |R_{\Omega}(A)|_{i,j} \) equals to \( A_{i,j} \) if \( (i, j) \in \Omega \) and 0 otherwise. Fig. 1 depicts the rating matrix, its prediction, user profile, and item profile before/after data poisoning. Due to data poisoning, the prediction of \( M \) changes from \( \hat{M} = UV \) to \( \hat{M}^* = U^*V^* \). Since the system recommends items based on the prediction of \( M \), the recommended items also change owing to data poisoning.

Li et al. [32] proposed a method to optimize the malicious rating matrix \( M' \) for the adversary’s purpose, given that the adversary has full access to the original rating matrix \( M \). As for the adversary’s purpose, they considered an availability attack and an integrity attack (and their combination). They then defined, for each attack, a utility function \( \hat{R} : \mathbb{R}^{m \times n} \times \mathbb{R}^{m' \times n} \rightarrow \mathbb{R} \), which takes as input \( \hat{M}^* \) and \( \hat{M} \), and outputs a utility score that measures the goodness of \( \hat{M}^* \) for the adversary respective to the adversary’s purpose. Informally, in an availability attack an adversary tries to maximize the recommendation error of the recommendation system and in an integrity attack the adversary tries to boost/reduce the popularity of specific items.

For both utility functions, Li et al. [32] proposed an algorithm to find \( M' \) that maximizes the utility score \( \hat{R}(\hat{M}^*, M) \) under the assumption that the adversary has full access to \( M \). They use projected gradient descent where the gradient computation is based on first-order KKT conditions to solve the optimization problem. For both utility functions, the time complexity of their algorithm can be expressed as \( O((m + m')nk + (|\Omega| + |\Omega'|)k) \), where the former term is dominant in typical systems since \( |\Omega| + |\Omega'| \ll (m + m')n \). Here, we note that to estimate the time complexity, we exploit the fact that derivation of specific parameters contain many zero values. Some details on the mechanics of the algorithm will become more clear in Section 3 and for the exact details on the algorithm of Li et al., see [32].
3 Model Inversion Attacks for Collaborative Filtering Systems

In this section, we propose an inference attack for factorization-based CF that can infer past private behavior of users. To this end, we propose the first model inversion (MI) attack for the factorization-based CF.

3.1 Threat Model

Environment of recommender system. We first explain our threat model. We consider a recommender systems based on factorization-based CF. As is the case for standard deployed recommender systems, we assume the system is dynamic, i.e., updates the model parameter periodically, and that an adversary can maliciously inject fake users into the system by generating new user accounts. Moreover, an adversary can rate arbitrary items using the fake user accounts. We note that our MI is grey-box. Namely, the adversary knows that the recommender system is a factorization-based CF and further knows the value of the internal parameters such as number of users \( m \) and items \( n \). Finally, we consider user-to-item based recommendation (See Section 2.1).

Attack goal. The goal of the adversary is to infer past sensitive behaviors (i.e., rating histories) of users. Since we consider dynamic recommender systems, a user may rate items at any point during the lifetime of the system. In other words, the goal of the adversary is to infer any past sensitive behavior of the users. Moreover, since in practice, an adversary may not be able to inject arbitrary malicious users due to detection of the system, we consider adversaries that try to subvert such detections.

Adversary’s input. Firstly, we assume the adversary is given the item profile (denoted as \( \mathbf{V} \) in Section 2.1) of the recommender system as auxiliary information. In practice, there are multiple ways to collect such information. In the simplest case, since the item profile does not apparently contain user’s sensitive information, the system may share it with the users or release it publicly [40, 46]. It has also become standard practice for recommender systems to publish item similarity lists (e.g., Amazon’s “Customers who bought this item also bought...” feature) [8], so the adversary can approximate the item-by-item matrix, hence, the item profile from such information.

The adversary can also estimate the item profile from public web datasets [55] or some partial information on the rating matrix. For example, in some real-world services such as Amazon and Google Maps, we can observe all of the public ratings for some users by accessing the users’ profile pages\(^1\). In Section 4.4, we also conducted experiments where the adversary estimates an item profile using such information.

Next, the adversary is given the non-sensitive part of the top-\( l \) items recommended to the target user as input. Recall that in an MI attack, the adversary is given the output of the prediction model or the true label corresponding to the features of a target user as input (See Section 2.3). This is arguably a harder to acquire information compared to the item profile, however, we do not consider this as a significant impediment to our attack. Namely, due to the wide spread of social networks and its increasing role in recommendation systems [35, 56, 60, 61], it has become common for users to share their personal (non-sensitive) recommendations through social networks: for example most websites running recommender systems provide the users the option to embed the information to blogs or to share it via Twitter and Facebooks. We can also consider alternative indirect approaches. For instance, on many websites, users publicly rate or comment on (non-sensitive) items, revealing a high likelihood of being recommended that item by the system. Other sites which are not directly tied to the user’s rating histories, but leak partial information of the user may be taken advantage as well [24, 37, 44, 45]. For examples, “liked” movies and books listed in a Facebook user profile may reveal partial information of recommended items on Amazon.

3.2 Overview

In our attack, the adversary creates \( m' \) malicious user accounts whose rating matrix is given by \( \mathbf{M}' \). The goal of the attack is to link the sensitive items with some adversarially chosen “decoy” items which are seemingly innocuous to users. Fig. 2 shows an overview of the proposed attack. We provide an in-depth overview below.

Preparation. Let \( \mathcal{X} \subseteq [n] \) be the set of sensitive items (e.g., adult movies, medical items) and \( \mathcal{Y} \subseteq [n] \setminus \mathcal{X} \) be a set of “decoy” items. The decoy items are seemingly in-

\(^1\) Note that unlike social networks, the user names on the profile pages are nicknames in most cases, and hence the adversary does not know their real names. However, if the users disclose decoy items via social networks (as described in Section 3.2), their past sensitive behaviors are revealed along with their real names.
necuous for users (e.g., non-erotic novels, commodities) and are chosen by the adversary in advance. One way to do so is to randomly choose $\mathcal{Y}$ from the set of non-sensitive items $[n] \setminus \mathcal{X}$. This is simple but effective, as shown in our experiments. Let $\mathbf{M}$ be the rating matrix which represents the ratings provided by the $m$ users for some items before data poisoning. We assume that the rating matrix $\mathbf{M}$ includes high ratings for sensitive items in $\mathcal{X}$ provided by some users. Our goal is to learn $\mathbf{M}$ or put differently to model invert the recommender system.

**Malicious user injection.** The adversary performs data poisoning by creating $m'$ malicious user accounts and providing ratings for items, which are represented as $\mathbf{M}'$. The rating matrix $\mathbf{M}'$ is designed so that sensitive items $\mathcal{X}$ will be linked with decoy items $\mathcal{Y}$ by adding $\mathbf{M}'$ to $\mathbf{M}$ (we describe desirable properties for $\mathbf{M}'$ in more detail in Section 3.3, and explain how to compute $\mathbf{M}'$ in Section 3.4). Fig. 3 shows a visualization of the items after data poisoning.

**Algorithm 1: Model Inversion**

1. Create $m'$ malicious user accounts and add $\mathbf{M}'$ to $\mathbf{M}$ (How to compute $\mathbf{M}'$ is provided in Section 3.5).
2. Obtain the recommended items for the $m$ users.
3. Output a sensitive user list by adding a user to the list if her recommended items include $l'$ decoy items.

**Inference of sensitive user behavior.** After data poisoning, the system updates the model from $\Theta$ to $\Theta^*$, and recommends $m$ users a new list of items (e.g., top-$l$ items as described in Section 2.1), e.g., by showing them on the web page after log-in or by sending personalized e-mail/message. Since after poisoning, there is a high similarity between $\mathcal{X}$ and $\mathcal{Y}$, the recommended items should include one or more decoy items with high probability for those who provided a high rating for a sensitive item in $\mathcal{X}$. In our threat model (See Section 3.1), the adversary observes the non-sensitive part of the recommended items. Using them, the adversary creates a list of users who provided a high rating for an item in $\mathcal{X}$, which we call a sensitive user list.

**Remarks on our MI attack.** Our MI attack has no special requirements on the sizes $|\mathcal{X}|$ and $|\mathcal{Y}|$. When there are multiple items in $\mathcal{X}$, the adversary cannot specify, for each user in the list, which item among $\mathcal{X}$ she rated. However, if $\mathcal{X}$ is a set of items of the same type (e.g., adult movies, books having the same political orientation, or medical items), the adversary can infer her sexual inclination, political views, or health condition that she wants to keep as secret. Therefore, the adversary can violate a user’s privacy just by disclosing the fact that she provided a high rating for some (unspecified) item in $\mathcal{X}$. It is also possible to extend our attack so that different items in $\mathcal{Y}$ correlate differently with items in $\mathcal{X}$. In this case, the adversary can specify which item in $\mathcal{X}$ users evaluated/purchased.

In addition, note that the sensitive user list contains two types of errors: precision and recall, and that the trade-off between them can be controlled by changing the value of $l'$. When $l'$ is large, the adversary can de-
cide with very high confidence that users in the sensitive user list provided a high rating for a sensitive item in \( \mathcal{X} \). However, she fails to include users who rated a sensitive item in \( \mathcal{X} \) if the recommended items include less than \( l' \) decoy items. Thus, the adversary can increase precision at the cost of recall by increasing \( l' \). In general, if the adversary is targeting to attack some unspecified group of users, then precision is considered to be more desirable than recall. This is because even if recall is low, those users recommended the decoy items will be known by the adversary with high confidence that they have rated sensitive items in the past. Therefore, in real-life scenarios, an adversary being able to mount such attacks even with, say 10% recall, may be quite damaging.

### 3.3 Utility Function for MI Attacks

To formally cast our MI attack as an optimization problem, we first propose a utility function \( R^m \) which captures the motive of the adversary. As described in the overview (Section 3.2), we would like to design the maliciously injected rating matrix \( \hat{M}' \) so that sensitive items \( \mathcal{X} \) will be linked with decoy items \( \mathcal{Y} \). Namely, the similarity between \( \mathcal{X} \) and \( \mathcal{Y} \) should increase after injecting \( \hat{M}' \) to the system. On the other hand, although not mandatory, we would also like to avoid detection of malicious user accounts as much as possible.

A natural way to define a utility function \( R^m \) which captures the above intent would be to define \( R^m \) so that it takes the rating matrices \( M \) and \( M^* \) as input: this is the approach taken by Li et al. [32] for their poisoning attack (See Section 2.4). However, unfortunately, as mentioned in Section 3.1, in an MI attack the adversary does not have knowledge of the rating matrix \( M \) and is only given the item profile \( V \) as input. Therefore, we approximate the utility function that we really want with the following utility function \( R^m : \mathbb{R}^{n \times k} \times \mathbb{R}^{n \times k} \rightarrow \mathbb{R} \) which takes as input item profiles \( V^* \) and \( V \):

\[
R^m(V^*, V) = \sum_{i=1}^{k} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} (V^*_{i,x} - V_{i,y})^2 + \sum_{i=1}^{k} \sum_{x \in \mathcal{X}} (V^*_{i,x} - V^*_{i,x})^2 + \mu \| V^* - V \|^2_2. \tag{5}
\]

Below, we explain the terms in (5) in detail and justify that this approximates the utility function we want.

First, we observe that the item profile \( V \) can be used as an approximation of the rating matrix \( M \). In factorization-based CF, the item profile \( V \) is a low-dimensional representation of the property or concept that the items have. In other words, each row of \( V \) can be regarded as a cluster (also known as latent factor) [36]. In the poisoning phase, since we want to boost the similarity between the sensitive items \( \mathcal{X} \) and decoy items \( \mathcal{Y} \), we can instead use the item profile \( V \) which is a succinct representation of the relation between all items. In more detail, since each row of the predicted rating matrix \( \hat{M} \) is a linear combination of the item profile \( V \) (See Fig. 1), in order for a decoy item in \( \mathcal{Y} \) to have a high prediction in case the rating for a sensitive item in \( \mathcal{X} \) was high, it suffices to consider the item profile.

Now that we saw we can approximate \( M \) by \( V \), we proceed to explain each term in (5). We begin with the first and second terms. At a high level, the accuracy of our MI attack increases with decrease in the two terms. The first (resp. second) term in (5) is the summation of the square errors between the entries of sensitive items \( \mathcal{X} \) in \( V \) and decoy items \( \mathcal{Y} \) (resp. sensitive items \( \mathcal{X} \)) in \( V^* \). The first term captures intent of “increase the similarity between \( \mathcal{X} \) and \( \mathcal{Y} \)” and the second term captures intent of “maintain high ratings for sensitive items \( \mathcal{X} \) unchanged”. The former is self-explanatory. The latter term is required since even if we increase the similarity between sensitive items \( \mathcal{X} \) and decoy items \( \mathcal{Y} \), our attack would be void unless the decoy items are recommended to the users.

More specifically, if we decrease the square errors between sensitive items \( \mathcal{X} \) after poisoning and decoy items \( \mathcal{Y} \) after poisoning (i.e., if we decrease \( \sum_{i=1}^{k} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} (V^*_{i,x} - V_{i,y})^2 \) instead of the first and second terms, then all of the entries in \( \mathcal{X} \) and \( \mathcal{Y} \) might be very small after poisoning (i.e., we might find a trivial solution such as: \( V_{i,x}^* = V_{i,y}^* = 0 \) for any \( i \in [k] \), any \( x \in \mathcal{X} \), and any \( y \in \mathcal{Y} \)). In this case, decoy items would not be recommended to the users who had rated sensitive items. We introduce the first and second terms to avoid this issue. By the second term, if a user had rated a sensitive item high, then the updated model will predict that the user has high affinity with the sensitive item. Then by the first term, it will also predict (i.e., recommend) a decoy item to the user.

Finally, we explain the meaning of the third term in (5). At a high level, this is included to make the attack less detectable. The term is the summation of square errors between elements in \( V^* \) and \( V \). When this term is small, the item profile \( V \) is not changed much by data poisoning. Therefore, since \( V^* \) and \( V \) approximate the behaviors of \( \hat{M}^* \) and \( \hat{M} \), respectively, the two predicted rating matrices \( \hat{M}^* \) and \( \hat{M} \) do not change much by data poisoning. Furthermore, taking into consideration that \( \hat{M} \) is a prediction of the actual rating matrix \( M \), we can expect that the injected malicious users \( M' \) which is used to generate the item profile \( V^* \) do not deviate...
much from the actual user behavior $\mathbf{M}$. Specifically, as the third term decreases, the injected malicious users by our attack will become less detectable. Since this has the opposite effect from the first two terms, we include a hyper parameter $\mu \geq 0$ to control the trade-off between the precision of our MI attack and the difficulty of detection. The accuracy of our MI attack will increase by moving $\mu$ close to 0. Conversely, the detection of our attack becomes more difficult by increasing $\mu$.

### 3.4 Casting Our MI Attack as an Optimization Problem

In this section, we formalize our MI attack as an optimization problem using the utility function $R^{mi}$ defined in (5). As a recap, the variable we want to optimize is the rating matrix $\mathbf{M}'$ that we inject into the system and we assume that the item profile $\mathbf{V}$ is available to the adversary. We also assume that each rating is bounded in the range $[-\Lambda, \Lambda]$ or $[0, \Lambda]$, where $\Lambda$ is a positive number known to the adversary. Since the description of our algorithm is essentially the same for both ranges, in the following we only explain our algorithm for the former range $[-\Lambda, \Lambda]$. We also let $\mathcal{M}_1$ be the set of all rating matrices $\mathbf{M}'$ such that each rating in $\mathbf{M}'$ is bounded in the range $[-\Lambda, \Lambda]$. Finally, we assume that each malicious user account only rates at most $b_{max} \in \mathbb{N}$ items. We make this assumption to reduce the computational cost required for the adversary to rate items of malicious users. Moreover, this is useful for avoiding detection of our attack; intuitively, if the malicious user rates too many items, since it is an uncommon behavior for standard users, the adversary may easily detect.

In our MI attack, we optimize the $b \leq b_{max}$ items each injected malicious users rate. We note that in the poisoning attack of Li et al. [32], the items are randomly chosen. To summarize so far, the optimization problem of our MI attack can be expressed as solving the following optimal malicious rating matrix $\mathbf{M}'_{\text{opt,}l_0}$:

$$
\min_{\mathbf{M}' \in \mathcal{M}_1} R^{mi}(\mathbf{V}^*, \mathbf{V}) \text{ s.t. } \forall i \in [m'], \|\mathbf{M}'_i\|_0 \leq b_{max}. \tag{6}
$$

where $\mathbf{M}'_i$ is the $i$-th row of $\mathbf{M}'$, and $\| \cdot \|_0$ is the $l_0$ norm; i.e., $\|\mathbf{M}'_i\|_0$ is the number of non-zero elements in $\mathbf{M}'_i$. Thus, $\mathbf{M}'_{\text{opt,}l_0}$ in (6) minimizes the utility function $R^{mi}(\mathbf{V}^*, \mathbf{V})$ among $\mathcal{M}_1$ under the constraint that each malicious user rates at most $b_{max}$ items. However, unfortunately, the optimization problem in (6) is non-convex and cannot be solved efficiently.

To circumvent the problem, we relax the $l_0$ norm constraint with the $l_1$ norm constraint, and solve an approximated version of (6). Approximating the $l_0$ norm with the $l_1$ norm is a well-known technique in sparse modeling [36]. The actual optimization problem we consider is expressed as solving the following optimal malicious rating matrix $\mathbf{M}'_{\text{opt,}l_1}$:

$$
\min_{\mathbf{M}' \in \mathcal{M}_1} R^{mi}(\mathbf{V}^*, \mathbf{V}) \text{ s.t. } \forall i \in [m'], \|\mathbf{M}'_i\|_1 \leq b_{max}\Lambda, \tag{7}
$$

where $\| \cdot \|_1$ is the $l_1$ norm; i.e., $\|\mathbf{M}'_i\|_1 = \sum_{j=1}^n |\mathbf{M}'_{ij}|$. $\|\mathbf{M}'_i\|_1$ equals to $b_{max}\Lambda$ when the malicious user provides the highest rating ($=\Lambda$) to $b_{max}$ items and does not rate any other items. Since the $l_1$ norm constraint promotes sparsity [20], the optimization problem in (7) provides a sparse solution $\mathbf{M}'_{\text{opt,}l_1}$, in which each malicious user rates only a small number of items, and hence, can be used as an approximation to $\mathbf{M}'_{\text{opt,}l_0}$.

### 3.5 Solving the Optimization Problem

#### 3.5.1 Projected Gradient Descent

In this section, we explain how to solve the optimization problem in (7). Since the $l_1$ norm is convex, we can find an approximate solution to (7) by using the projected gradient descent (PGD) method. Given some initial matrix $\mathbf{M}(0)$, we solve for $\mathbf{M}'_{\text{opt,}l_1}$ by sequentially updating $\mathbf{M}'$ as follows:

$$
\mathbf{M}^{(t)} = \text{Proj}_{\mathcal{M}_2} \left( \mathbf{M}^{(t-1)} - s_t \cdot \nabla_{\mathbf{M}'} R^{mi}(\mathbf{V}^*, \mathbf{V}) \right), \tag{8}
$$

where $\mathbf{M}^{(t)}$ is $\mathbf{M}'$ computed at the $t$-th iteration, $s_t$ is the step size at the $t$-th iteration, $\nabla_{\mathbf{M}'} R^{mi}(\mathbf{V}^*, \mathbf{V}) \in \mathbb{R}^{m' \times n}$ is the direction to descend, and $\text{Proj}_{\mathcal{M}_2}$ is the projection operator onto $\mathcal{M}_2$, where $\mathcal{M}_2$ is defined as the set of all feasible matrices $\mathbf{M}'$ defined as

$$
\mathcal{M}_2 = \{\mathbf{M}' | \forall i \in [m'], \forall j \in [n], \mathbf{M}'_{ij} \in [-\Lambda, \Lambda], \|\mathbf{M}'_i\|_1 \leq b_{max}\Lambda \}. \tag{9}
$$

We postpone the discussion on how to compute $\nabla_{\mathbf{M}'} R^{mi}(\mathbf{V}^*, \mathbf{V})$ in (8) to Section 3.5.2 and proceed with how to compute $\text{Proj}_{\mathcal{M}_2}$.

Specifically, after computing $\nabla_{\mathbf{M}'} R^{mi}(\mathbf{V}^*, \mathbf{V})$ in (8), we subtract $s_t \cdot \nabla_{\mathbf{M}'} R^{mi}(\mathbf{V}^*, \mathbf{V})$ from $\mathbf{M}^{(t-1)}$, and project the result value onto $\mathcal{M}_2$. Since $\mathcal{M}_2$ is convex, the projection onto $\mathcal{M}_2$ can be written as a projection onto a point in $\mathcal{M}_2$ that minimizes the Frobenius norm:

$$
\text{Proj}_{\mathcal{M}_2}(\mathbf{A}) = \arg\min_{\mathbf{B} \in \mathcal{M}_2} \|\mathbf{A} -\mathbf{B}\|_F^2. \tag{10}
$$
Fig. 4. Projected gradient update \((m' = 1, n = 2, b_{\text{max}} = 1)\). A gradient update \((= M^{T(t-1)} + s_t \cdot \nabla_M R_{\text{mi}}(V^*, V))\) is projected onto \(M_2 = \{M' \mid |M'_{1,1}| + |M'_{1,2}| \leq \Lambda\}\).

Fig. 4 shows two examples of the projected gradient updates computed via (8) and (10) in the case where \(m' = 1, n = 2, \) and \(b_{\text{max}} = 1\). In this figure, the gradient update in the shaded area is projected onto a corner of \(M_2 = \{M' \mid |M'_{1,1}| + |M'_{1,2}| \leq \Lambda\}\), which permits a sparse solution.

We update \(M'\) by computing a projected gradient update via (8) and (10) until convergence, and use the converged value as an approximation of \(M'_{\text{opt}, t}\). If the number of non-zero elements in \(M'\) of the converged matrices exceeds \(b_{\text{max}}\), we choose \(b_{\text{max}}\) items with the highest absolute ratings \(|M'_{1,j}|\) and set ratings of the remaining items to zero. In this way, we satisfy the constraint that each malicious user account rates at most \(b_{\text{max}}\) items.

3.5.2 Computing the Gradient \(\nabla_M R_{\text{mi}}(V^*, V)\)

It remains to show how to compute \(\nabla_M R_{\text{mi}}(V^*, V) \in \mathbb{R}^{m' \times n}\) in (8). Firstly, by using the chain rule, \(\nabla_M R_{\text{mi}}(V^*, V)\) can be written as follows:

\[
\nabla_M R_{\text{mi}}(V^*, V) = (\nabla_V R_{\text{mi}}(V^*, V)) (\nabla_V V^*)^{-1},
\]

where \(\nabla_M V^* \in \mathbb{R}^{(m' \times n) \times (n \times k)}\) and \(\nabla_V R_{\text{mi}}(V^*, V) \in \mathbb{R}^{n \times k}\). Below we describe how to compute the individual terms \(\nabla_M V^*\) and \(\nabla_V R_{\text{mi}}(V^*, V)\) in detail.

Computation of \(\nabla_M V^*\). We compute \(\nabla_M V^*\) through the KKT (Karush-Kuhn-Tucker) condition [6] similarly to the approach took in [32]. Specifically, a model \(\Theta^*\) that minimizes (4) satisfies the following KKT condition for \(j \in [n]\):

\[
\lambda v_j = \sum_{i \in \Omega_j} (M_{i,j} - u_i^* v_j^*) u_i^* + \sum_{i \in \Omega'_j} (M'_{i,j} - u_i'^* v_j^*) u_i'^*,
\]

where \(u_i^* \in \mathbb{R}^k\) (resp. \(u_i'^* \in \mathbb{R}^k\)) is the \(i\)-th row of \(U^*\) (resp. \(U'^*\)), \(v_j^* \in \mathbb{R}^k\) is the \(j\)-th row of \(V^*\), and \(\Omega_j \subseteq [m]\) (resp. \(\Omega'_j \subseteq [m']\)) is the set of observed rows in the \(j\)-th column of \(M\) (resp. \(M'\)); i.e., \(\Omega_j = \{i : M_{i,j} \in \text{observed}\}\), \(\Omega'_j = \{i : M'_{i,j} \in \text{observed}\}\).

Since \((a^t b) a = (a a^t) b\) for any vectors \(a, b \in \mathbb{R}^k\), the equation (12) can be expressed as follows:

\[
\left(\lambda I_k + \sum_{i \in \Omega_j} u_i^* u_i^T + \sum_{i \in \Omega'_j} u_i'^* u_i'^T\right) v_j = \sum_{i \in \Omega_j} M_{i,j} u_i^* + \sum_{i \in \Omega'_j} M'_{i,j} u_i'^* \quad \text{for} \ j \in [n],
\]

where \(I_k\) is the \(k \times k\) identity matrix. By differentiating both sides of (13) with respect to \(M'_{i,j}\), we can compute each entry of \(\nabla M' V^*\) as follows:

\[
\frac{\partial v_j}{\partial M'_{i,j}} = \left(\lambda I_k + \sum_{i \in \Omega_j} u_i^* u_i^T + \sum_{i \in \Omega'_j} u_i'^* u_i'^T\right)^{-1} u_i^*,
\]

It should be noted, however, that we cannot actually compute (14). The adversary who runs this algorithm only has knowledge of the item profile \(V\) and therefore does not have knowledge of the user profile \(U^*\) or \(U'\). In the setting of Li et al. [32], this was not a big issue since they assumed knowledge of the rating matrix \(M\). Specifically, after they injected \(M'\) to the system, they were able to compute \(U^*\) and \(U'\) using matrix factorization.

To address this issue, we aim to simulate the real rating matrix \(M\) only using the item profile \(V\). If we can do this, then we can use the method of [32] to proceed with computing (14). To this end, we randomly generate \(U\) and construct a predicted rating matrix \(\hat{M}\) (see Fig. 1). Here we assume that the adversary knows the domain of elements in \(U\) (e.g., \([0, 1]\)) as commonly assumed in non-negative matrix factorization [12, 23], and randomly generates \(U\) from a uniform distribution within this range. The adversary can also estimate the domain of \(U\) from \(V\) and the domain of \(M\). Since \(\hat{M}\) is a prediction of the actual rating matrix \(M\), \(\hat{M}\) is an approximation of \(M\). Therefore, we can compute \(U^*\) and \(U'\) via matrix factorization from the approximated \(M\) and \(M'^{(t-1)}\). Finally, we compute \(\nabla_V V^*\) by computing \(\partial v_j / \partial M'_{i,j}\) for all \(i \in [m]\) and \(j \in [n]\) via (14).

Computation of \(\nabla_V R_{\text{mi}}(V^*, V)\). By differentiating both sides of (5) with respect to \(V^*_{i,j}\), we obtain

\[
\frac{\partial R_{\text{mi}}(V^*, V)}{\partial V^*_{i,j}} = \begin{cases} 
2(\mu + 1)(V^*_{i,j} - V_{i,j}) & \text{if } j \in \mathcal{X} \\
2(\mu + 1)(V^*_{i,j} - V_{i,j}) + 2\mu(V^*_{i,j} - V_{i,j}) & \text{if } j \in \mathcal{Y} \\
2\mu(V^*_{i,j} - V_{i,j}) & \text{otherwise}.
\end{cases}
\]
that in Section 4, we initialize time to multiply them together.

3.6 Discussions on Our Algorithm and Summary of Algorithm.

Recall that we can compute this because the adversary method. The time complexity of computing (11) can computing the gradient in (11) in each iteration of the PGD algorithm and provide simple techniques to boost the.

We finally provide some discussions on our proposed algorithm. We use this alternative algorithm in the experiment in Section 4. As we explained in Section 3.5.2, to compute \(\nabla M V^*\) we randomly sampled a user profile \(U \in \mathbb{R}^{m \times k}\) to simulate the rating matrix \(M \in \mathbb{R}^{m \times n}\). This was because the item profile \(V\) looses all information on the users, and to reconstruct \(M\), we had to simulate the user profile \(U\). However, put differently, since \(V\) does not include any information on the users, there is in fact no reason for the algorithm to choose a user profile of size \(m \times k\). Specifically, since we assume that the latent factors of the users and items have a low-dimensional representation, our algorithm works equivalently well with a random user profile \(U \in \mathbb{R}^{k \times k}\) which is a more succinct representation of the user property. Recall here that \(k\) was a small number representing the dimension of the latent factors. Put differently, since we only had knowledge of the item profile to begin with, our algorithm is agnostic to the number of users in the recommender system. Therefore, substituting this simple modification into our proposed algorithm, we can lower the computational time of \(\nabla M V^*\) down to \(O((nk + \Omega')k)\). In total, the time complexity of the algorithm is now \(O((k + m')nk)\). Since \(k \ll m\), this is much more efficient than the original algorithm.

4 Experimental Evaluation

In this section, we provide experimental results to validate the effectiveness of our proposed inference attack. We then discuss possible defenses against our attack.

3.6 Discussions on Our Algorithm and Further Optimization

We finally provide some discussions on our proposed algorithm and provide simple techniques to boost the efficiency of our algorithm. The time complexity of our algorithm is dominated by the time complexity of computing the gradient in (11) in each iteration of the PGD method. The time complexity of computing (11) can be further broken down into time it takes to compute the two gradients \(\nabla M V^*\) and \(\nabla V R^m(V^*, V)\), and the time to multiply them together.

First, we analyze the simplest term \(\nabla V R^m(V^*, V)\). Since we compute (15) for all \(i \in [k]\) and \(j \in [n]\), the time complexity to compute this gradient is \(O(nk)\). On the other hand, the computation of \(\nabla M V^*\) is more heavy. Since we simulate the rating matrix \(M\) by \(\tilde{M} \in \mathbb{R}^{m \times n}\) and perform matrix factorization on the concatenated matrix of \(\tilde{M}\) and \(M^*\) (See Fig. 1), the time complexity to compute this gradient is dominated by \(O((mn + \Omega')k)\). Here, note that \(\tilde{M}\) is a dense matrix which is a prediction of the (sparse) rating matrix \(M\), and \(M^*\) is a sparse matrix which is injected to the recommender system with \(\Omega' \ll m'k\) observed entries. Finally, at first glance computing (11) may require \(O(m'n^2k)\) time complexity, however, by exploiting the fact that each row of \(\nabla M V^* \in \mathbb{R}^{m \times (n \times k)}\) (where we view this as a \(\mathbb{R}^{m \times n \times k}\) matrix) contains only \(k\) non-zero values, the actual time complexity can be expressed as \(O(mnk)\).

To summarize, the time complexity of our algorithm is \(O((m + m')nk)\). Note that this is the same time complexity as the poisoning algorithm of Li et al. [32].

Finally, we provide a simple way to boost efficiency of our proposed algorithm. We use this alternative algorithm in the experiment in Section 4. As we explained in Section 3.5.2, to compute \(\nabla M V^*\) we randomly sampled a user profile \(U \in \mathbb{R}^{m \times k}\) to simulate the rating matrix \(M \in \mathbb{R}^{m \times n}\). This was because the item profile \(V\) looses all information on the users, and to reconstruct \(M\), we had to simulate the user profile \(U\). However, put differently, since \(V\) does not include any information on the users, there is in fact no reason for the algorithm to choose a user profile of size \(m \times k\). Specifically, since we assume that the latent factors of the users and items have a low-dimensional representation, our algorithm works equivalently well with a random user profile \(U \in \mathbb{R}^{k \times k}\) which is a more succinct representation of the user property. Recall here that \(k\) was a small number representing the dimension of the latent factors. Put differently, since we only had knowledge of the item profile to begin with, our algorithm is agnostic to the number of users in the recommender system. Therefore, substituting this simple modification into our proposed algorithm, we can lower the computational time of \(\nabla M V^*\) down to \(O((nk + \Omega')k)\). In total, the time complexity of the algorithm is now \(O((k + m')nk)\). Since \(k \ll m\), this is much more efficient than the original algorithm.

Thus, we can compute \(\nabla V \cdot R^m(V^*, V)\) by computing \(\partial R^m(V^*, V)/\partial V_{i,j}\) for all \(i \in [k]\) and \(j \in [n]\) via (15). Recall that we can compute this because the adversary is given \(V\) as input.

**Summary of Algorithm.** The proposed algorithm to compute \(M^*\) can be summarized in Algorithm 2. Note that in Section 4, we initialize \(M^{(0)}\) by a zero matrix.

**Algorithm 2: Computing \(M^*\)**

1. **Input:** \(V, k, m', \mu, b_{\text{max}}, \Lambda, \lambda\)
2. **Output:** \(M^*\)
3. **Initialize** \(M^{(0)}\), \(t \leftarrow 1\).
4. **repeat**
   5. Compute \(\nabla M^* R^m(V^*, V)\) by (11), (14), (15).
   6. Compute \(M^{(t)}\) by (8)–(10).
   7. \(t \leftarrow t + 1\).
8. **until** \(M^{(t)}\) converges.
9. **Choose** \(b_{\text{max}}\) items with the highest absolute ratings \(|M'_{i,j}|\) and set ratings of the remaining items to zero for each row of \(M^{(t)}\).
10. **return** \(M^* := M^{(t)}\).

4.1 Datasets and System Settings

In our experiments, we considered two types of recommender systems using factorization-based collaborative filtering: a point-of-interest (POI) recommender system [33], and a movie recommender system [29]. The POI recommender system presents unvisited locations that a user would be concerned with from the locations the user visited in the past. The movie recommender system...
proposes unseen movies that a target user would prefer based on the past ratings on her watched movies. Below we explain the datasets and system settings in detail.

Datasets. We used the Foursquare global-scale check-ins dataset [67] for the POI recommender system, and the MovieLens 20M dataset [19] for the movie recommender system. Below we explain these datasets.

- Foursquare global-scale check-ins [67]: The Foursquare dataset contains user’s check-in data at various venues throughout the world. In our experiments, we used check-in data at venues located in Manhattan (latitude: [40.7, 40.8], longitude: [−74.04, −73.92]). We extracted users with at least 10 check-ins, and venues with at least 10 check-ins in the target region. The check-in data for each user was converted to binary rating data; i.e., 1 means that the user has visited the venue one or more times, and 0 means that the user has not visited the venue. We randomly selected 80% of ratings per each user for training, and used the remaining 20% ratings for testing (we did not use the rating time in selecting training data, since the factorization-based CF does use the time information). We created the rating matrix $M$ from the training data. The numbers of users and items in $M$ were $m = 1722$ and $n = 1983$, respectively.

- MovieLens 20M [19]: The MovieLens dataset includes user’s ratings on movies. Each rating is made on a value between 0.5 and 5.0 with 0.5 increments. We extracted the most recent 100K ratings based on time stamps, and then selected users with at least 20 ratings and movies with at least 20 ratings. We randomly selected 80% of ratings per each user for training (i.e. for creating the rating matrix $M$), and used the remaining 20% ratings for testing. The number of users and items in $M$ were $m = 814$ and $n = 1124$, respectively.

Parameter settings of the recommender system. To set the parameters of the target recommender systems, we used three performance metrics: the root mean square error (RMSE), and precision and recall in the top-$l$ recommendation (RSPre@$l$ and RSRec@$l$). Their definitions are given in Appendix B.

We evaluated the RMSE to determine the number $k$ of columns (or rows) in $U$ (or $V$) and the regularization parameter $\lambda$. For each dataset, we determined the values of $k$ and $\lambda$ that achieve the lowest RMSE. We evaluated RSPre@$l$ and RSRec@$l$ to determine the number $l$ of recommended items. We determined $l$ so that RSPre@$l$ and RSRec@$l$ took almost the same value.

For each dataset, we performed matrix factorization 20 times with different initial values of $U$ and $V$. As a result, for the Foursquare dataset, the parameters $k$, $\lambda$, and $l$ were set to $k = 30$ and $\lambda = 0.01$, and $l = 5$. The average values of RMSE, RSPre@$l$, and RSRec@$l$ were 0.0306, 0.0215, and 0.0340, respectively. For the MovieLens dataset, the parameters $k$, $\lambda$, and $l$ were set to $k = 30$ and $\lambda = 0.02$, and $l = 10$. The average values of RMSE, RSPre@$l$, and RSRec@$l$ were 0.8525, 0.0421, and 0.0466, respectively.

4.2 Attack Performance

Experimental Set-up. We first evaluated the performance of our MI attack when an attack detector is not used in the recommender system. To this end, we performed our attack without consideration for attack detection; i.e., we set $\mu = 0$ in (5). Below we describe how we performed our attack for each of the two systems.

- Attack for the POI recommender system: For the POI recommender system, we assumed a scenario where an adversary attempts to disclose a hospital the user has visited in the past. The Foursquare dataset has a category label such as “Restaurant”, “Office”, and “Hospital” for each venue. We used this information to determine sensitive and decoy items. Specifically, we regarded a “Hospital” venue visited by the most users as a sensitive item (18 users out of 1722 users visited this venue). We then randomly selected three decoy items from venues not included in the “Hospital” category. The categories of the decoy items were “Restaurant”, “Music Venue”, and “Bus Line”.

We optimized each rating in the malicious rating matrix $M'$ in the range $[0, 1]$ using Algorithm 2 in Section 3.5. Here, since the average number of items rated by each (normal) user was 15, we set the maximum number of items a malicious user could rate to $b_{\text{max}} = 15$. We set the number of malicious users $m'$ so that the ratio $\alpha$ between $m'$ and $m$ ($= 1722$) was $\alpha = 0.01, 0.02, 0.03, 0.04, \text{ or } 0.05$; i.e., $m' = \alpha m = 17.34, 52.69, \text{ or } 86$. After computing $M'$ using Algorithm 2, we rounded each rating in $M'$ to $0/1$.

Then we performed our MI attack using Algorithm 1 in Section 3.2. We set a threshold $l'$ to determine whether a user rated a sensitive item to $l' = 1, 2, \text{ or } 3$.

- Attack for the movie recommender system. For the movie recommender system, we assumed a scenario where an adversary attempts to disclose an immoral movie the user has given the highest rating (5-star rating). The MovieLens dataset includes a category label such as “sci-fi”, “teen”, and “adultery” for each movie. These category labels were tagged by users. We selected
sensitive and non-sensitive items based on this information. Specifically, we regarded an “adultery” movie highly rated by the most users as a sensitive item (20 users out of 814 users gave 5-star ratings to this movie). We then randomly selected five decoy items from movies not in the “adultery” category. The categories of the decoy items were “thriller”, “action”, “mockumentary”, “teen”, and “satire”.

We optimized each rating in the malicious rating matrix $M'$ in the range $[0,5]$ using Algorithm 2. Since the average number of items rated by each user (normal) was 62, we set the maximum number of items that a malicious user could rate to $b_{\text{max}} = 62$. We set the number of malicious users $m'$ so that $\alpha = 0.01, 0.02, 0.03, 0.04$, or 0.05; i.e., $m' = \alpha m = 8, 16, 24, 33$, or 41. After computing $M'$ using Algorithm 2, we rounded each rating to a value between 0.5 and 5.0 with 0.5 increments.

Then we performed our MI attack using Algorithm 1. We set a threshold $l'$ to $l' = 1, 2, 3, 4,$ or 5.

As the performance metrics for MI attacks, we used the following precision (MIPre) and recall (MIRec):

$$MIPre = \frac{|X \cap Y, l'|}{|Y, l'|}, \quad MIRec = \frac{|X \cap Y, l'|}{|X|}, \quad (16)$$

where $X$ is the set of users who have highly rated a sensitive item, and $Y, l'$ is the set of users to whom $l'$ or more decoy items are recommended.

We performed our MI attack 20 times for each dataset with different initial values of $U$. As described in Section 3.5.2, we generated $U$ from a uniform distribution over the interval $[0,1]$. We then evaluated the averages of MIPre and MIRec to stabilize performance.

We also considered a random guess as a baseline attack for comparison. In this attack, the adversary randomly selects a user and predicts that the user highly rated a target sensitive item in the past. The success probability of this attack (i.e., the probability that the adversary’s prediction is correct) is given by $|X|/m$, where $|X|$ is the number of users who have highly rated a sensitive item. We call this success probability the baseline precision. For the Foursquare and MovieLens datasets, the baseline precision was 1.05% ($=18/1722$) and 2.46% ($=20/814$), respectively.

**Evaluation Results.** Fig. 5 shows the experimental results. The horizontal axis shows the poisoning rate ($\alpha = m'/m$), whereas the vertical axis shows precision (MIPre) or recall (MIRec) of our MI attack. Note that when no decoy items are recommended (i.e., when the denominator of (16) is zero), we cannot compute the precision. We do not plot the precision for such cases.

It can be seen from Fig. 5 that our inference attack is a realistic and possible threat for actual recommender systems. For the Foursquare dataset, our attack achieved 100% precision and 50% recall when $\alpha = 0.05$ and $l' = 3$. This means that the adversary successfully revealed a half of the users who had visited a hospital with 100% accuracy. For the MovieLens dataset, the precision and recall were 74.6% and 23.5%, respectively, when $\alpha = 0.05$ and $l' = 5$. As explained above, the baseline precision for the Foursquare dataset (resp. the MovieLens dataset) was 1.05% (resp. 2.46%). Thus, our attack has much higher precision than a baseline attack.

On the other hand, at first glance, one may feel that recall is much lower compared to precision. However, as described in Section 3.2, precision is considered to be more desirable than recall for the adversary in practical scenarios. For our experiment of MovieLens dataset, around one-fourth of the users who rated highly an immoral movie is exposed by a fairly high confidence (74.6% precision). For some users this may be higher exposure rate than they are comfortable with.

It can also be seen from Fig. 5 that both precision and recall of our attack are increased with an increase in the number of malicious users. In addition, a trade-off between the precision and recall can be controlled by changing the threshold $l'$, as described in Section 3.2. The adversary can increase her precision at the cost of recall by increasing $l'$.

Furthermore, it is important to note that the poisoning rate of our attack is much lower than that of the data poisoning attack by Li et al. [32]. The attack of Li et al. requires 10% or more poisoning rate to achieve high performance. On the other hand, our attack re-
Experimental Set-up. If the behavior of malicious users is totally different from that of normal users, it would be easy to detect them using anomaly detection techniques [10]. However, our MI attack can avoid such detection by increasing the value of a hyper parameter \( \mu \) in (5). In this subsection, we evaluate the resilience of our attack to anomaly detection by changing \( \mu \).

We considered an anomaly detector using the one-class SVM (OCSVM) [9, 54]. It is well-known that the OCSVM has strong detection power for various use cases of outlier detection. In our experiments, the OCSVM was leveraged in supervised learning settings. We trained a model for detection from the training data in the rating matrix \( \mathbf{M} \) (described in Section 4.1). Here, we regarded each user’s ratings as a \( n \)-dimensional feature vector. Since the dimension \( n \) of the feature vector was very high, we introduced the principal components analysis (PCA) for dimensionality reduction, and reduced the dimension from \( n \) to the number \( k (=30) \) of columns in the item profile \( \mathbf{V} \). Given the ratings of a malicious user, the detector checks whether or not the ratings are malicious using the learned detection model.

There are two parameters \( \gamma \) and \( \nu \) in the OCSVM; \( \gamma \) is the complexity of the model, and \( \nu \) is an upper bound on the fraction of outliers in training data. We optimized \( \gamma \) so that the variance of the gram matrix was maximized (see [28] for more detail). We determined \( \nu \) by assuming the Gaussian distribution for feature vectors and applying the 3\( \sigma \) principle. For the Foursquare (resp. MovieLens) dataset, we set the parameters to \( \gamma = 0.1 \) and \( \nu = 0.003 \) (resp. \( \gamma = 0.02 \) and \( \nu = 0.003 \)).

We performed our MI attack with five different values of \( \mu \) for each dataset. For the Foursquare (resp. MovieLens) dataset, we set \( \mu \) to \( \mu = 1, 5, 10, 50, \) or \( 100 \) (resp. \( \mu = 0.01, 0.05, 0.1, 0.5, \) or \( 1 \)). We fixed the poisoning rate to \( \alpha = 0.05 \). As a metric for the resistance to attack detection, we used the detection rate, which is the ratio of the number of detected malicious user accounts divided by the number of all malicious user accounts. As metrics for the attack performance, we used the precision (MIPre) and the recall (MIRec). As with Section 4.2, we performed our MI attack 20 times with different initial values of \( \mathbf{U} \), and then averaged the result values for each of the three metrics.

Evaluation Results. Fig. 6 shows the experimental results. For each dataset, the top two graphs show the attack performance (precision and recall), whereas the bottom graph shows the detection rate.

It can be seen that the resistance to attack detection is improved by increasing the value of \( \mu \). When \( \mu = 0 \), all of the malicious user accounts were detected. However, the detection rate was significantly decreased with an increase in \( \mu \). For instance, the detection rate decreased by 57.5% at \( \mu = 10.0 \) in the Foursquare dataset. The detection rate decreased by 28.4% at \( \mu = 0.1 \) in the MovieLens dataset. It can also be seen that the attack performance (i.e., MIPre and MIRec) decreased with an increase in \( \mu \). This means that there is a trade-off between the attack performance and the resistance to attack detection, as described in Section 3.3.
Nevertheless, our MI attack was still effective for the above values of \( \mu \); i.e., our MI attack achieved 70.8% precision and 23.3% recall at \( \mu = 10.0 \) in the Foursquare dataset, and 42.5% precision and 15% recall at \( \mu = 0.1 \) in the MovieLens dataset. Our attack keeps much higher precision than the baseline attack, even with an increase in \( \mu \). Thus we conclude that the adversary can disclose the user’s past private behavior, such as the fact that she visited a hospital and the fact that she highly rated an immoral movie, while avoiding attack detection.

**4.4 MI Attack Using Approximate \( V \)**

**Experimental Set-up.** Here we consider an attack scenario in which the adversary does not have full knowledge of \( V \). As described in Section 3.1, in some real-world services (e.g., Amazon, Google Maps), we can observe all of the public ratings for some users by accessing the users’ profile pages. In this case, the adversary can access some rows of \( M \) and approximate \( V \) by factorizing the partial \( M \). We show that our MI attack is effective even when we use such an approximate \( V \).

In our experiments, we assumed that the adversary can observe all the ratings from a part of users. We denote by \( \beta \) a ratio of users whose ratings are available to the adversary. For both datasets, we set \( \beta = 0, 0.2, 0.4, 0.6, 0.8 \), and approximated \( V \) using the partial \( M \). We set \( \mu = 0 \), the poisoning rate to \( \alpha = 0.02 \) or 0.05, and a threshold \( l^\prime \) to \( l^\prime = 1 \) or 2 (resp. \( l^\prime = 3 \) or 4) for the Foursquare (resp. MovieLens) dataset. As with Sections 4.2 and 4.3, we performed our MI attack 20 times, and averaged MIPre and MIRec.

**Evaluation Results.** Fig. 7 shows the experimental results. It can be seen that both MIPre and MIRec increase with an increase in \( \beta \). In Algorithm 2, we initialize \( M^\prime \) by setting the ratings of sensitive and decoy items to the highest rating. MIPre and MIRec thereby have some moderate values even if any information on \( V \) does not leak (i.e., \( \beta = 0 \)). However, when a part of ratings leaks, the attack performance is further improved by optimization of \( M^\prime \) with an approximate \( V \). Moreover, our MI attack can also avoid anomaly detection by increasing \( \mu \), as shown in Section 4.3. Thus we conclude that our MI attack is effective even when the adversary cannot obtain the complete \( V \).

**4.5 Discussions on Defenses**

In Section 4.3, we showed that our MI attack can avoid the anomaly detector using OCSVM [9, 54] while keeping high precision. We finally discuss possible defenses against our MI attack other than anomaly detection.

For example, differentially private matrix factorization (DPMF) [34] might be a promising defense against our MI attack. Specifically, Wang et al. [62] showed that posterior sampling-based Bayesian learning algorithms, which train parameters by sampling from a posterior distribution, provide differential privacy (DP) [11] for free (without additional noise). Subsequently, Liu et al. [34] proposed DPMF that trains \( U \) and \( V \) via posterior sampling, and proved that DPMF provides \( \epsilon \)-DP. \( \epsilon \)-DP guarantees that the adversary who obtains \( U \) and \( V \) cannot infer ratings of a particular user (or even whether the user is included in \( M \)) with a certain degree of confidence. In particular, when a privacy budget \( \epsilon \geq 0 \) is small, the inference of the ratings (i.e., past private behavior) can be strongly protected.

Unfortunately, \( \epsilon \) can be very large in DPMF, as \( \epsilon \) increases with increase in the number of ratings per user. For example, [34] reported that \( \epsilon \) needs to be larger than 250 (which provides almost no privacy guarantee in DP) to achieve high utility. However, DP protects privacy of any user, including a malicious spammer that provides ratings completely opposite from what the model would predict, as discussed in [34]. For normal users whose ratings are not far away from the average ratings, the privacy guarantee might be much more stronger. Thus as future work, we would like to consider a more suitable privacy notion (e.g., plausible deniability [5, 43]) for DPMF, and evaluate the relationship between the privacy notion and the accuracy of our MI attack.
We finally note that another well-known privacy-preserving matrix factorization [46], which is based on garbled circuits, cannot defend against our attack. Specifically, the method in [46] assumes that the recommender system sends $V$ to a user (or release it publicly). This is a typical scenario where our MI attack works well, as shown in our experiments. Similarly, the privacy-preserving matrix factorization in [40] shares $V$ to a user, and hence cannot defend against our attack.

5 Conclusion

In this paper, we proposed the first inference attack on factorization-based collaborative filtering systems that can reveal past private user behaviors. Our inference attack is based on model inversion techniques, and leverages data poisoning in a novel way. Our experimental results using real-world datasets showed that it is indeed possible to reveal user’s past private behaviors in CF-based recommender systems using our attack.
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A Notations

Table 1 shows the notations used throughout this paper. The notations are separated into three groups by horizontal lines. The notations in the second and third groups are related to factorization-based CF and data poisoning attacks, respectively, which we introduce in the following Sections 2.1 and 2.4.

B Performance Metrics for Recommender Systems

In our experiments, we considered three performance metrics: the root mean square error (RMSE), precision and recall in the top-$l$ recommendation ($RSP_{@l}$ and $RSRecl_{@l}$).

The RMSE is defined as follows:

$$RMSE = \frac{1}{|\Omega^c|} \sqrt{\sum_{(i,j) \in \Omega^c} (\hat{M}_{i,j} - M_{i,j})^2},$$

(17)

where $M_{i,j}$ is $(i, j)$-th element in the rating matrix $M^c$ created from the testing data, and $\Omega^c$ is the index set of observed elements in $M^c$.

$RSP_{@l}$ and $RSRecl_{@l}$ are defined as follows:

$$RSP_{@l} = \frac{1}{m} \sum_{i} \frac{|S_i \cap T_i|}{l},$$

(18)

$$RSRecl_{@l} = \frac{1}{m} \sum_{i} \frac{|S_i \cap T_i|}{|T_i|},$$

(19)

where $S_i$ is the set of items the $i$-th user has rated
in the testing data (in the Foursquare dataset, $T_i$ is the set of venues the user has visited one or more times in the testing data).

C More Details on Exploitation and Privacy Risks for Recommender Systems

In this section, we provide more details on related works that were omitted from Section 2.2 regarding exploitation and privacy risks for recommender systems.

C.1 Exploitation

We review attacks which maliciously modify the recommender system in a way so that an adversary can control how items will be recommended to users.

The most well-studied exploitation is poisoning attacks (also known as shilling attacks) [13, 31, 32, 41, 47, 68]. The aim of poisoning attacks is to inject malicious users into the recommender system in such a way that an adversary can control the output behavior of the system. Concretely, an adversary creates new accounts for malicious users and strategically rates items so that when the recommender system once updates its model $\Theta$ (See Section 2.1) the recommended item output by the system would behave according to the adversary’s intent. Here, an adversary’s intent may be to maximize the error of the collaborative filtering system or to boost/reduce the popularity of particular items. In the early days of poisoning attacks, the attacks were heuristic and were not optimized to a particular type of recommender system [31, 41, 47]. For example, the original poisoning attack of Lam et al. [31] is agnostic to the type of recommender system and the two proposed attacks (RandomBot and AverageBot) are hand-crafted based on intuition. However, recently, more sophisticated poisoning attacks for specific types of recommender systems have emerged [13, 32, 68]. In these attacks, the behavior of maliciously injected users are decided via solving a (non-convex) optimization problem. Thus far, poisoning attacks on factorization-based attacks, the behavior of maliciously injected users are decided via solving a (non-convex) optimization problem. Therefore, poisoning attacks on factorization-based [32], association-rule-based [68], and graph-based [13] recommender systems have been proposed.

Another type of exploitation known is the profile pollution attack proposed by Xing et al. [66]. Their idea is to inject fake information to the user’s profiles such as web search history via cross-site request forgery attacks (CSRF) [69]. Informally, if an adversary was able to pollute the user profile, she can make the system recommend arbitrary item to the user. However, one of the limitations of profile pollution attacks is that they rely on CSRF, which is typically a difficult attack to conduct over a large scaled-system.

C.2 Privacy Risks

We review the two types of inference attacks: attacks against user attributes and user behaviors.

The former inference attack on user attributes tries to infer a user’s sensitive attributes such as gender, political view, and sexual orientation, based on its rating behavior. Since rating behaviors are often times statistically correlated with user’s attributes, such inference attack has shown to be feasible in numerous prior works, e.g., [1, 17, 18, 27, 30, 48, 63, 70]. A prominent example of a real-world attribute inference attack is the recent Facebook-Cambridge Analytica data scandal; Cambridge Analytica harvested Facebook user’s rating behavior such as page likes to infer their attributes and used it for political purposes.
The latter inference attack on user behaviors, which is the main target of this paper, tries to infer a user’s past private behavior over the recommender system such as purchase or rating histories of sensitive items, e.g., medicinal items, sexual movies, and books expressing political views. So far, there have been two works [8, 51] studying such attacks on recommender systems. The key observation of the initial work of Ramakrishnan et al. [51] was that the model \( \Theta \) used in a recommender system is generated by all the user’s information in the system. For example, if a user who rated item \( A \) got recommended an item \( B \), then the user would know that there exists another user who have rated both items \( A \) and \( B \). Building on this observation, they provided a theoretical attack and provided experimental results on a small scaled recommender system. Calandrino et al. [8] showed a much stronger and practical attack on item-to-item recommender systems based on collaborative filtering by further exploiting the knowledge of the item profile and user’s public behavior. Here, public behavior points to the non-sensitive items that were rated by the users or recommended to the users, which the users do not intend to keep private. Specifically, in their proposed attack, an adversary keeps track of the covariance of items known to be associated with the target user and infers that the target item was rated by the user once all the tracked covariance increased, which can be done by keeping track of the item profile. In other words, an adversary collects a moderate amount of a user’s public behavior before some time \( T \) and infers the user’s private behavior after time \( T \). Since their attack works by tracking the change in the item profile after time \( T \) (the time on which the adversary decides to attack the system), it cannot be used to infer user’s private behavior before time \( T \).

**D More Details on MI Attacks**

In this section, we provide more details on MI attacks. As we have mentioned in the main body, MI attacks were proposed by Fredrikson et al. [15]. By now, there are several models for MI attacks. We say it is black-box if the adversary only gets oracle access to the model \( f \), grey-box if the structure of the model \( f \) and some auxiliary information is further known, e.g., the adversary knows the fact that \( f \) is a linear regression model and some (not all) regression coefficients, and white-box if it gets the full description of \( f \), e.g., the adversary knows all of the regression coefficients. Then, the goal of the adversary is to predict the sensitive portion (or all) of the features \( x \) of the target user. As one can see, this is closely related to inference attack on user behaviors on recommender systems by viewing the feature \( x \) as the user’s rating history. For example, the nominal work of Fredrikson et al. [15] proposed an MI attack for a linear regression model that predicted the amount of dosage for the drug Warfarin, where the feature vector consisted of the patient’s demographic information, medical history, and genetic markers. In their work, genetic markers were considered to be the sensitive information. Soon after, Fredrikson et al. [14] extended the MI attack to other prediction models such as decision trees and specific types of neural networks. They exploited the fact that MLaaS systems such BigML and Microsoft Azure Learning provides confidence values of their predictions. In their attack, the extra information of confidence values are modeled as part of the auxiliary information stated above. Wu et al. [64] gave a game-based definition of MI attacks to formally treat privacy, analogous to the methodologies used in cryptography. All of the above works mainly focus on non-dynamic prediction models and the attack algorithms are based on statistical tools (i.e., maximum a posterior estimators).

Recently, Hidano et al. [21] proposed a new type of MI attacks which targets dynamic prediction systems. They observed that in a dynamic system, similarly to poisoning attacks [2–4, 32, 39, 42, 65], an adversary can modify the system’s model \( \Theta \) by injecting malicious data. By leveraging this extra dynamic feature, [21] improved the MI attack on linear regression models proposed by [15]. Namely, in [15], the adversary was assumed to have knowledge of all the non-sensitive portion of the target user’s features \( x \) as part of the auxiliary information, however, [21] circumvent this knowledge assumption by providing the adversary capability of modifying the model \( \Theta \).