SoK: Managing Longitudinal Privacy of Publicly Shared Personal Online Data

Abstract: Over the past decade, research has explored managing the availability of shared personal online data, with particular focus on longitudinal aspects of privacy. Yet, there is no taxonomy that takes user perspective and technical approaches into account. In this work, we systematize research on longitudinal privacy management of publicly shared personal online data from these two perspectives: user studies capturing users’ interactions related to the availability of their online data and technical proposals limiting the availability of data. Following a systematic approach, we derive conflicts between these two sides that have not yet been addressed appropriately, resulting in a list of challenging open problems to be tackled by future research. While limitations of data availability in proposed approaches and real systems are mostly time-based, users’ desired models are rather complex, taking into account content, audience, and the context in which data has been shared. Our systematic evaluation reveals interesting challenges broadly categorized by expiration conditions, data co-ownership, user awareness, and security and trust.
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1 Introduction

In their everyday life, users create huge amounts of data, shared online with varying audiences for different purposes. Since data owners mostly do not track the availability of their online data once they initially shared it [22, 41, 57], there is a need for continuous exposure controls and increased attention for the lifetime ending of personal online data. Compared to the non-digital past, in which forgetting information was inherent, today’s world with technical capabilities to permanently store information needs actively managed processes to realize forgetting [50].

A high-level overview of users’ means to control their online exposure is provided by Bishop et al. [15]. They propose to better control the dissemination of data, e.g., by proactively employing sophisticated access control mechanisms, or by hiding the information within the enormous amount of data available online, such as by the release of large amounts of similar false information to confuse the interpreter. There is evidence that users have detailed perceptions of how to share data, but lack appropriate means to fulfill their goals. It has been shown, for a domesticity context, that users can precisely formulate who may access which of their data [51]. Moreover, users can distinguish different use cases when handling data and, therefore, switch between channels for communication and data sharing, depending on the task and content type [87]. On the downside, it also turned out that users have false perceptions of deleting data shared with others through online services [76] or in instant messengers [83].

While information processing and dissemination are essential aspects of privacy [90], we take a closer look at exposure control in particular. However, there can be a lot of reasons for data revocation or digital forgetting. In many cases, published content is not meant to be available permanently, but is only relevant for a short period of time in a certain context, e.g., when posted impulsively or out of momentum [10, 81]. Reducing exposure due to lack of relevance should not only be attributed to privacy, but can also help keep track of more important content, and fade out the rest. Exposure settings might also not match their data owners’ perceptions for cases in which they did not foresee sharing consequences and, therefore, require later adjustment [86, 102].

Specific reasons are not even necessary – in the end, it can be deemed the users’ sheer right to determine what is to happen with their data, and how long they
prefer it to remain available. Data sovereignty has received increased awareness over the past years, also due to the establishment of the Right to be Forgotten [28] as part of the European General Data Protection Regulation (GDPR) [27], even though data shared in online spaces is not the focus of this directive.

From a different perspective, research has put great efforts into developing technical approaches to assist users in managing their longitudinal privacy in general, and realizing data revocation in particular. However, such proposals have not found their way to wide-scale adoption, even though there has been a trend towards the use of tools providing better privacy and even some level of ephemerality [84].

In this paper, we take a closer look at this gap between how people use sharing mechanisms and privacy controls for their online data and concepts proposed by academia in order to facilitate online privacy management. To capture how people actually use online sharing mechanisms and privacy, we survey a large body of user studies carried out over the last decade. We categorize these studies along usage patterns, drivers that make users decide to unshare or reduce the exposure of user content, and the desires they have to improve their privacy experience. On the technical side, we survey concepts and proposals that assist users in managing their longitudinal privacy and the availability of their shared online data. We categorize these proposals along the use cases they have been designed for, the adversarial models they take into account, and the underlying protection mechanisms they avail to realize their privacy features.

By evaluating our systematization, we reveal conflicts between these two sides, such as intended use cases that do not appropriately reflect actual usage patterns. Referring to such conflicts, we derive a set of challenging open problems that need to be tackled by future research in order to develop privacy-enhancing technologies that can better assist users in managing their longitudinal online privacy and the availability of their data.

In summary, our paper provides the following contributions:

- We systematize how users interact with online services such as social networking sites in terms of their longitudinal online privacy management.
- We provide a taxonomy for technical systems to realize data revocation or to reduce exposure of publicly shared personal content as proposed in research.
- Based on the systematic analysis of previous work, we derive a set of challenges and open research questions that future research on data revocation and longitudinal privacy management should aim to tackle.

Our work is first of its kind in combining knowledge from both user studies and technical mechanisms, providing a rich understanding of research efforts on longitudinal privacy management.

2 Systematization Methodology

We start systematizing existing research on longitudinal online privacy management by systematically collecting publications from major academic computer security and privacy venues or broader venues related to and relevant for our topic. We focus our targeted paper selection on the last decade. We identified a broad range of papers based on title and abstract and decided upon adding a publication to our final set of literature after having determined its general focus by skim reading its essential sections. We further take into account cross-references starting from the resulting literature set to achieve broad academic coverage of the topic.

Given this body of literature, we study the problem of managing the availability of personal online information from two perspectives: (i) Understanding user habits and desires regarding their longitudinal online privacy and (ii) Collecting technical proposals and concepts that are designed to manage online privacy. We provide an overview of our categorization process in Figure 1 and describe its methodology as follows.

2.1 Categorization Process

The initial systematizations of the two perspectives were drafted by one author each. This included selecting the initial sets of papers, creating a first set of labels as a means to categorize these papers, and assigning each paper such labels. Subsequently, four researchers in our team thoroughly discussed the initial systematizations in several rounds. Any concerns regarding label assignments or the set of papers had to be resolved, and updates required joint agreement of all four researchers.

As we will explain in-depth in Section 3, we systematize research on user attitudes towards privacy management and how users perceive selected aspects of it. For each publication in the list, we provide basic study

1 We focus on IEEE S&P, USENIX Security, ACM CCS, NDSS, PETS, SOUPS, and CHI.
meta-data and extract whether the work explicitly refers to longitudinal aspects of online privacy. We categorize research along the privacy management (usage patterns) that is covered, the identified reasons that make users change their initial privacy configuration (drivers for unsharing), and what user desires lead to a presumably improved privacy management experience.

In Section 4, we examine privacy controls that have been proposed or implemented as proofs-of-concepts. We systematize these controls and mechanisms along the use cases they have been designed for. We further categorize the adversarial models or adversarial settings that they should protect from, as well as the underlying protection mechanisms that they apply.

Discussing the set of papers was particularly necessary in the case of borderline papers, e.g., when it was unclear whether a paper indeed addressed publicly shared online data, which was a requirement for inclusion in the user studies systematization. We agreed that sharing data in cloud storage with an indefinite audience (e.g., co-students) should be sufficient to be considered publicly shared (cf. [41]). Similarly, for the systematization of technical proposals, detailed discussions were held when it was unclear whether a proposal limited the availability of online data. For example, we agreed that adversarial examples helped reduce shared photos’ detection by smart recognition systems and therefore, these perturbations do indeed serve the users’ goal of limiting availability of their online data (cf. [58]).

We further adapted the set of categories using the same process. For example, we initially considered misconceptions expressed in user studies as a separate category; they however turned out to be too diverse to be systematized in detail. We decided to focus on misconceptions that affected users’ decisions about reducing exposure of their data, rendering them a sub-category of Drivers for Unsharing. On the technical systematization side, we decided to introduce insider adversary as a separate adversarial model after noticing that the existing threat models were not fully capturing the risks covered by this case.

One way to connect the two systematizations is by contrasting usage patterns, i.e., how users interact with privacy management options, and the use cases technical proposals are intended for, i.e., what they offer users for managing their privacy. Both systematizations capture to what extent content exposure can be limited or entirely ended, and if there is active user interaction involved in this process.

### 2.2 Deriving Challenges

Starting from the categories identified in either part of the systematization, we identified potential inconsistencies or conflicts between them. Pursuing a user-centric approach, we systematically examined to what extent users’ desires and their drivers for unsharing are reflected in the current state of technical proposals. We identified conflicts, whenever realizations in technical proposals are (i) incorrect, i.e., orthogonal to users’ needs, (ii) incomplete, i.e., promising but far from satisfying users’ requirements, or (iii) missing, i.e., not addressing users’ desires at all. For each conflict, we derived challenges on how such inconsistencies can be addressed.

By combining and contrasting knowledge from both of the obtained systematizations, conflicts were identified and challenges were derived by two researchers individually first and then discussed and iteratively updated. Again, challenges were subject to discussions among four researchers – proposals and concerns brought up by anyone of them had to be resolved and any updates required agreement of all four researchers.
As we will detail in Section 5, we followed a bottom-up approach: first, we derived fine-grained challenges related to conflicts, and then we put them into a broader context and related them to each other, resulting in a set of four challenge groups. The challenges we identify refer to (i) the expiration conditions under which data are supposed to disappear, (ii) user awareness of how particular privacy controls actually work, (iii) multi-user conflicts, which originate in the implicit co-ownership of data, when data affects the privacy of more than one individual, and (iv) issues regarding security and trust w.r.t. specific actors users consider when making changes in their online exposure.

3 Systematizing User Interaction

We first systematize users’ preferences and behavior w.r.t. their longitudinal online privacy. We explain the different categories in our taxonomy and summarize our findings in Table 1. We arrange publications in three groups, each of which is ordered chronologically with most recent publications first.

3.1 Study Data

For each piece of research we cover in our systematization, we report the type of the user study that has been conducted: Self-reported data (S), Exploring real-world data with self-reported answers (R), Experiments based on prototype implementations (E), or Analyzing publicly available data sets (P).

Most studies cover scenarios that reflect a situation on a particular online platform, sometimes with a very specific focus, such as fitness social networks. While most studies have covered Facebook (FB) and Twitter (TW), we also find research on Snapchat (SC), Cloud Storage (CL) provided by Dropbox and Google, Fitness (FI) social networking sites, and the subsequently shut down platform Yik Yak (YK).

We further denote the number of participants that have taken part in each study (Sample Size), how participants have been recruited (Participants Sample), and basic demographics in terms of a gender distribution to provide information about the meaningfulness of results.

Considering the study type and the participants sample can usually hint towards potential study limitations. Qualitative research typically studies significantly smaller sample sizes, thus providing detailed insights into very specific issues, compared to quantitative studies having larger groups of participants. However, even large samples, e.g., recruited via Amazon Mechanical Turk, do not always generalize for all users of a specific platform under observation, not at all for users of other platforms. Furthermore, it must be considered that self-reported data may not be as meaningful as practical experiments with real user content since alleged privacy attitudes have been shown to differ from actual behavior [23]. On the downside, practical experiments with real user data may deter rather privacy-sensitive users from participating in the study [57].

The focus of our systematization is on studies that explore Publicly Shared Data (denoted with ● in the respective column), which applies to all but one study [41] that partially covers public data (●) since it primarily focuses on data stored in the cloud that can be shared with a limited audience. In a similar fashion, we also denote whether a study explicitly refers to longitudinal aspects of data sharing (●) or not (○).

3.2 Usage Patterns

We extract a set of Usage Patterns that can be applied to limit the exposure of online content, ranging from explicit deletion operations to exposure reduction, and auto-expiry. We define the patterns we identified within the existing literature as follows:

- **Delete Content** is an explicit action performed by a user to entirely remove content from a platform.
- **Delete Account** is another explicit action performed by users that entirely removes all of their content from the platform and also their account, such that there remains no direct representation of them on that platform.
- **Reduce Exposure (Actively)** covers controls users apply to actively manage the audience for a piece of content, such as, e.g., changing its visibility settings from public to friends only.
- **Reduce Exposure (Passively)** captures features that remove references from exposed content, without actually altering the content availability, such as, e.g., un-tagging a specific person in a shared photo.
- **Auto-expire** covers all mechanisms ensuring that published contents are made unavailable automatically when certain conditions are met. In particular, expiration takes effect without any further action to be taken by the owner or publisher of the content after its initial publication.
Table 1. Systematization of User Studies on Longitudinal Online Privacy. We arrange surveyed publications in three groups, (i) papers explicitly referring to longitudinal aspects of privacy, (ii) papers that study publicly shared data without referring to longitudinality, and (iii) papers that are still relevant to the topic but do not cover any of the categories we present in our systematization. Publications within each group are ranked in chronological order with most recent publications first.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Study Data</th>
<th>Usage Pattern</th>
<th>Drivers for Unsharing</th>
<th>User Desires</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Study Type</td>
<td>Platform</td>
<td>Community</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Participants' Sample</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Publicly Shared Data</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Longitudinal Data</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Delete Account</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Reduce Exposure (Actively)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Reduce Exposure (Passively)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Auto-expire</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Inappropriate</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Change of Opinions</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Regrets</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Events</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Misconceptions</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fears</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Content-based Audience</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control Friends' Content</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Confirm Delete</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>User-view</td>
<td></td>
</tr>
</tbody>
</table>

Study Type – S: Self-reported data, P: Public data analysis, E: Experiment based on prototype implementations, R: Survey with real user data
Platform – TW: Twitter, FB: Facebook, SC: Snapchat, CL: Cloud Storage, YK: Yik Yak, FI: Fitness Social Networks
Participants Sample – AMT: Amazon Mechanical Turk, Q: Qualtrics, WEB: Other Web Platforms, UNI: University Sample (various recruiting methods), CON: Convenience Sampling (Offline)
[P]: Public data analysis, no participants sample, –: No information provided
Previous work studies one or more of these patterns in detail within specific application scenarios. In Table 1, we mark this with a filled circle (●). If the usage pattern is not covered by a paper, we denote this with an empty circle (○).

### 3.3 Drivers for Unsharing

When it comes to the end of data lifetime, we are interested in users’ motivation behind their decision to limit the visibility of data. We identified several drivers that determine users to unshare content on online platforms:

- **Irrelevance** denotes a situation in which content is withdrawn because it has become irrelevant or unimportant for the owner or its audience, and there is no more reason to keep it online.
- **Change of Opinions** indicates that content is withdrawn since the owner changed their opinion about the content exposure, without further specifying reasons.
- **Regrets** captures situations in which users revised their decisions to publish content due to explicitly stated regrets that came up after publication.
- **Events** means that some external event unrelated to the initial publishing has made its owner reason differently about the current level of exposure.
- **Misconceptions** denotes a general term that applies when participants expressed the actual level of exposure does not match what they perceived. In case there is a misconception, other factors (e.g., over-sharing) may simultaneously apply.
- **Fears** captures situations in which users stated that they feared that specific groups of people could see their contents.

For all these features, we mark whether they were referred to in the considered publications (●) or they were not covered (○).

### 3.4 User Desires

In several studies, users have expressed desires for features facilitating their interaction with online services. Whenever such a desire is related to longitudinal online privacy or managing their online exposure, we consider it in our systematization. We identified five related user desires in our literature set:

- **Reduce Visibility (Time)** indicates that users expressed data to become less exposed over time after being published.
- **Content-based Audience** covers cases in which users desired to have the audience composed differently depending on the content of the data being published.
- **Control Friends’ Content** means that users desired to control contents owned by their friends (in cases it affected their privacy).
- **Confirm Delete** captures cases in which users expressed that they did not want to have data automatically disappear, but preferred being prompted to confirm its deletion.
- **User-view** denotes a desired feature where users can view their own profile from the perspective of another user to better estimate the specific exposure implications of their privacy configuration.

### 4 Systematizing Technical Proposals

Technical proposals to tackle longitudinal privacy concerns have been considered and developed for a variety of platforms, such as online social networks (SN) like Facebook (FB) and Twitter (TW), cloud-based applications (CL), and messaging applications (MA); we also consider proposals that are platform-independent (PI).

For the systematization of the technical proposals, we consider the use case for which they were designed, the adversarial assumptions under which they operate, and the underlying protection mechanisms they rely upon. We summarize our findings in Table 2 that arranges proposals in a chronological order with most recent publications first.

#### 4.1 Use Cases

For each technical proposal we cover in our systematization, we detail the functionality it is intended to serve:

- **Delete Content** results in removing a piece of content from a platform so that it is no longer publicly accessible. A proposal that provides such guarantees is labeled ●, as opposed to ○.
- **Reduce Exposure** allows users to manage the visibility of a piece of content on a platform such that it is exposed only to a subset of the previous audience. A proposal that allows such functionality is labeled ●, as opposed to ○.
- **User Involvement** captures the nature of the involvement of the data owner while limiting content
Table 2. Systematization of Technical Proposals for Longitudinal Online Privacy. We arrange surveyed mechanisms designed for a variety of platforms, use cases, adversarial assumptions and underlying protection mechanisms. Publications are ranked in a chronological order with most recent publications first.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Platform</th>
<th>Use Cases</th>
<th>Adversarial Models</th>
<th>Underlying Protection Mechanisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>[52] PETS'19</td>
<td>TW</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[106] ForensicSec'19</td>
<td>CL</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[82] IFIP-SEC’19</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[32] NeuIPS'19</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[66] NDSS’18</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[5] PETS'19</td>
<td>TW</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[106] ForensicSec'19</td>
<td>CL</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[82] IFIP-SEC’19</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[32] NeuIPS'19</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[66] NDSS’18</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[5] PETS'19</td>
<td>TW</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[106] ForensicSec'19</td>
<td>CL</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[82] IFIP-SEC’19</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[32] NeuIPS'19</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[66] NDSS’18</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[5] PETS'19</td>
<td>TW</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[106] ForensicSec'19</td>
<td>CL</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[82] IFIP-SEC’19</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[32] NeuIPS'19</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[66] NDSS’18</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[5] PETS'19</td>
<td>TW</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[106] ForensicSec'19</td>
<td>CL</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[82] IFIP-SEC’19</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[32] NeuIPS'19</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[66] NDSS’18</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[5] PETS'19</td>
<td>TW</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[106] ForensicSec'19</td>
<td>CL</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[82] IFIP-SEC’19</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[32] NeuIPS'19</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[66] NDSS’18</td>
<td>PI</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>


**User Involvement** – A: Active, P: Passive ;  **# of data owners** – 1: Single user scenario, n: Multi-user scenario
availability. If the process requires the data owner to actively change the content availability, it is labeled active (A). Otherwise, if the process relies on a mechanism that ensures automatic change in the availability of published content, then we denote it as passive (P). The passive case turns out to be more common.

– # of Data Owners captures the number of users making the decision to change the availability of content. In most cases, the data is owned and uploaded by a single user, denoted by 1. Multi-user scenarios that involve content co-owned by more than one user are denoted by n and are also common, but apply to slightly fewer proposals.

4.2 Adversarial Models

The Dolev-Yao (DY) adversary model is widely used to analyze system and network protocols [21]. For many settings, this model is, however, too strong: many legitimate participants of the protocol, such as service providers or fellow users with varying degrees of association, do not qualify to be DY adversaries. This does not imply that these parties cannot be malicious, though, so it is important to consider the relevant threat vectors. We, therefore, analyze the privacy guarantees of existing proposals against the following threat models:

– Retroactive adversaries learn which data they are interested in only after the data has been revoked/expired. This threat model makes an assumption that the attacker has no interest in accessing the published data prior to its expiration. Since the data was publicly available during its lifetime, it is not assumed to be private and accessible by everyone. However, past its expiration time, the privacy of deleted data is ensured.

– Honest-but-curious adversaries act as a legitimate party in a protocol that will not deviate from the definition but will attempt to learn as much information as possible. The majority of these adversaries are service providers who are handling users’ data and running analyses on top of it. These adversaries are also referred to as ‘curious-but-non-interfering’ or ‘passive’ mainly due to their tendency to indiscriminately collect data once available in the hope that it may be of interest to them in the future.

We rate the adversarial model of each technical proposal w.r.t. these attacker types. If a proposal considers a specific adversary in their threat model, we label it with ●. Otherwise, if it provides no guarantees against a specific adversary, then it is labeled with ○. The honest-but-curious adversary is the most commonly considered threat model, but the other adversaries are also being considered when technical solutions are proposed.

4.3 Underlying Protection Mechanisms

To realize use cases and fulfill adversarial guarantees, each proposal relies on different technical mechanisms. A number of protection mechanism principles have been proposed multiple times in varying realizations; others have occurred less frequently.

– Cryptographic mechanisms embed encryption keys into stored data within centralized or distributed storage systems. They may control the extent of the keys’ replication to prevent the key from being recovered from the underlying storage after a configurable amount of time. Most of the time-based data revocation proposals rely on encryption by uploading the data in encrypted form along with information on where and how to gather the decryption key during content’s lifetime. This category also covers digital signatures that allow users to embed signatures to the content.

– Distributed Architectures allow members to collectively generate and distribute group secrets among themselves. In order to avoid single-point failures, cryptography-based forgetting schemes avoid putting trust in a central authority for the storage of keys [20, 30]. Instead, they rely on key-sharing and distributing parts of the decryption key on distributed storage. Some approaches have yielded support for an ‘expiration date’ of a few days by spreading bits of the key among random indices in the
DHT [30] whereas others demonstrated expiration times of up to months by exploiting the evolving nature of webpages and using threshold secret sharing scheme to reconstruct the key [79].

- **Adversarial Examples** confuse AI/recognition systems effectively by generating additive perturbations that are invisible to the human eye, thus without introducing unpleasant artifacts. Given the prevalence of AI systems, such as facial recognition, adversarial examples could allow users to limit their content’s exposure to these algorithms (i.e., go undetected.)

- **Deception & Flooding** approaches require the subject to release large amounts of similar synthetic, but convincing, information that is not correct. The viewer is thus challenged to pick the correct confidential information from the mass of incorrect information.

- **Access Control Policies** are the classical approach to specify how access is managed and who may access information under what circumstances. These policies can be set manually, computed through aggregation, or learned over time using ML algorithms.

- **Game-theoretical** frameworks aim to achieve optimal decision making of independent and competing actors in a strategic setting. It can be used to understand and predict the effect of multi-party involvement in access control decisions on individual behaviors of social network users.

- **Others/[Specifics]**: In addition to the above categories, the existing literature relied on less-frequent protection mechanisms, such as approaches that mimic the human brain, smart contracts, porter storage devices, etc. We list them individually by name. In some cases, we also list specifics of mechanisms covered in one of the above categories. In such a case, we list them in brackets, for it is an explanation instead of a new category.

5 Technical Key Challenges

Based on our systematizations in Sections 3 and 4, we determine a set of technically challenging problems that have not been solved to date. We explore to what extent users’ desires and their drivers for unsharing, as expressed in user studies, have been realized as part of technical proposals. Whenever we identify factors that have not been appropriately addressed on the technical side, i.e., when realizations are incorrect, incomplete, or missing, we identify this as a conflict to be resolved, each resulting in one or more challenges.

We determine these challenges first and then group similar ones and consider them also in context with each other. Our systematization results in challenges that are broadly categorized regarding (i) the expiration conditions under which data are supposed to be rendered unavailable (Section 5.1), (ii) the co-ownership of data resulting in potential conflicts among multiple users (Section 5.2), (iii) user awareness regarding the functionality of privacy controls (Section 5.3), and (iv) security and trust relations among the parties involved in data publishing (Section 5.4). The overall list of challenges per group is illustrated in Figure 2.

5.1 Expiration Conditions

Multiple studies reported in Section 3 have found that participants did not want contents to fade away wholesale with age [9, 41, 68]. Whereas participants of these studies have shown a preference for a handful of posts to become more private over time, they demonstrated their desire to make some posts more visible over time. Thus, the decision on content’s exposure control is a complicated one, hardly captured in the true sense by focusing alone on the age of posting.

Studies have identified other contextual factors such as inactivity of the post (e.g., lack of viewing/sharing) [54, 56] and major life events (e.g., moving to a new city or graduation) [6] that could impact users’ desire to keep the data publicly available. Users’ preference to limit exposure also largely depends on the content of their data, and effective audience control mechanisms can facilitate their openness to share [51, 60, 68]. In this regard, private-by-default interfaces, such as Snapchat, that allow audience-related considerations to be made on a per-post basis, result in users being much more audience-aware [2, 35]. In contrast, content sharing interfaces that are not as intuitive to per-post based audience decisions result in content being overexposed w.r.t. the uploaders’ intentions [12].

The overview of technical proposals in Section 4 shows that the most commonly considered condition for data revocation in previous academic proposals is the time passed since publication [30, 70, 79]. Solutions for end-users also use time as an expiration condition [67, 73, 88, 96]. Time-based mechanisms for data revocation are easily comprehensible and provide transparently decidable expiration conditions. However, each
Expiration time is determined and set at the time of publishing of data, which leads to a three-fold conflict:

(i) the appropriate time for data revocation is often difficult to determine in advance,
(ii) the context in which data is published (and in which the expiration condition is set) can change, which may require to adapt the expiration condition, and
(iii) no context information or other potentially relevant aspects for deciding whether data should remain online or not are taken into consideration when the expiration condition is determined.

Improving revocation mechanisms is a complex problem, as it must take into account multiple contradictory factors, such as the desire to retain some old content while allowing other content to be completely removed. Based on our systematization of user studies and technical proposals, we identify and present challenging research dimensions that are desired by the users but have not yet been effectively realized in the technical implementations.

The first two challenges, A-1 and A-2, tackle missing realizations, taking into account multiple drivers for unsharing as expressed by users. Challenge A-3 takes up on work that already considers relevance as a factor to determine expiration, focusing on how to overcome its yet incomplete realization. We emphasize that there is an overlap between A-1 and the two subsequent challenges. Whereas A-1 provides a more holistic viewpoint, the other two can be considered specific cases of it. However, A-2 and A-3 can also be tackled independently and do not require A-1 to be resolved. Finally, challenges A-4 and A-5 deal with incomplete and missing realizations in the interplay between published contents and audiences.

**Challenge A-1: Brain-inspired Expiration**

All existing mechanisms proposed have in common that the data revocation mechanism is implemented as a feature in terms of an explicit process. In contrast, Müller and Pilzecker’s classical work [59] on retroactive inhibition in human memory found that forgetting is not a process that is actively triggered, but an implicit result of multiple information interfering with each other with more relevant information suppressing other information. What gets preserved in long-term memory may depend on multiple factors, including the ‘meaningfulness’ of the memory [17]. This can be transferred to our observations in the user studies systematization, where also multiple different factors implicitly contribute to the appropriateness of expiration conditions.

The technical challenge here is to imitate this behavior within a file storage system, i.e., to make access to information more difficult, the more new information is added, thus, waiving the need for explicitly revoking such information. In recent years, some research efforts have provided a promising start towards formalizing models imitating workings of human memory for their information management processes [1, 63, 64]. That being said, we are far from letting go of hard demarcation
of data availability and realizing mechanisms that have contents fade away over time, which is why we keep labelling this challenge as missing (cf. Figure 2).

**Challenge A-2: Context-based Expiration**

External factors, such as changes in life circumstances, can impact users’ privacy preferences for online content, possibly due to changes in social circles or individual preferences. Since users do not explicitly formulate contextual factors, such as major life events, reflecting them in the deletion mechanism is still a major technical challenge. Service providers who aggregate a lot of information about individual users would possibly be able to design mechanisms that incorporate information about users and their social circles to change the visibility of published data. However, this is rather difficult for cryptographic erasure mechanisms applied to standalone information that is published anonymously and/or not related to any other source of information. Besides its limited technical feasibility, additional information aggregation also raises questions about privacy implications.

**Challenge A-3: Inactivity-based Expiration**

Some mechanisms [56, 108] have attempted, with varying levels of success, to realize expiration based on the amount of attention/interactions attracted by the data object. However, sole reliance on this model does not fully capture all practical aspects: some users choose to keep/archive some content even after it becomes inactive. Thus, it is technically challenging to realize an inactivity-based expiration solution that is equipped to identify user-specific content features which contribute to their willingness to keep the content alive despite its inactive status. Another challenging aspect under such implementations is that posts containing controversial content will elicit considerable attention and thus will continue to remain in the public domain for longer.

**Challenge A-4: Audience-based Expiration**

People do share not only different types of data but also have multiple heterogeneous groups of audiences accessing their contents. While cryptographic erasure mechanisms assume that everyone can read published data under the same conditions, there is a variety of access control settings available in social networks or cloud storage systems to satisfy the need to manage data for different target audiences. Adoption of audience-specific privacy controls suggests that not all readers of ephemeral data should be affected by exposure control decisions in the same way, but that there should be different conditions for individual users or groups of users. This leads to the technical challenge of realizing mechanisms that implement audience-dependent expiration conditions.

**Challenge A-5: Content-based Expiration**

Studies on changes in users’ preferences about data availability have also captured the contents of data [51, 60, 68]. The challenge to realize more sophisticated expiration conditions is not limited to incorporating appropriate external factors. The data items themselves should also be taken into account, both in terms of their file formats and their contents or structural parameters. This requires to determine appropriate conditions for each type of data and to analyze data upon publishing in order to map them according to the categorization.

### 5.2 Data Co-ownership

A significant number of items uploaded to Online Social Networks (OSNs) involve multiple parties who are supposed to be interested in controlling its exposure to the public. Such items range from photos that depict multiple users to comments that mention multiple users to events in which multiple users are invited. Existing implementations of OSNs have not successfully tackled the problem of conflicting privacy preferences among users that co-own a piece of data.

In real-world applications such as Instagram, users uploading a photo can tag other users who are also present in or related to that photo. The tagged user can then control the visibility of the photo on their profile by hiding the tagged photo or deleting the tag itself. Neither of these options affects the visibility of the tagged photo on the whole platform since followers of the uploader are guaranteed access regardless of other tagged users’ visibility preferences. When we recall that even preferences of individual users do not remain constant, it appears reasonable that merging the privacy preferences of multiple users is likely to end in conflict. The lack of appropriate conflict resolution mechanisms in the current implementations of OSNs can lead to pri-
privacy violations with serious outcomes for the parties involved.

User studies on online privacy management often refer to multi-user scenarios as a use case, for example, for photos being taken at parties or social events. However, the set of research that actually covers multi-user scenarios and their implications is rather small, even though users have expressed a desire to control their friends’ content when it affects them already ten years ago [13]. The only privacy management measure suitable in multi-user scenarios that is covered by several studies is untagging but from different perspectives such as its overall prevalence [25], or revisiting initially set and possibly erroneous privacy settings [39, 48]. Eventually, users’ strategy to overcome the risk of being unintentionally exposed publicly is preventing photos from being taken at all [77].

Research proposals that require users to collectively solve their privacy conflicts [91, 105] comprise promising concepts but lack practical evaluations of their acceptance in real-world applications. Other proposed mechanisms that automate this process rely heavily on fixed rules (majority voting, veto voting, etc.) [19, 97], thus, resulting in oversimplification of the conflict resolution process and mismatch between actual user behavior and the suggested method for resolving privacy conflicts. Such and Criado [95] proposed a promising computational model that adapts conflict resolution strategy based on the sensitivity of the item being shared and relative importance of the conflict (estimated through the strength of the relationship between owners and the target audiences). However, their mechanism does not take into account the strength of the relationship between negotiators and the role of history of previous negotiations on concessions in the current conflict. Furthermore, the approach does not take into account the effect of types of data items under consideration. In a rather restrictive proposal by Olteanu et al. [66], photos can only be uploaded to a social network site with all faces detected in it being removed, only allowing to display them after the corresponding person has explicitly agreed.

Designing a model that is complex enough to emulate user behavior most of the time, and that requires minimum intervention from the user’s side is indeed challenging. From a legal perspective, proposals that use, e.g., majority voting do not seem to uphold users’ right to be forgotten as prescribed in the recent regulations – as soon as one of the involved users wants an item to be deleted, it has to be removed if we strictly interpret the European GDPR [71].

While multiple or evolving drivers for unsharing already apply to single-user scenarios [6, 68] (cf. Section 5.1), expanding their concepts to multi-user settings raises additional challenges. The challenges listed here are related to realizations of users’ desires to control their friends’ contents in case it also affects themselves.

**Challenge B-1: Adaptability**

It is technically challenging to devise a model that takes into account the past history of negotiations between co-owners when deciding on the privacy preferences for new items. Since major OSNs keep a record of all postings on one’s profile, it is likely that exposure settings for the past co-owned postings may no longer serve users’ privacy requirements in the present context. Individual preferences for existing items may equally evolve and need to be adapted. Allowing users the option to renegotiate the privacy settings for co-owned items might be necessary for these models to be widely adopted. However, realizations of adaptable exposure controls for co-owned data items are missing in current realizations.

**Challenge B-2: Handling Power Imbalance**

Another challenge involving co-ownership of data on OSNs is that users’ attitudes towards each other do not remain constant. On most of the platforms, users have the option to unfriend or even ‘block’ other users, rendering their profiles inaccessible. In the aftermath of such an event, users are denied the power to access the co-owned data items on the other user’s profile. It is challenging to come up with a solution that honors users’ unfriending decision while still ensuring their right to manage the co-owned data items.

**5.3 User Awareness**

Kang et al. identified that people with more articulated technical models on average expressed higher awareness of who could access their data [40]. A Better understanding of the number of privacy threats was found to be correlated with the protective actions taken by the individuals [69]. Internet users have been found to struggle to update their existing models at a rate comparable to the change in the internet and online platforms. In fact, prior privacy studies have identified that only a
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few participants expressed awareness that their models might be outdated [40]. Prior work has also called for serious attention towards the presence of age gap in information behavior. Yong found out that older people are less skillful in privacy control and, therefore, are more susceptible to become the victims of privacy-related breaches [69]. The situation is further complicated by a lack of enthusiasm on older users’ part in seeking help with privacy-related technology to avoid social embarrassment. To put the demographics into perspective, Facebook alone has at least 20% of its user base aged above 45 [92]. The matters are worsened as technical mechanisms operate under various levels of adversarial assumptions and rely on a variety of different protection mechanisms; the average user is usually not technically proficient or aware to update their mental model about different security functionalities. It is, therefore, not surprising that multiple studies reported misconceptions as one of the major drivers behind users’ unsharing of data [9, 14, 86]

There also exist vast differences in the implementation of security-related features across different services (e.g. social networks vs. messaging applications) and different platforms within a service (e.g. Facebook vs. Twitter). Talking specifically about implementations of content deletion, there exist inconsistencies across:

(i) services – the way Facebook (SN) implements deletion for shared postings within a group is different from the way Facebook Messenger (MA) tackles deletion of messages in a group. Similarly, users lack information on how deletion would work for cloud storage. Findings of Ramokapane et al. study attribute users’ failure to delete from cloud storage to the lack of information about how cloud and deletion within the cloud functions [76].

(ii) platforms – whereas deletion of a post on Facebook (SN) makes the related comments and re-shares on the post unavailable, it is not the same for Twitter (SN), where residual tweets (interactions associated with the withdrawn post) continue to leak information about the withdrawn tweet [54]. Similarly, disparities in the implementation of deletion functionality exist for messaging platforms. Skype (MA) allows the message sender to delete messages from the logs of all participants in the conversation, whereas Facebook messenger (MA) allows the sender to delete messages from their own conversation history only [83].

The challenges C-1 and C-2 below relate to the missing realizations taking into account drivers for unsharing (misconceptions) and desires (user view) reported by users, and inconsistencies in implementations.

**Challenge C-1: Sophistication of Technical Mental Models**

Users are known to formulate their own incorrect mental models when they are faced with a task to complete with their limited knowledge [103]. Given extreme fluctuation among users’ technical understanding and variation among mechanisms’ promised adversarial guarantees, the technical challenge here is to work within existing mental models to make actual functions clearer and communicate complex privacy issues to regular users in an intuitive and correct way. Since service providers make regular changes to their interfaces and features, it is important and challenging to simultaneously update the knowledge of the end-users, to minimize the risks associated with outdated mental models.

**Challenge C-2: Borrowed Mental Models**

Any given internet user is likely to be a member of multiple online services as well as platforms within those services. Some users naively transfer their mental models from one platform to another. These borrowed mental models considerably hinder the correct understanding of features and can expose users’ data to unintended audiences. The technical challenge is the design of user interfaces, tutorials, and control setting pages that effectively convey the consequences of different actions taken by users on a specific platform.

**5.4 Security and Trust**

The process of making data available online typically involves multiple parties interacting with the data, such as friends or contacts in social networks, service providers, advertising companies aggregating individual user profiles for marketing purposes, or other third parties proactively crawling all available web contents. Such activities are usually carried out as soon as pieces of data appear online. In contrast, the common security model used in research proposals on automated data revocation is security against a retrospective adversary [20, 30, 70, 79, 93, 108]. Basically, this type of attacker is not interested in tampering with published data during its lifetime, but only after its expiration.
In the same way, a large body of proposals rely on distributed architectures to realize expiration since centralized service providers are considered untrusted [5, 20, 30, 38, 93, 108]. As a particular flaw, all types of entities are considered equally, and there are no differences between types of audiences. This is not in line with users publishing photos on platforms of large companies such as Facebook, who rather express fears such as specific groups of people (e.g. their parents or other family members) seeing their content and considering it inappropriate [77, 102].

Data deletion in artificial intelligence environments is a complicated task and poses a serious threat to longitudinal aspects of users’ privacy. Legal scholars have questioned the legality of using of AI systems trained on deleted data in the context of the Right to be Forgotten [101]. In fact, model inversion and membership inference attacks have already demonstrated that the information used in training a model could be reconstructed afterwards by an adversary [100]. Our systematization of technical proposals identified that few of them enable control over the availability of data that is fed into machine learning models.

In light of the failure of the existing (theoretical) adversary models to capture the actual security requirements reported by users through drivers for unsharing (Fears) and desires (Content-based Audience), challenge D-1 brings attention to incorrect realizations of real-world threats. Challenge D-2 focuses on incomplete realizations of threat models that could provide guarantees against the emergent threat posed by machine learning algorithms.

**Challenge D-1: Protection against real-world adversaries and threat scenarios**

There is currently a gap between security under a given (theoretical) adversary model and actual security requirements in a real-world scenario. Instead of trying to provide security guarantees under unrealistic assumptions such as the presence of a solely retrospective adversary, solutions should incorporate effective mechanisms to reduce the unauthorized use of published data during all stages of their life-cycle (such as preventing screen-capturing in Snapchat [88]).

The key challenge here is to develop adversarial models that represent real-world threats, that incorporate users’ fears regarding their privacy and unintended exposure in real data publishing scenarios and to secure data sharing mechanisms under these models.

**Challenge D-2: Protection against machine learning algorithms**

Prevalent use of artificially intelligent systems by service providers adds a new threat dimension to the exposure of users’ data. When the data is used to aggregate statistics or to train machine-learning models, e.g., for image classification or recommender systems, the information that data carries will implicitly remain in the model, even when the original data and everything explicitly linked to it is deleted. This limits users’ control over the availability of information encoded in their previously shared data. Similarly, AI-based recognition algorithms also hinder users’ capacity to effectively manage the visibility of their data from service providers. Despite some promising initial work, such as the use of adversarial examples [58, 65], it remains a challenge to counter the capabilities of AI systems and provide security guarantees against their use.

### 6 Further Issues

In Section 5, we presented a set of succinct, yet unresolved challenges regarding longitudinal online privacy management. Inherently, not all challenges can be approached from a purely technical perspective, e.g., challenges relating to flawed mental models require more holistic approaches, centered around end-users’ issues. Our systematization is supposed to trigger activities in both the technical and the human-factor research communities, as a number of identified issues can only be resolved conjointly, taking into account both technical and user perspectives. One key takeaway is that technical solutions point towards promising directions, such as proposals targeting to overcome purely time-based exposure control mechanisms. However, it is critical to match users’ actual needs in order to find adoption and to serve users by providing tools that they need to appropriately control the exposure of their personal online data.

We finally discuss five open issues that did not make it to our list of challenges because these were not directly derived out of the systematizations or were not specifically limited to publicly shared data. However, these aspects still provide further insights to the community about the landscape of longitudinal privacy of publicly shared data.
Control over Inversely Private Information
Gurevich et al. term an item of personal information about you *inversely private* if some party has access to it, but you do not [34]. The situation described here elicits similar challenges as Data Co-ownership (cf. B-2) but is different in that users may not be aware of this particular information to exist. Daily interactions with various institutions ranging from toll roads operators to social networks generate vast amount of data about users. Processing users’ private data and their pattern of interactions with the platform yields more inversely private data. In some cases, this private information held by companies can even contradict users’ preferences in the current context. For example, a social network user can continue to receive ads related to a preference derived from one of their old posts despite choosing to limit its lifetime. It is not straightforward to realize technical proposals that can allow users to manage and erase vast amounts of inversely private data about them held by different entities. The information is typically used for gaining a competitive edge, which is one of the reasons why corporations have been denying the inverse privacy entitlement to their users [34]. Regulations on service providers’ processing of data could prove helpful, but it is unclear if existing laws, such as GDPR, provide users the right to erasure of inversely private information.

Content Obfuscation versus Usability
While transformations targeting automated classifiers as means to solving the Security and Trust challenge (cf. D-2) may have only little impact on an image’s appearance to humans, it also needs to be further investigated to what degree visible image perturbation is acceptable for users as a trade-off between privacy and vision comfort. There has been research on viewer satisfaction for blurring and pixelating photo scene elements that need to be protected [36, 42, 43], as well as on how the overall photo can be modified equally using aesthetic transforms to increase satisfaction [37].

Response to Privacy Paradox
While users claim to be very concerned about their privacy, they nevertheless undertake very little to protect their personal data. Recent research on the privacy paradox has revealed discrepancies between users’ preferences and their actual behavior [8, 23, 98]. Various studies have reported instances of users not taking the logical step of limiting the disclosure in their social networks despite being aware of privacy concerns [49, 61, 107]. These results hint that User Awareness (cf. C-1) alone is not going to lead to widespread adoption of longitudinal privacy technologies. To bridge the gap between users’ desires and mechanisms’ functionalities, it is equally important to investigate and understand the causes and implications of the privacy paradox. Such an understanding will allow for design decisions that will increase the adoption of privacy-enhancing technologies.

Complications with Metadata Obfuscation
Correlation and analysis of individual metadata can allow to draw conclusions about a person. Information deduced from communication flows can create privacy concerns in the same way as sensitive information obtained from posted contents [33]. Depending on the extent of metadata generation, sensitive information may still be preserved even if there is a technically perfect revocation mechanism for the actual data. For example, Facebook includes a feature that automatically adds descriptive keywords to photos to assist visually impaired users in comprehending its contents. In the case of photos of human subjects, their faces are detected, and users are suggested to enter the name of the person. While such features can be easily observed in the application interface, it remains unclear what types of additional data collection invisibly run in the background. One approach to counteract potential privacy threats by metadata aggregation and its residuals can be achieved by preventing metadata from being generated in the first place. This could be realized by applying image perturbation techniques to hamper metadata generation. While this strategy renders targeted classifiers unable to correctly assess image content, users would still be able to see the content. Related approaches have been developed with a different mindset, i.e., adversarial perturbations, e.g., used to interfere with traffic sign recognition used by self-driving cars [85]. More universal approaches to falsely classify images have also been demonstrated [58]. However, such protective mechanisms come along with new potential conflicts. Whenever the use of such a perturbation mechanism is transparent, or its presence becomes apparent, service providers (if considered in an adversarial setting) can adapt their classification techniques to circumvent the protection. This game-theoretic consideration, already laid out by Oh et al. [65], is yet interesting to be investigated when developing even more sophisticated protection mechanisms.
Practicality of Referencing Data
The current way to distribute data is to upload it to online platforms and copy-share it through various channels in order to make it available for different types of audiences [87]. In an entirely different approach, users could have only one instance of all their data hosted in a single location of their choice, providing them the individual level of privacy they desire. Instead of creating multiple copies of data and uploading them to different platforms, those services would be allowed or licensed to reference the data, without actually obtaining a copy or possessing them. Such a solution will enable tracking of all interactions with data objects and could facilitate the realization of challenging Expiration Conditions (cf. A-3). Bishop et al. [15] came up with ideas in a similar direction when discussing dissemination control as a means to manage online privacy.

The approach is not without challenges since interactions with the data entail modifications of the data itself. For example, multiple instant messaging platforms provide popular features enabling users to add text and drawings to the images sent in the chats. In such settings, each transformed output of the original data needs to be tracked in order to uphold the integrity of data provenance and ensure effective control over dissemination of the data.

In the light of applying such a scenario equally to end-users’ personal data, one must also discuss if large companies such as Google or Facebook would already consider themselves such hosting platforms, providing almost every kind of service for one’s online actions from a single source. It is unclear how the data object’s single source of origin might impact its availability since providers would need to be willing to adapt their practices, and interfaces, to facilitate sharing of data hosted on their competitors’ platforms.

7 Related Surveys
Earlier surveys focused on deletion from the standpoint of a specific platform. In [78], authors classify secure deletion approaches into layers through which they access the physical medium. The focus of their work is on systematizing approaches that remove data objects from physical media. They emphasize understanding the properties of the environment before choosing a suitable approach for data deletion. Unger et al. systematized secure messaging solutions and proposed an evaluation framework for their security, usability, and ease-of-adoption properties [99]. Their approach yielded three sets of challenges in the form of trust establishment, conversation security, and transport privacy.

In [75], authors survey requirements and challenges of assured deletion in the cloud considering two different adversarial models in terms of cloud provider honesty. It is stated that future work should focus on finding better ways of tracking the location of data to help providers make better decisions on which methods of assured deletion to apply. Geambasu et al. focus on identifying approaches to practical self-destructing data systems that secure sensitive data from disclosure in the highly mobile, social-networked world [31]. They make a case for a framework that combines multiple key-storage mechanisms into a single self-destructing data system.

In light of the effect of the GDPR [27] across the European Union, Politou et al. reviewed controversies regarding definitions of consent revocation and the right to be forgotten [71]. They evaluated the preparedness of existing technical infrastructure to incorporate these new requirements and report the feasibility of doing so provided clear implementation guidelines are in place.

8 Conclusion
We provided the first systematization to capture users’ interactions related to longitudinal privacy management on existing platforms, as well as the landscape of diverse technical proposals dealing with the availability of online data. Our broad approach afforded us the ability to contrast end-users’ desires and mental models against the technical proposals’ use cases and adversarial assumptions. This enabled us to uncover open challenges and identify interesting problems where effective solutions have not yet been realized. By pointing the research community’s direction towards these challenges, we hope this paper serves as an inspiration and a basis for the development of longitudinal privacy-enhancing solutions that will assist millions of end-users with managing the availability of their publicly-shared data.
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