SoK: Efficient Privacy-preserving Clustering

Abstract: Clustering is a popular unsupervised machine learning technique that groups similar input elements into clusters. It is used in many areas ranging from business analysis to health care. In many of these applications, sensitive information is clustered that should not be leaked. Moreover, nowadays it is often required to combine data from multiple sources to increase the quality of the analysis as well as to outsource complex computation to powerful cloud servers. This calls for efficient privacy-preserving clustering. In this work, we systematically analyze the state-of-the-art in privacy-preserving clustering. We implement and benchmark today’s four most efficient fully private clustering protocols by Cheon et al. (SAC’19), Meng et al. (ArXiv’19), Mohassel et al. (PETS’20), and Bozdemir et al. (ASIACCS’21) with respect to communication, computation, and clustering quality. We compare them, assess their limitations for a practical use in real-world applications, and conclude with open challenges.
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1 Introduction

In today’s world, machine learning (ML) algorithms are widely used to categorize and classify large amounts of data. Applications range from spam filtering over fraud detection, stock market analysis to health diagnostic [1–4]. Moreover, many large IT companies, including Microsoft, Facebook, Google, and Apple, collect massive amounts of data to perform analyses for their commercial benefit [5]. Clustering is a popular unsupervised learning technique and plays a crucial role in data processing and analysis. It divides a set of given input data into subgroups of elements with similar properties.

Cluster analysis is being utilized in various fields with extremely sensitive data such as medical imaging [4] and market research [6], to name a few. Moreover, data protection regulations such as the General Data Protection Regulation (GDPR) in the EU and the Health Insurance Portability and Accountability Act (HIPAA) in the US prohibit companies from sharing sensitive user information. Nevertheless, combining data from different sources, e.g., different hospitals, broadens the database and offers more meaningful, credible, and high-quality clustering results. Additionally, it is often needed to outsource the expensive clustering of large amounts of data to powerful cloud servers. These requirements emphasize the need for privacy-preserving clustering to preserve the privacy of data.

Consequently, a series of efforts have been made to protect the privacy of sensitive input data in clustering through two paradigms for secure computation that can also be combined. The first paradigm leverages homomorphic encryption (HE) [7–9]. HE allows to directly compute functions on encrypted data. The second paradigm uses secure multi-party computation (MPC) [10, 11]. MPC allows mutually distrusting parties to collaboratively compute a joint function over their respective private data. However, these works only cover a few clustering algorithms so far: K-means, K-medoid, Mean-shift, Gaussian Mixture Models Clustering (GMM), Density-Based Spatial Clustering of Applications with Noise (DBSCAN), hierarchical clustering (HC), Affinity Propagation, and Mean-shift. Moreover, we found that only ten works (cf. Tab. 1) provide full privacy protection according to the ideal functionality for privacy-preserving clustering, i.e., they leak nothing beyond the output (cf. §3.1).

Even revealing little and at the first glance minor information during the clustering can have severe consequences for the data privacy of individuals. For example, when using clustering for the segmentation of medical images [4] between two hospitals, revealing the cluster sizes and assignments in each clustering iteration leaks information about how many patients with similar characteristics are input by the other party even before the clustering stabilizes and a final result is reached. Unintended common characteristics between patients might
be leaked even though they are only temporarily assigned to one cluster (due to these characteristics which would not have been revealed in the final result). An even more severe privacy breach is demonstrated in [22] where leaking the results of comparison of distances between data records and a threshold can enable to accurately approximate the original data record held by another party. With this, complete patient records could be extracted when clustering medical data. To summarize, it is difficult to concretely determine the effects of leaking intermediate information in advance for all possible constellations. Hence, privacy research should focus on designing efficient private clustering protocols that do not leak anything beyond what can be inferred from the output, i.e., provide full privacy.

**Related Work.** Privacy-preserving machine learning (PPML) is a hot topic in recent privacy research [23–26]. To provide a better overview over the exploring research field, several surveys have been done. Haralampieva et al. [27] survey existing frameworks in the context of private image classification. An overview about frameworks for private neural network inference is given in [28]. Protocols used for private machine learning training are investigated in [29]. Similarly, Tanuwidjaja et al. [30] summarize existing works on privacy-preserving deep learning and issues when using these schemes as well as possible attacks on private deep learning. Kiss et al. [31] systematically review the state-of-the-art approaches to private decision tree evaluation.

All previous surveys focus on privacy-preserving supervised learning where a training dataset with labelled samples (i.e., known input-output pairs) is used to train a model that can later be used to classify new data records. In contrast, our survey focuses on clustering, a popular unsupervised machine learning (ML) technique, which detects unknown patterns in unlabelled data so no “training” of a model is needed. In our work, we systematically survey and evaluate the state-of-the-art in private clustering using secure computation techniques.

An orthogonal line of research uses differential privacy (DP) to protect privacy-preserving machine learning (PPML), including clustering [32–37], against information leakage. Abadi et al. [38] and Shokri et al. [39] provide comprehensive surveys on differentially private deep learning. Generally, the noise added to achieve DP reduces utility whereas secure computation has higher complexity. Hence, DP-based and secure computation-based protocols are not directly comparable and we leave a survey on DP-based clustering for future work.

**Our Contributions and Outline.** After presenting the preliminaries of privacy-preserving clustering in §2, our Systematization of Knowledge (SoK) paper provides the following core contributions:

- The first comprehensive review and analysis of existing techniques and protocols used for privacy-preserving clustering with respect to security models, privacy limitations, efficiency, and further aspects. We also provide guidelines on how to choose an appropriate privacy-preserving clustering scheme for a specific application (§3).

- An empirical evaluation of the four most efficient and fully private clustering schemes [9, 11, 18, 19], cf. Tab. 1, on a range of criteria, including clustering quality, security and privacy, and runtime/communication overhead (§4). Based on these insights, we provide an analysis of the practicality of the four protocols for real-world applications.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Paper</th>
<th>PETs</th>
<th>Scenario</th>
<th>Data</th>
<th>Output</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means</td>
<td>[12, CCS'07]</td>
<td>HE+ASS</td>
<td>2PC</td>
<td>a</td>
<td>final centroids</td>
<td>x†</td>
</tr>
<tr>
<td></td>
<td>[13, GIC'15]</td>
<td>HE</td>
<td>Outsourcing, 2 Servers</td>
<td>h</td>
<td>final centroids</td>
<td>x†</td>
</tr>
<tr>
<td></td>
<td>[14, SAC'18]</td>
<td>HE</td>
<td>Outsourcing, 1 Server</td>
<td>—</td>
<td>final centroids</td>
<td>x†</td>
</tr>
<tr>
<td></td>
<td>[15, CLOUD'18]</td>
<td>HE</td>
<td>Outsourcing, 2 Servers</td>
<td>—</td>
<td>cluster sizes</td>
<td>x†</td>
</tr>
<tr>
<td>Mean-shift</td>
<td>MPC-KMeans [11, PETS'20]</td>
<td>GC</td>
<td>Outsourcing, 2 Servers or 2PC</td>
<td>h</td>
<td>final centroids</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>HE-Meanshift [9, SAC'19]</td>
<td>HE</td>
<td>Outsourcing, 1 Server</td>
<td>—</td>
<td>final centroids</td>
<td>✓</td>
</tr>
<tr>
<td>Affinity Propagation</td>
<td>[16, SECRYPT'21]</td>
<td>ASS</td>
<td>Outsourcing or MPC</td>
<td>a</td>
<td>final cluster labels</td>
<td>x†</td>
</tr>
<tr>
<td>DBSCAN</td>
<td>[17, S&amp;P'13]</td>
<td>GC</td>
<td>2PC</td>
<td>a cluster labels, centroids/size possible</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ppDBSCAN [18, ASIACCS'21]</td>
<td>GC</td>
<td>Outsourcing, 2 Servers or 2PC</td>
<td>a</td>
<td>cluster labels, centroids/size possible</td>
<td>✓</td>
</tr>
<tr>
<td>Hierarchical Clustering</td>
<td>PCA/OPT [19, ArXiv'19]</td>
<td>HE+GC</td>
<td>2PC</td>
<td>h</td>
<td>final dendogram</td>
<td>✓</td>
</tr>
</tbody>
</table>

† Computationally expensive due to use of Pailier’s HE and no parallelization.
‡ [18] is 194× faster than this scheme for 400 data records.
¶ [18] is 5× faster than this scheme for a dataset size of 500 data records.

Table 1. Fully privacy-preserving clustering protocols (cf. §3.1). HE is homomorphic encryption [7], ASS is arithmetic secret sharing [20], and GC is garbled circuits [21]. v indicates vertically partitioned data, i.e., the data owners hold the values for a subset of parameters from all data records. h indicates horizontally partitioned data, where the data owners hold complete data records with all parameters, a is arbitrarily partitioned data, and “—” indicates the scheme has only one data owner. Schemes that were implemented and benchmarked in §4 are highlighted in gray.
applications based on our results from the benchmarking (§5).

- An implementation of the clustering protocol of [9] and [19] in C++17. Implementations of the remaining two protocols that we also evaluate [11, 18] are publicly available. Our code is available at https://encrypto.de/code/SoK_ppClustering.

2 Preliminaries

2.1 Clustering

Clustering is a well-known unsupervised machine learning (ML) technique, i.e., it deals with detecting unknown patterns in unlabeled data. Concretely, it groups similar input records (internal homogeneity) in clusters while records belonging to different clusters should be maximally different (external separation) [40–42].

Clustering consists of four components: feature selection/normalization, a proximity measure to determine similarity/dissimilarity, the clustering algorithm, and the output assessment [41, 42]. However, most prior works on privacy-preserving clustering mainly focus on a specific clustering algorithm. For example, the proximity measure is typically chosen to enable efficient computation using cryptographic techniques [14, 19]. Furthermore, mostly continuous values are considered while clustering can generally be applied to any kind of variable (i.e., also discrete or nominal values) [42].

Clustering algorithms can be split in two classes: hard and soft (fuzzy) clustering. In hard clustering, each input data record is assigned to exactly one cluster. In soft clustering, data records can be assigned to several clusters with a certain probability. All works on privacy-preserving clustering that we investigated in this work except from [43] have only tackled hard clustering.

Properties of Good Clustering. Records are assigned to the same cluster given they are similar. However, (dis)similarity heavily depends on the chosen proximity measure. Additionally, clustering algorithms were designed having specific problems in mind such that they exhibit biases that affect their performance when the assumed conditions are not fulfilled. Therefore, according to Xu and Wunsch [41], no clustering algorithm is universally superior and a good clustering algorithm should be able to cope with: 1) arbitrarily shaped clusters, 2) large datasets, 3) updates with new records without having to cluster old records again, 4) numerical (i.e., discrete and continuous) and nominal variables, and 5) outliers. Furthermore, it should: 6) be insensitive to the order of input records, 7) provide acceptable storage requirements, and 8) minimize the number of input parameters. Finally, it should also be able to handle 9) high-dimensional data records.

Clustering Algorithms

In the context of privacy-preserving clustering, four different types of clustering have been studied so far: partitioning-based [8, 11, 14, 16], distribution-based [44, 45], density-based [18, 46, 47], and hierarchical clustering [19, 48–50]. In the following, we summarize these four clustering types and compare the respective algorithms w.r.t. the properties listed before in §2.1. Due to space limitations, we only provide the details of this evaluation for the three algorithms [51–53] for which fully private protocols were proposed (cf. §3.2) and that we benchmark in §4. Details of the other algorithms are given in Appx. A.

Partitioning-based Clustering. Partitioning-based clustering splits the input into $K$ non-overlapping clusters. Typically, an initial random partition is iteratively improved given an objective function [54].

A well-known example is K-means [51]. It has a computational complexity of $O(NKt)$ and a space complexity of $O(N)$ [40] for dataset size $N$, $K$ clusters, and $t$ clustering iterations. Furthermore, K-means can only cluster convexly-shaped clusters, cannot to appropriately handle outliers, and requires to pre-determine the number of clusters $K$ [40]. If the initial partitioning,
A dendogram is a graph representing a tree structure. Algorithms output a binary tree/dendrogram which is then iteratively split up [52, p. 71-72]. HC algorithms approach and start with all elements in one cluster. Divisive algorithms follow the opposite approach. In agglomerative algorithms, each data record forms an own cluster in the beginning and the clusters are then iteratively merged together based on their proximity. Divisive algorithms follow the opposite approach and start with all elements in one cluster which is then iteratively split up [52, p. 71-72]. HC algorithms output a binary tree/dendrogram where each leaf represents a record and nodes indicate a merge of two similar clusters into one. The root combines all records into a single cluster [40].

As divisive HC exhibits an immense overhead for examining the optimal splits \(2^{N-1} - 1\) possibilities [40], where \(N\) is the dataset size, mostly agglomerative algorithms have been observed in practice. Traditionally, three merging methods were used: (1) single, (2) complete, and (3) average linkage. Single linkage merges the two clusters with the closest two elements, complete linkage merges the two clusters whose maximally distant pair of elements are closest among all pairs of clusters, and average linkage merges the two clusters that have the smallest average of all pairwise distances of their elements [52, p. 76-77] [59].

Naive HC has computation complexity \(O(N^3)\) and space complexity \(O(N^2)\) [42]. Some HC-based algorithms (e.g., single linkage) cannot detect some cluster shapes. They do not incorporate a notion of noise, but are relatively insensitive to outliers. HC requires to pre-determine the number of clusters \(K\) that are obtained by cutting the tree at the respective level [40]. HC needs a restructuring of the tree if new data records are added after the first clustering. Nevertheless, HC can handle any type of variable and the input order does not affect the result.

Density-based Clustering. These algorithms use a density-based neighborhood notion such that input records that lay together in a dense area form a cluster. Examples are Mean-shift [53] and DBSCAN [60]. Mean-shift has time complexity \(O(N^2t)\), where \(N\) is the dataset size and \(t\) is the number of iterations, which makes it inefficient for large datasets. It can handle any cluster shape and flexibly determine the number of clusters \(K\) based on the input data. Additionally, the input order does not affect the results. However, the value of the bandwidth \(h\) in the Kernel Density Estimator (KDE) used in Mean-shift can significantly affect its performance. A too large \(h\) merges distinct clusters while a too small \(h\) splits one cluster into multiple smaller groups. The performance also deteriorates for high dimensional data due to the “curse of dimensionality” in the KDE. Similarly, noisy features can hamper the performance [61]. Mean-shift does not incorporate a notion of noise. An update with new records can change the KDE and the local maximas, thus requiring a re-run of the entire algorithm. However, in practice, the new points can be assigned to the cluster containing the nearest mode if the change in the KDE is not significant.

Density-Based Spatial Clustering of Applications with Noise (DBSCAN [62]) specifically recognizes noisy elements and marks them as outliers. It detects arbitrarily shaped clusters and flexibly determines the number of clusters in a dataset based on two input parameters, namely the minimal cluster size and the maximal distance between two clusters. Especially the second parameter can be difficult to determine and DBSCAN cannot correctly handle clusters with significantly different densities [63]. Generally, if appropriate distance measures are chosen, any type of parameter can be clustered. Moreover, the input order does only affect the clustering result in exceptional cases where border elements lay in the range of more than one cluster. If additional data records shall be clustered after a first clustering was finished, their neighbors have to be determined to assess if they can be added to previously created clusters. Otherwise, they may create a new cluster with other outliers, but no completely new clustering is needed. Naive DBSCAN needs \(O(N)\) memory and has computation complexity \(O(N^2)\) [62, 63].

Distribution-based Clustering. Distribution-based clustering algorithms assume that clusters are drawn from an unknown mixture of distributions and aim at approximating the original distributions (i.e., the type and parameters) as well as the number of different distributions (i.e., the number of clusters) [41, 42]. A well-
known example for distribution-based clustering algorithms are Gaussian Mixture Models (GMM) using the Expectation-Maximization (EM) algorithm [64].

**Comparison of Clustering Algorithms.** Modifications proposed for the clustering algorithms to fix some weaknesses of the original often introduce other problems. Therefore, it is difficult to evaluate them with respect to the general requirements for clustering algorithms (cf. §2.1).

In Tab. 2, we compare the eight baseline clustering algorithms for which privacy-preserving protocols have been proposed with respect to the properties of good clustering algorithms listed in §2.1. We did not include the effect of property 9), i.e., high dimensionality, because it is often not directly linked to the clustering algorithm. Instead, a large number of variables often requires using feature reduction techniques.

### 2.2 Cryptographic Building Blocks

In the following, we summarize secure computation techniques and respective security models.

**Secure Computation.** There are two main paradigms for secure computation: Homomorphic encryption (HE) and multi-party computation (MPC). HE [7, 65, 66] enables operations on a set of ciphertexts such that the resulting ciphertext contains the result of a function on the corresponding plaintexts. MPC allows two or more mutually distrusting parties to jointly compute a function on their private inputs. Two well-known generic approaches for MPC are based on garbled circuits (GC) [21] and secret-sharing (SS) [20, 67]. As an example for a SS-based technique, the GMW protocol [20] represents a function as Boolean/Arithmetic circuit and the values are secret-shared using XOR or Arithmetic secret sharing (ASS). Another type of SS is Shamir’s secret sharing (SSS) [67].

**Security Models.** Two main security models have been considered in privacy-preserving clustering: In the semi-honest/passive security model, the adversary [68] is assumed to honestly follow the protocol, but tries to learn additional information about the private inputs of other parties. Though this model is weaker than the malicious model, that even protects against deviations from the protocol specification, it facilitates practically-efficient applications especially for privacy-preserving machine learning (PPML) [69]. Full threshold security means that up to \( N - 1 \) parties can collude without jeopardising privacy while honest majority security requires the majority of the parties to not collude.

### 3 Privacy-preserving Clustering

In this section, we first define privacy-preserving clustering. Then, we categorize and analyse the existing privacy-preserving clustering protocols to conclude which protocols offer good efficiency with strong privacy guarantees. Afterwards, we discuss possible applications and provide indications on how to choose appropriate privacy-preserving clustering schemes for these.

#### 3.1 Functionality and Requirements

In an ideal world with a trusted third party (TTP), all involved parties send their input data to the TTP. The TTP then performs the clustering and returns the output to the parties. The output can vary depending on the application requirements and clustering algorithm. For example, the output can be the cluster centroids or it can be the cluster label for each data record.

We identified the following requirements for privacy-preserving clustering:

**Privacy.** According to the ideal functionality a privacy-preserving clustering protocol must not leak information other than what can be derived from the output of the protocol to be considered as fully privacy-preserving. Importantly, this includes that all operations must be obliviously realized and all intermediate results must be kept private.

**Efficiency.** A privacy-preserving clustering scheme must be efficient in terms of communication and runtime. This means that it must scale well with respect to the dataset size \( N \), the number of clusters \( K \), and the dimensionality \( d \) of the input records.

**Clustering Quality:** A privacy-preserving clustering scheme must offer a good clustering quality of the results independent of a dataset’s properties. Specifically, the requirements of good clustering listed in §2.1 should be fulfilled.

**Flexibility.** A privacy-preserving clustering scheme should ideally be flexibly usable for outsourcing [70] and multi-party computation. In an outsourcing scenario, one or multiple data owners outsource their data and the computation to untrusted non-colluding parties [70]. Here, the data owners can even be malicious (cf. §2.2). In multi-party computation, several parties interactively compute the clustering on their joint dataset.
3.2 Existing Private Clustering Protocols

In this subsection, we categorize the existing works on privacy-preserving clustering with respect to the underlying plaintext clustering algorithm, security model, scenarios for which protocols were designed, data distributions, used secure computation techniques as well as privacy and efficiency (cf. §3.1). We discuss the strengths and weaknesses of these schemes with respect to these criteria. Tab. 3 contains an overview of all 59 works on privacy-preserving clustering with secure computation techniques that we are currently aware of. It indicates the respective security model, used secure computation techniques, common types of leakages of intermediate values, the type of output, which and how many parties are involved in the protocol, the data partition, and other issues.

Plaintext Clustering Algorithms. Eight clustering algorithms have been investigated in the context of privacy-preserving clustering: K-means (including the two variants Kernel K-means [58] and Possibilistic C-means [43]), K-medoids [57, 71], GMM [44, 45], Mean-shift [9], DBSCAN [22, 46, 47, 72–76], baseline agglomerative HC (e.g., single linkage or complete linkage) [19, 48–50, 77, 78], BIRCH [79, 80], and Affinity Propagation [16, 81]. The vast majority of works focuses on the simple K-means algorithm [8, 11–15, 82–106], which enables an efficient parallelization of computation through packing with homomorphic encryption [8, 88, 95] or amortization through batched oblivious transfers [11]. However, as discussed in §2.1, K-means can be used only for very specific applications where the number of clusters is known in advance and the clusters are convexly shaped. We gave an overview of the strengths and weaknesses of these plaintext clustering algorithms in Tab. 2. Generally, the choice of the plaintext clustering algorithm heavily affects the quality of the clustering result. Some works on privacy-preserving clustering exactly reproduce the original algorithms and hence achieve the same accuracy, e.g., [19, 44, 45, 82]. Others deviate from the original algorithms such as when updating the centroids in K-means due to, e.g., normalization/quantization-specific encodings of the plaintext space [8, 9, 14, 22, 88, 95], adaptations of the original algorithm [14], or approximations [14, 43] which either enhance efficiency or are needed because of the underlying secure computation techniques.

Security Models. All works except for [16, 96, 105] consider only the semi-honest security model (cf. §2.2). A few even do not explicitly define their security model [43, 48, 57, 58, 71, 100, 108]. The semi-honest security model assumes that the adversary correctly follows the protocol while trying to gain additional information. However, this strong assumption is not always realistic. Concretely, the use of protocols that are secure against semi-honest adversaries is only acceptable in specific applications where the participants already generally trust each other but are legally not allowed to share data, e.g., hospitals conducting medical analysis or central banks for financial analytics on country-level. We discuss the requirements and implications of applications on the choice of a privacy-preserving clustering scheme in more detail in §3.3.

Scenarios. Generally, privacy-preserving clustering protocols have been designed for two scenarios: Firstly, multi-party computation (MPC, [16, 44–46, 50, 57, 71, 72, 74–76, 82, 85, 87, 89, 91, 94, 96, 99–101, 103]) with the special case of two-party computation (2PC, [11–13, 19, 22, 48, 49, 73, 74, 77–80, 83, 84, 86, 93]), where two or more data owners jointly perform a secure computation protocol ideally such that nothing beyond the output is leaked to each other (cf. §3.1). Some of these protocols [50, 75, 76, 88, 95, 100, 103] also involve one or more additional (semi-trusted) entities, e.g., represented by servers, that assist in the computation. In contrast, other protocols were designed for the outsourcing scenario where one or more data owners outsource computation (and storage) to external parties who ideally perform the clustering for them without learning anything about the input data [8, 9, 14, 15, 43, 47, 58, 90, 92, 97, 98, 102, 104–106, 108]. As outsourcing aims at using external resources, data owners should not be involved in the execution of the protocol and can go offline, but this is often not fulfilled, e.g., in [43, 47, 97, 98, 104, 105, 108]. Some MPC/2PC protocols can also be used for an outsourcing scenario where the data owners secret share their data among multiple non-colluding parties who then perform the clustering [8, 11, 105]. However, whether a 2PC/MPC clustering protocol is usable for outsourcing heavily depends on its design. This is hindered if data owners are actively involved by computing on plaintext input data, e.g., [22, 44–46, 48, 49, 72–75, 82, 88], or a data owner needs to perform intermediate decryptions, e.g., [86, 91, 95].

Data Partition. The data to be clustered in a private manner can be partitioned in three ways when provided by multiple parties. It is horizontally partitioned when each data owner holds complete (but different) data records [9, 13, 44, 45, 47, 49, 50, 73, 75, 77, 78, 84–86, 91, 92, 94–96, 98, 99, 101–103, 105, 106, 108]. The data is vertically partitioned when data owners hold mutually different parameters of the same data records [44,
Table 3. History overview of privacy-preserving clustering using secure computation techniques. Privacy indicates if fully privacy protection according to the ideal functionality for privacy-preserving clustering (§3.1) is provided (X: leakage; ¥: no leakage). is the semi-honest security model, is the malicious security model, N/A indicates that no security model was defined. HE is homomorphic encryption, ASS additive secret sharing, SSS Shamir’s secret sharing, GC garbled circuits, OPE oblivial polynomial evaluation, PKC public-key cryptography, SKC symmetric-key cryptography, ZKP zero-knowledge proof, blinding is the use of random values for blind-
An arbitrary partitioning is a mix of both vertical and horizontal data splitting [8, 12, 22, 76, 80, 83, 90, 100]. A realistic data partition depends on the specific application. We discuss this matter in more detail in §3.3.

**Used Secure Computation Techniques.** Existing privacy-preserving clustering protocols use two main cryptographic techniques. First, there is a range of works that use homomorphic encryption (HE), e.g., [8, 14, 48, 76, 78, 84, 97, 104], but most of them tend to be relatively slow due to the expensive cryptographic operations. Another research direction uses multi-party computation (MPC) techniques like Yao’s Garbled Circuits [21], blinding with random numbers, and secret sharing to achieve better efficiency [11, 16, 18, 44, 45, 72, 83, 94]. These schemes tend to have better runtimes, but higher communication than using HE. However, some MPC techniques [10] also have to rely on non-collusion assumptions between (a subset of) the computing parties which can make them more difficult to deploy in real-world applications. Other protocols use a mix of these techniques aiming at combining the strengths of both approaches [12, 19, 46, 77, 79, 103].

**Privacy.** As discussed in §1, information leakage can cause severe privacy infringement. Ideally, no information beyond what can be extracted from the final output should be derivable (cf. §3.1). However, most of the proposed privacy-preserving clustering schemes leak intermediate values like the intermediate centroids [43, 84, 85, 88, 94, 97, 98, 100, 105, 108], cluster assignments [43, 57, 58, 71, 83, 86, 87, 89–91, 97, 98, 100, 102–106, 108], and/or cluster sizes [8, 57, 71] in each clustering iteration of K-means or K-medoids, thus, failing to provide full privacy protection. Similarly, both private GMM schemes [44, 45] leak the intermediate covariance matrices, means, and probability values for each Gaussian distribution. Many schemes originating from a round-based clustering algorithm such as K-means or GMM leak the number of clustering iterations until convergence, e.g., [12, 13, 15, 43–45, 82, 83, 94, 100]. However, this issue can be avoided by clustering for a fixed number of iterations independent of the input which must be large enough to reach a good clustering result. However, this results in a longer runtime as more iterations are done than normally with a convergence check. Also most DBSCAN-based and HC-based schemes leak information, e.g., distances between data records [46, 50], the comparison results of distances [48, 72, 75, 79, 80], cluster assignments [22, 46, 47, 49, 73, 75, 76, 79, 80], cluster sizes [22, 47, 73, 75, 76], or may even leak concrete input records for specific data constellations [73, 77] to at least one of the involved parties (independent of the party’s data ownership). All in all, we only identified ten clustering protocols shown in Tab. 1 that provide fully privacy guarantees (maximally leaking the number of clustering iterations): [9, 11–19].

**Efficiency.** As stated before, homomorphic encryption-based protocols such as [14, 48, 76, 78, 84, 97, 104] tend to be computationally expensive and, thus, slower than MPC-based schemes, e.g., [11, 18, 44, 45, 72, 94], which require more communication. Due to space limitations, we will focus here on the ten protocols that provide full privacy (cf. §3.1) and compare them in terms of efficiency. Kim and Chang [15] observe an about 2.85 × runtime improvement compared to [13] thanks to a more efficient secure comparison. They as well as Bunn and Ostrovsky [12] use the Paillier encryption scheme without any parallelization making it expensive and slow compared to the other more optimised protocols which use, for example, packing or batching of operations [11]. The K-means protocol by Mohassel et al. [11] was experimentally compared to [14] and [18]. It outperforms the K-means protocol by Jäschke et al. [14] by five orders of magnitude on a dataset with 400 elements thanks to an efficient batching and the usage of GC instead of HE. It is also 19 × faster on the same dataset than the private DBSCAN protocol of Bozdemir et al. [18], but DBSCAN often achieves significantly better clustering quality [18]. [18] runs about 13 minutes for clustering 500 elements while Zahur and Evans [17] report more than 550 minutes for their private DBSCAN protocol with 480 records. [18] is also 194 × faster than the fully-private affinity propagation protocol by Keller et al. [16] thanks to the use of optimized combinations of GC and ASS. No direct comparison between [9, 11, 19] was done so far.

**Choice for Benchmarks.** To summarize, the MPC-based protocol of Mohassel et al. [11] is the most advanced private K-means scheme w.r.t. privacy and efficiency. Meng et al. [19] and Cheon et al. [9] provide the only schemes that offer fully private single and complete linkage HC/Mean-shift. Bozdemir et al. [18] propose the most efficient fully privacy-preserving DBSCAN protocol. In §4, we focus on these four works by comparing their computation and communication efficiency, security and privacy, and clustering quality.

### 3.3 Private Clustering Applications

Privacy-preserving clustering can be generally used for two main purposes: to protect sensitive data when out-
sourcing the computation and storage and/or when multiple data owners provide input data to the clustering. For each of these scenarios, we discuss a few example applications in the following to give a guideline on how to choose appropriate private clustering protocols.

**Example Applications.** Multiple data owners who jointly cluster their combined data is an instance of *multi-party computation* (MPC). In the financial market, clustering is used to automatically detect correlations between securities’ stock prices in pair trading, i.e., for investment strategies that leverage discrepancies between typically correlated securities [109, 110]. Additionally, it is used for outlier detection to identify credit card, insurance, or tax frauds and insider trading [3, 111]. In this context, it is typically necessary to cluster data from several sources like competing (investment) banks or insurance companies to detect suspicious behavior [112]. Thereby, the different entities might hold information about the same customer, i.e., they have vertically partitioned data. Furthermore, clustering can be used by companies for enhancing marketing measures, e.g., by market segmentation or personalization of recommendation systems [113, 114]. A larger database increases the quality and reliability of the result but business secrets and customer data must be protected. In such scenarios, a horizontal data partitioning where the companies provide data from different customers is more plausible. Additionally, clustering is also used in medical research and diagnosis [115, 116]. In this context, using data from several sources, e.g., several hospitals, reduces potential bias caused by demographics, ethnicities, or cultures.

**MPC.** For the aforementioned applications, the parties can always safely trust themselves. Thus, full threshold security (i.e., security against up to $N - 1$ collusions, cf. §2.2) as provided by some MPC techniques [117, 118] would be an interesting option. Unfortunately, only Keller et al. [16] and schemes based on a threshold secret sharing (like SSS (cf. §2.2)) with the respective threshold can offer this. Additionally, again only Keller et al. [16] provide full privacy guarantees against malicious adversaries (cf. §2.2). However, if the other partners involved are generally trusted but strictly regulated by data protection laws like HIPAA or GDPR, hindering them from directly sharing data, a 2PC- or MPC-based clustering protocol with honest majority and secure against semi-honest adversaries, e.g., [9, 11, 19], might be sufficient and provides significantly better efficiency than MPC techniques that are secure against full threshold semi-honest or malicious adversaries [119].

**Outsourcing.** While running “generic” MPC protocols is the most straightforward approach to securely cluster on the joint database of data owners, it suffers from high computation and communication costs and might be practically infeasible for a large number of data owners as MPC protocols often scale quadratically in the number of parties. A more efficient alternative can be to outsource the evaluation.2 Thereby, the data owners (e.g., competing companies conducting market analyses) might prefer to not rely on a non-collusion assumption needed for MPC-based protocols such as [11] where multiple providers must be found and trusted not to collude. Hence, in such a situation an HE-based outsourcing scheme like [9, 14] might be advantageous. Additionally, in an outsourcing scenario, no data owner should be required to be online or actively involved in the computation. This can only be achieved by some protocols: [11, 13–16, 18, 19, 37, 43, 45, 58, 90, 92, 100, 102, 106].

**Privacy vs. Efficiency.** Furthermore, there exists a trade-off between data leakage and efficiency. Schemes that can leak complete data records (e.g., [73, 74]) should not be used. When generally trusted parties like hospitals are involved, leaking less critical information like the number of iterations (cf. §3.2) might be acceptable to reduce runtime. However, as pointed out in §1, it is not always possible to fully understand and anticipate the effects of leaking intermediate results. Generally, MPC-based protocols are considered to be faster but require more communication than HE-based protocols. We will give more insight on the efficiency of the four most efficient fully private clustering schemes in §4.

**Algorithm Characteristics.** Finally, another important aspect for choosing the right private clustering scheme are the input parameters. For instance, K-means, K-medoid, GMM, and HC require the number of clusters as input. This is not an issue when the number of clusters is fixed by the application, e.g., if the goal is to split bank customers’ behavior into benign and suspicious. However, a more fine-grained analysis might be needed when different types of malicious behavior can occur that significantly differ from each other (e.g., credit card, tax, or insurance fraud), but it is unclear in advance how many untypical behaviors can occur. Clustering might even be used to detect and differentiate these outliers in the first place. In such a case, a protocol that originates from affinity propagation, DBSCAN or Mean-shift should be chosen as they will flexibly detect the number of clusters. Furthermore, some algo-

---

2 A single data owner might of course also outsource clustering.
algorithms like K-means and GMM can only detect clusters of convex shapes, while DBSCAN can detect arbitrarily shaped clusters [41]. If new data arrives regularly, it might be beneficial to avoid recomputing the complete clustering by using K-means-, K-medoid-, DBSCAN-, or GMM-based protocols (e.g., [8, 11, 43, 44, 46]). Then, different private clustering schemes give different outputs, e.g., centroids [8, 11] or dendograms [19]. For example, a medical analysis detecting typical characteristics for a specific disease should output centroids as they represent these characteristics. Additionally, centroids also allow to assign new data to the created clusters later on which is not possible with only the cluster labels.

To conclude, the following aspects need to be examined when deciding upon a private clustering protocol: scenario (MPC vs. outsourcing), security/privacy requirements, trust level among the data owners, data distribution and splitting, and the plaintext clustering algorithm’s characteristics (e.g., required input parameters that can be anticipated in advance). Based on this information, our extensive summary in Tab. 3 can help to choose an appropriate protocol.

4 Evaluation

In this section, we compare the clustering quality (§4.1), security and privacy (§4.2), and efficiency (§4.3) of the four most efficient fully private clustering protocols [9, 11, 18, 19] identified in §3.2. Details about these protocols are provided in Appx. B.

Software Details. We implemented all four protocols in C++17 and instantiate all cryptographic building blocks with a security level of 128 bits. We instantiate all algorithms with optimal parameters to assess their performance assuming perfect conditions. All our implementations are single threaded for a fair comparison of the efficiency of protocols.

MPC-KMeans [11]. In the remainder of this work, we call the private K-means protocol by Mohassel et al. [11] MPC-KMeans. We use the publicly available implementation3 from the authors of [11] with default parameter values. Specifically, the statistical security parameter is λ = 40, the computational security parameter κ = 128, and the bitlength ℓ = 32.

HE-Meanshift [9]. We call the private Mean-shift protocol by Cheon et al. [9] HE-Meanshift. The implementation uses the HEAAN library [120] with the same parameters as [9] providing 128-bit security. Specifically, the degree of the polynomial modulus of the plaintext ring \( N_c \) is set to \( 2^{17} \) and the ciphertext modulus \( q_L \) is set to \( 2^{1480} \). Thus, the number of plaintext slots in each ciphertext is \( 2^{16} \). Unless explicitly stated, we set the degree parameter for the kernel \( Γ = 6 \), the MinIdx degree parameter \( t = 5 \), and the \( \text{l}v \) iteration parameter \( ζ = 5 \).

PCA/OPT [19]. We call the baseline private HC protocol by Meng et al. [19] PCA (complete linkage) and its extension OPT (single linkage). The implementation uses the ABY framework [10] for Yao’s garbled circuits and the libpaillier library [121] for Paillier with identical parameters as [19]. Specifically, the symmetric-key security parameter is \( κ = 128 \) bits and the size of the RSA modulus in Paillier encryption is \( κ_{\text{pub}} = 2048 \) bits. The statistical security parameter is \( λ = 40 \).

ppDBSCAN [18]. We call the privacy-preserving DBSCAN protocol by Bozdemir et al. [18] ppDBSCAN. We use the publicly available C++ implementation4 provided by the authors which is based on the ABY framework [10]. The computational security parameter is set to \( κ = 128 \) bits and the bitlength \( ℓ = 32 \) bits. The parameter \( \text{maxIterations} \) was set to 4 as also done in [18].

4.1 Clustering Quality

In this section, we evaluate the clustering quality of the four fully private clustering protocols.

Datasets. We use nine datasets from the well-known FCPS [122] and Graves [123] collections designed for benchmarking clustering algorithms. They also include the ground truth separation [124]. In Tab. 4, we summarize four of these datasets for which we present the results of the quality evaluation. The results of our evaluation on the remaining 5 datasets are given in Appx. D.

Metrics for Clustering Quality. We measure the quality of the clustering result using clustering quality indices. As no single index is superior [125], we use four well-known indices: Adjusted Rand Index (ARI) [126], Adjusted Mutual Information (AMI) [127], Silhouette Index (SI) [128], and Calinski-Harabasz Index (CHI) [129]. SI and CHI measure the output clusters’ separation and compactness while ARI and AMI

3 https://github.com/osu-crypto/secure-kmean-clustering

4 https://encrypto.de/code/ppDBSCAN
Table 4. Datasets used for evaluating clustering quality, where \( N \) is the dataset size, \( d \) is the dimension of the data records, and \( K \) is the number of clusters.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( N )</th>
<th>( d )</th>
<th>( K )</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hepta</td>
<td>212</td>
<td>3</td>
<td>7</td>
<td>Well-defined clusters</td>
</tr>
<tr>
<td>Lsun</td>
<td>400</td>
<td>2</td>
<td>3</td>
<td>Different shapes</td>
</tr>
<tr>
<td>Chainlink</td>
<td>1000</td>
<td>3</td>
<td>2</td>
<td>Non-linearly separable clusters</td>
</tr>
<tr>
<td>Dense</td>
<td>200</td>
<td>2</td>
<td>2</td>
<td>Different cluster variances</td>
</tr>
</tbody>
</table>

Hepta Dataset. All algorithms achieve a relatively good clustering quality. PCA, OPT and ppDBSCAN output exactly the ground truth and achieve the best scores on the four indices. MPC-KMeans has a slightly worse clustering quality than the HC algorithms. HE-Meanshift achieves significantly lower scores and its high standard deviation in comparison to KMeans++ and Mean-shift indicates that the initialization of dusts has a significant impact on the clustering quality.

Lsun Dataset. OPT and ppDBSCAN output exactly the ground truth and, thus, achieve the maximal scores for the ARI and AMI. While the output of PCA significantly differs from the ground truth, it is noteworthy that it achieves similar scores as OPT and ppDBSCAN on the SI and CHI that measure internal cluster properties, i.e., separation and compactness. HE-Meanshift again shows large standard deviations due to the random initialization. The poor clustering quality achieved by MPC-KMeans and KMeans++ on the ARI and AMI is due to the non-convexly shaped clusters in the ground truth where K-means does not work well. The best scores achieved by HE-Meanshift are significantly higher than their plaintext counterparts, possibly due to favourable (random) initialization for the non-convexly shaped clusters in some of the runs.

Chainlink Dataset. OPT and ppDBSCAN have the same output as the ground truth and achieve the highest ARI and AMI scores though the presence of non-linearly separable clusters in some of the runs.

Dense Dataset. MPC-KMeans, HE-Meanshift, ppDBSCAN, KMeans++, and Mean-shift achieve good scores on all indices while the HC protocols, i.e., PCA and OPT, have significantly lower scores in comparison. Intuitively, the poor clustering quality of HC-based protocols can be attributed to the large variance in one of the clusters of the Dense dataset. This can cause incorrect merging of clusters since clusters are merged based on their proximity, which can be large when the variance of the cluster is high.

Conclusion. ppDBSCAN consistently achieves the highest scores and is able to handle different shapes, non-linear clusters, and high cluster variance well. PCA and OPT achieve a relatively good clustering quality on three out of four datasets, but they (completely) fail on the Dense dataset. The K-Means and Mean-shift protocols have comparable clustering quality that heavily varies between different datasets. The K-means-based protocols can only cluster very specific datasets that do not contain non-convexly shaped and non-linearly separable clusters.

The results for the algorithms with random initialization, MPC-KMeans and HE-Meanshift are averaged over 10 runs. The iterative algorithms MPC-KMeans, HE-Meanshift, KMeans++, and Mean-shift are run for 20 iterations. The number of clusters \( K \) for the K-Means and HC protocols, i.e., MPC-KMeans and PCA/OPT, is set to the number of clusters in the ground truth. HE-Meanshift modifies the Mean-shift algorithm to run the mean-shift process on a small and random subset of datapoints, called dusts, to improve efficiency. The number of dusts is set to the largest power of 2 greater than or equal to the number of clusters, to ensure efficiency while maintaining the quality of the clustering.

Original vs. Private Algorithm. We also compare the differences in clustering quality between the private clustering protocols and the original plaintext algorithms to evaluate the error arising by using privacy preserving techniques. PCA, OPT and ppDBSCAN are identical to plaintext HC with complete and single linkage and DBSCAN respectively which is why we do not include the results for their plaintext implementations here. The underlying computations in MPC-KMeans are identical to the standard K-means protocol except for differences in the initialization of the centroids. We evaluate this effect using the plaintext KMeans++ [130] algorithm (a variant of K-Means with an improved cluster initialization where the centroids are initialized with data records far apart from each other). HE-Meanshift, in contrast, introduces several modifications to the standard Mean-shift algorithm [53] to make the computation HE friendly, e.g., using a polynomial kernel and adopting dust-sampling for efficient mode-seeking. We compare the clustering quality of HE-Meanshift to a plaintext implementation of Mean-shift to evaluate the combined effect of the changes.

Fig. 1 summarises the results of our evaluation of the clustering quality with the four quality indices.
HE-Meanshift tends to have large standard deviations which indicate a strong dependency on dust initialization. However, the highest score achieved by HE-Meanshift is comparable to that of plaintext Mean-shift which indicates that the modifications introduced for its HE-friendly computation do not decrease accuracy. In contrast, MPC-KMeans has a small standard deviation and achieves a similar clustering quality to KMeans++, which shows that the randomness used for centroid initialization has a smaller impact on final output.

4.2 Security & Privacy

In this section, we discuss the security and privacy of the four clustering protocols.

Security Model w.r.t Scenario. All four works are in the static semi-honest security model i.e., the adversary can corrupt some of the parties at the onset of the computation and correctly follows the protocol description, but attempts to learn information about the private inputs of the honest parties.

MPC-KMeans, PCA/OPT, and ppDBSCAN consider the outsourced two-party computation setting where multiple data owners secret share their input among two non-colluding servers to privately cluster the dataset. In contrast, in HE-Meanshift, a single data owner outsources its computation to a single server.

Informally, a protocol is said to be secure if anything that can be computed by a party participating in the protocol can also be derived from the input and output of this party. This is formalized by using a simulator which generates a view that is indistinguishable from a real protocol execution given the party’s input and output [132]. MPC-KMeans [11] and PCA/OPT [19] provide such a formal proof of security.

The security of HE-Meanshift [9] follows directly from the security of the used CKKS encryption scheme since only the input and final output are sent. We note that the recent attack on the CKKS scheme by Li and Micciancio [133] does not affect the security of HE-Meanshift, as discussed by Cheon et al. [134]. Specifically, the attack requires access to a decryption oracle which is not available to the server in the outsourced single-server computation setting.

Similarly, the security of ppDBSCAN [18] follows directly from the security of the employed secure two-party computation techniques, specifically GC and ASS (cf. §2.2), as no intermediate values are opened and the conversions are provably secure [10].

Leakage from Outputs. Provable security of the protocols ensures that the computation does not leak anything more than what is revealed in an ideal world where a trusted third party obtains the inputs, computes the clustering functionality and returns the output. However, the information leaked from the clustering output is not captured in the security definition and we discuss this in the following.

HE-Meanshift outputs the cluster labels for every record in the dataset. However, this is not a privacy concern since the protocol is intended to be used in the outsourced single-server computation setting where the entire dataset is known to the client.

MPC-KMeans and ppDBSCAN can be adapted to output either the cluster centroids or cluster labels. MPC-KMeans also outputs the number of iterations for the clustering to converge which is related to the distribution of the underlying dataset. We have already discussed how to avoid this leakage in §3.2.

The PCA/OPT algorithms output a point-agnostic dendrogram in addition to the cluster centroids. The point-agnostic dendrogram is intended to be a privacy-preserving variant of the dendrogram output by a plaintext HC algorithm since the latter provides the complete merging history which leaks information in a setting with multiple data owners. The point-agnostic dendrogram is computed by first applying a random and private permutation on the input records to fuzz the merging history and by retaining the metadata of only sufficiently large clusters. Intuitively, this allows obtaining useful metadata akin to the plaintext computation while still preserving privacy. However, it is unclear how to formalize/measure the information leakage from the protocol output.

4.3 Efficiency

Asymptotic Analysis. First, we compare the asymptotic runtime, communication, and round complexity of the four investigated private clustering protocols and depict the results in Tab. 5. Asymptotically, MPC-KMeans is the most efficient with respect to communication and runtime in terms of dataset size $N$, input records’ dimension $d$ and number of clusters $K$.

Hardware Details. All experiments are run on two machines (one for each party) each equipped with a 2.8 GHz Intel Core i9-7960X processor running Linux, 32 vCPUs and 128 GB RAM. We consider two network settings. The LAN setting has bandwidth 1 Gbps and
Fig. 1. Clustering quality evaluation of the fully-private clustering protocols MPC-KMeans [11], HE-Meanshift [9], PCA/OPT [19], and ppDBSCAN [18] evaluated on datasets Hepta (red), Lsun (blue), Chainling (purple), and Dense (green). As comparison to the plaintext clustering algorithms (shaded bars), we also include KMeans++ and Mean-shift from Python Scikit-learn [131]. Each subfigure (a-d) corresponds to a different clustering quality index: ARI, AMI, SI, and CHI (cf. §4.1) and larger values indicate better clustering quality. The values are averaged over 10 runs and the error bar shows the standard deviation.
RTT 1 ms while the WAN setting has bandwidth 100 Mbps and RTT 100 ms.

**Benchmarks.** We evaluate the efficiency of the four privacy-preserving clustering protocols and their scalability to large datasets, datasets with many clusters, and multi-dimensional data. We generate synthetic datasets with \( N \in \{50, 100, 150, 200, 250\} \) data points of dimension \( d \in \{2, 8\} \) and bitlength \( \ell = 32 \), and number of clusters \( K \in \{2, 5\} \). We run the protocols on all possible combinations of the above described parameters. The iterative protocols MPC-KMeans and HE-Meanshift are run for 5 iterations to reach a comparable clustering quality and enabling a fair comparison of their efficiency.

To analyze the scalability of the protocols to large multi-dimensional datasets, we generate a synthetic collection of large datasets with parameters

\[
N \in \{2^{13}, 2^{14}, 2^{15}, 2^{16}\},\ d \in \{1, 2, 4, 8, 16\} \text{ and } K \in \{2, 5, 10, 15, 20\}.
\]

The memory consumption of MPC-KMeans was too large (greater than 128 GB) to benchmark on datasets where \( N \cdot d > 2^{19} \). Similarly, the memory consumption of PCA/OPT [19] and ppDBSCAN [18] was too large even for the smallest dataset with \( N = 2^{13}, d = 1, \text{ and } K = 2 \) due to the usage of the memory intensive ABY framework [10]. We thus exclude these protocols from our benchmarks on the large datasets.

Fig. 4 in Appx. C presents the memory consumption of our implementations of the protocols for a small and large dataset.

**Communication.** We plot the communication costs in the bottom rows of Fig. 2 (small datasets) and Fig. 5 in Appx. C (large datasets).

The communication cost for HE-Meanshift is identical across different small datasets (Fig. 2) because the entire dataset can be encrypted in one ciphertext. This inefficient packing of the dataset leads to HE-Meanshift’s communication being \( 2 \times \) higher than that of MPC-KMeans on average for small datasets. However, for large datasets (Fig. 5), HE-Meanshift’s communication cost is up to \( 11.5 \times \) lower than that of MPC-KMeans on average due to optimal packing. The communication cost of PCA is \( 6 \times \) higher than that of ppDBSCAN on average while the communication of ppDBSCAN is \( 2 \times \) higher than that of OPT on average.

While the communication cost increases linearly in the input records’ dimension \( d \) for HE-Meanshift, \( d \) does not have a significant effect on the communication of MPC-KMeans since the communication during the assignment of input records to clusters is independent of \( d \). This phase has the highest communication complexity and dominates the overall communication cost. In Fig. 5(f) HE-Meanshift’s communication for \( K = 10 \) and \( K = 15 \) is identical as both use the same number of dusts \( K_d = 16 \) and hence send the same number of ciphertexts. The communication costs of PCA/OPT are independent of the input records’ dimension \( d \) while the communication costs of PCA/OPT and ppDBSCAN are independent of the number of clusters \( K \).

**Runtimes.** We plot the LAN runtimes in the top row of Fig. 2 (small datasets) and Fig. 5 in Appx. C (large datasets), and the WAN runtimes for small datasets in Fig. 3 in Appx. C, all averaged over 10 runs.

MPC-KMeans has the lowest runtime and is up to \( 700 \times \) faster than HE-Meanshift on small datasets and \( 9.5 \times \) faster than HE-Meanshift on large datasets over LAN. Thus, HE-Meanshift scales well to large, multi-dimensional datasets due to lower communication costs, but is not suitable for small datasets. As expected, the runtime of MPC-KMeans in Fig. 5(b) is marginally affected by increasing the dimension of the input records \( d \) since its assignment of the input records (which is the bottleneck of the protocol) to the clusters is independent of \( d \). On the other hand, the runtime of HE-Meanshift is linear in \( d \) since it directly affects the number of ciphertexts and the efficiency of the bootstrapping operation.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Runtime</th>
<th>Communication</th>
<th>Rounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPC-KMeans [11]</td>
<td>( \Theta(\log K \cdot t) )</td>
<td>( \Theta(NKd + t\ell) )</td>
<td>( \Theta(NKd + t\ell) )</td>
</tr>
<tr>
<td>HE-Meanshift [9]</td>
<td>( \Theta(\log K \cdot t) )</td>
<td>( \Theta(NdK) )</td>
<td>( \Theta(N) )</td>
</tr>
<tr>
<td>PCA [19]</td>
<td>( \Theta(N^3\lambda) )</td>
<td>( \Theta(N^3) )</td>
<td>( \Theta(N^2) )</td>
</tr>
<tr>
<td>OPT [19]</td>
<td>( \Theta(N^2d) )</td>
<td>( \Theta(N^2) )</td>
<td>( \Theta(N^2) )</td>
</tr>
<tr>
<td>ppDBSCAN [18]</td>
<td>( \Theta(N^2d) )</td>
<td>( \Theta(N^2) )</td>
<td>( \Theta(N^2) )</td>
</tr>
</tbody>
</table>

Table 5. Asymptotic runtime, communication, and round complexity of the private clustering protocols MPC-KMeans [11], HE-Meanshift [9], PCA/OPT [19], and ppDBSCAN [18]. \( N \) is the dataset size, \( d \) is the dimension, \( \ell \) is the bitlength of the data records, \( K \) is the number of clusters, \( K_d \) is the number of dusts used in HE-Meanshift, \( \kappa = 128 \) is the computational security parameter, \( \lambda = 40 \) is the statistical security parameter, \( N_c \) is the number of plaintext slots in CKKS, \( \kappa_{pub} = 2048 \) is the size of the RSA modulus in Paillier encryption [65].
ppDBSCAN’s average runtime is $14 \times$ higher over LAN and $2.5 \times$ higher over WAN than that of MPC-KMeans. However, since ppDBSCAN’s runtime is independent of the number of clusters, this gap in runtime diminishes with the increase in number of clusters. OPT and PCA have similar runtimes which are $15 \times$ higher than that of ppDBSCAN on average over LAN, even though OPT has less communication. Moreover, OPT has the highest runtime on average over WAN. One possible reason for this might be higher concrete computation costs for OPT which is not captured by the asymptotic complexity but highlighted due to benchmarking on small datasets.

Parameters. In a privacy-preserving setting, it is typically impossible to perform a preliminary analysis of the data since it is distributed among multiple data owners and not available to a single party. However, to set parameters like the number of clusters $K$ for K-Means (i.e., in MPC-KMeans [11]) and HC (i.e., in PCA/OPT [19]), the distance parameter $\epsilon$ for ppDBSCAN [18], or the number of dusts for HE-Meanshift [9], insights about the dataset are often needed to achieve high clustering quality. We also observed in our experimental evaluation that the degree of the kernel and the value of the MinIdx parameter in HE-Meanshift has significant impact on the clustering quality by amplifying the distances between data records. In specific cases, some parameters like the number of clusters $K$ can be given by the application (cf. §3.3). But this is not the case for less intuitive parameters like the initial distribution specifications of GMM or the neighborhood radius in DBSCAN. Only ppDBSCAN [18], out of the four protocols that we benchmarked, can determine these parameters when they are not fixed by the application and inputs are provided by more than one party.

### 5 Real-world Application and Open Challenges

In this section, we discuss the challenges that need to be solved to make privacy-preserving clustering practical for real-world applications.
Secure Clustering Quality Evaluation. The issue of dataset-dependent parameters is amplified by the lack of secure clustering quality evaluation techniques. Specifically, plaintext clustering algorithms are often simply run several times with a range of different parameter values and the best output is selected based on the score of a clustering quality index. This is not possible in privacy-preserving clustering. Firstly, as in plaintext clustering, no ground truth is known, so metrics like ARI or AMI that compare to the ground truth cannot be used. Secondly, as the private clustering result is typically split among the data owners or only consists of the centroids, the clusters’ compactness and the separation between different clusters cannot be measured without additional secure computation. Thus, also internal indices like SI and CHI cannot be used easily. The inherent overhead of secure computation makes it expensive to perform multiple runs with different parameter values.

Clustering Quality and Efficiency. Clustering algorithms that make minimal assumptions about the shape of clusters and are robust to outliers are especially important in the case of privacy-preserving clustering, because it is impossible to analyze the dataset or remove noisy records before clustering. None of the privacy-preserving clustering protocols we consider investigate soft clustering (cf. §2.1) and only ppDBSCAN has the notion of noise. The K-means-based protocols, i.e., MPC-KMeans, are very sensitive to outliers. Additionally, as shown by our quality evaluation in §4.1 and as discussed in §2.1, K-means only succeeds on clustering convexly shaped clusters which is not the case for all datasets. HE-Meanshift’s clustering quality also strongly fluctuates depending on the dataset’s properties (cf. §4.1). This is especially problematic for privacy-preserving clustering where the dataset distribution is often not known in advance. In contrast, hierarchical clustering like PCA/OPT is less sensitive to noise and more flexible with respect to the data distribution, i.e., the cluster shapes. However, as shown in §4.3, PCA/OPT cannot be run on large datasets while MPC-KMeans and HE-Meanshift scale significantly better to large datasets. Our evaluation shows that ppDBSCAN performs well on different types of datasets while also having lower runtimes than other protocols (except MPC-KMeans).

Recommendations. Among the protocols we evaluate, MPC-KMeans seems to be the most efficient alternative when clustering large multi-dimensional datasets. HE-Meanshift might be a better choice when a single resource-constrained data-owner outsources clustering to a more powerful server over a high-latency and low-bandwidth network. For smaller datasets, ppDBSCAN seems to be the best option which performs well on a variety of dataset types and also achieves low runtimes. However, choosing the input parameter $\epsilon$ that determines the maximum distance between two data records to be considered as neighbors requires domain expertise and partial information about the dataset. This can be avoided by using MPC-KMeans which only requires setting the more intuitive number of clusters $K$ which in some cases is also given by the application (cf. §3.3).

Open Challenges. To summarize, for practical application, privacy-preserving clustering protocols must be (1) efficient in terms of runtime and communication, (2) memory efficient, (3) only have parameters that are mostly independent of the input data, (4) insensitive to noise, and (5) flexible to cluster data of any distribution with high quality. Unfortunately, none of the state-of-the-art works can fulfill all these requirements simultaneously. Additionally, there is the need for a secure clustering quality evaluation to assess the quality of a clustering result run in a privacy-preserving manner. Finally, privacy-research has not tackled privacy-preserving soft clustering.

6 Conclusion

In this work, we systematically surveyed and analyzed the state-of-the-art in privacy-preserving clustering. We benchmarked and compared four efficient protocols [9, 11, 18, 19] that securely realize four different clustering algorithms, with respect to clustering quality, communication, and runtime to investigate their practicality for real-world applications. Finally, we discussed open challenges to make privacy-preserving clustering practical.
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A Discussion of Strengths and Weaknesses of Additional Clustering Algorithms

Affinity Propagation. Affinity Propagation [135] is a deterministic partitioning-based clustering algorithm that has a computational complexity of $O(N^2t)$ and space complexity of $O(N^2)$, where $N$ is the dataset size and $t$ the number of clustering iterations [136]. It flexibly determines the required number of clusters based on the input data such that outliers that do not fit into any cluster form a cluster on their own [135]. The clustering result is independent of the input order of the data records, as Affinity Propagation always iterates through the complete dataset in each iteration. Affinity Propagation requires the input of a preference value for each input record that indicates its likelihood to be chosen as exemplar (similar to a centroid in $K$-means) of a cluster. If the preference values are not well chosen, it can lead to suboptimal clustering results [137]. If all records are equally likely the preference values are set to the same value for all records, e.g., the median or minimum of the distances [135]. The respective distance measure can be freely chosen, thus, also means) of a cluster. If the preference values are not well chosen, it can lead to suboptimal clustering results [137]. If all records are equally likely the preference values are set to the same value for all records, e.g., the median or minimum of the distances [135]. The respective distance measure can be freely chosen, thus, also any variable type could be clustered [138]. On the downside, Affinity Propagation can only detect spherical clusters [139] and a re-clustering is needed if new data records are added to the input dataset after it has already been clustered, as this changes the responsibility and availability matrices.

BIRCH. Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH) is a divisive HC algorithm [140]. Its computation and space complexity is linear in the dataset size [40]. Generally, BIRCH is relatively insensitive to noisy elements as it allows to remove elements in sparse regions [40, 140]. Because...
each input record is processed incrementally and inserted into the subtree representing the assigned closest cluster, BIRCH can handle new data records well, but is affected by the input order. Moreover, it can only detect convexly shaped clusters with records with metric attributes. Additionally, BIRCH requires to input a threshold for the maximal cluster size and the branching factor of the tree. If the number of cluster \( K \) is not given, all sub-clusters in the tree are returned.

**GMM**: Gaussian Mixture Models (GMM) Clustering is a distribution-based clustering algorithm that uses the Expectation-Maximization (EM) algorithm. GMM has a computational complexity of \( O(NKd^2t) \), where \( N \) is the dataset size, \( K \) is the number of clusters, \( d \) is the data dimension, and \( t \) the number of clustering iterations and its space complexity is also linear in \( N \). The assumption of a Gaussian distribution of cluster elements restricts the type of the variables to real numbers. GMM fails when clusters have specific constellations, e.g., when one cluster is surrounded by another one, or if the clusters are not convexly shaped. It takes the number of clusters \( K \) as input and is relatively sensitive to the selection of the initial parameters of the cluster distributions. Although GMM does not explicitly acknowledge the notion of noise, its result is relatively insensitive to outliers, but Keller et al. demonstrate that outliers can still cause significant misclassifications and incorrect merges between different clusters. As it process the whole data set in each iteration, GMM is not affected by the input order. A few new data records can be clustered by GMM with only a few additional iterations.

**B Summaries of Fully-Private Clustering Protocols**

**MPC-KMeans**: Mohassel et al. propose a secure two-party K-means protocol in the semi-honest security model using the ABY framework for secure two-party computation. We call this protocol MPC-KMeans in the following. MPC-KMeans can also be used in an outsourcing scenario where parties first locally run the plaintext K-means on their local datasets and then proceed to securely compute the joint clustering result based on the previously determined local centroids of all parties.

In the two-party protocol, each data owner runs the plaintext K-means algorithm on its local datasets to compute \( K \) local clusters. The centroids of these clusters are then secret-shared and used to initialize the centroids for the clustering over the combined dataset.

MPC-KMeans’ building blocks are optimized for two computational settings: the amortized setting where the same function is evaluated multiple times on different inputs and the adaptive setting where the inputs to multiple evaluations of the function depend on the output of previous evaluations. Intuitively, the updates of the centroids are non-adaptive in one clustering iteration but adaptive across several iterations. Therefore, the authors introduce efficient protocols for secure multiplication and the calculation of the squared Euclidean distance in the adaptive amortized setting. They also propose an efficient protocol for computing the index of the minimum element in a list of \( t \) values using a recursive tree evaluation of a customized Garbled Circuit. This increases the number of rounds by \( \log t \), but it reduces the communication costs by a factor of 2. MPC-KMeans terminates when the difference between new and old centroids is less than a predefined threshold.

The authors use the squared Euclidean distance. They also benchmark the Manhattan distance (\( \max_{i=1}^{d} |x_i - y_i| \)) and the Chessboard distance (\( \sum_{i=1}^{d} |x_i - y_i| \)), but show that computing squared Euclidean distance in the adaptive amortized setting is faster than the other two distances. The computation is done on fixed point numbers using the truncation method where each party locally truncates its share with an error of at most one bit in the least significant bit of the fractional part. The authors show that truncation has a negligible impact on the accuracy of clustering.

**HE-Meanshift**: Cheon et al. propose a HE-friendly variant of the Mean-shift clustering algorithm where parties first locally run the plaintext Mean-shift algorithm for mode-seeking requires computing the derivative of the kernel. The authors of Cheon et al. propose the HE-friendly polynomial kernel \( G_{\text{he}} \) shown in Eq. 1. Given the degree parameter \( \Gamma \in \mathbb{N} \), the derivative of \( G_{\text{he}} \) can be computed with a constant multiplicative factor using \( \Gamma + 1 \) multiplications and 2 subtraction operations.

\[
G_{\text{he}}(x, y) = (1 - \|x - y\|^2)^{\Gamma + 1}.
\]  

HE-Meanshift uses a fixed bandwidth parameter \( h = 1 \) in the kernel density estimator (KDE) used to compute the density function in Mean-shift. \( h \) is a smoothing parameter for the density function and it is the only parameter for the classical Mean-shift algorithm. Although \( h \) is fixed in HE-Meanshift, the parameter still offers some flexibility by amplifying the distance between the data points.

Due to the computation overhead of FHE, the authors adopt a random sampling strategy called dust sampling which involves sampling \( K_d \) points called dusts from the dataset to reduce the \( O(N^2) \) complexity of the original Mean-shift algorithm. HE-Meanshift then performs the mode-seeking on the dusts instead on all points in the dataset. Recall that modes are points corresponding to local maxima in the KDE and represent areas of high density. In Mean-shift, each point is mapped to the cluster containing the closest mode and the number of clusters is equal to the number of distinct modes. Thus, HE-Meanshift can use a relatively low value for \( K_d \) that is at least equal to the number of clusters \( K \) to compute all clusters in the dataset. This not only improves the efficiency of the mode-seeking but also reduces the costs for bootstrapping, which is now proportional to \( K_d \). However, setting \( K_d \) requires prior information about the
number of clusters in the dataset in contrast to the plaintext Mean-shift where only a value for \( h \) is needed.

After a predefined number of iterations, each point in the input dataset is assigned a cluster label based on the final value of the dusts. Since two or more sampled dusts might converge to the same mode and hence the same cluster, HE-Meanshift uses a secure PointLabeling algorithm to robustly assign records to clusters. The Inv and MaxIdx protocols of \([146]\) are used for division and comparison.

HE-Meanshift does not require communication except from sending and receiving the data to/from the untrusted processing party. It is usable for a single data owner outsourcing the clustering. However, the protocol is not usable for most outsourcing scenarios where multiple data owners cluster their joint data since the encrypted output can be decrypted only by a single data owner.

**PCA/OPT** [19]. Meng et al. [19] introduce two-party privacy-preserving hierarchical clustering (HC) protocols with single and complete linkage (cf. §2.1) in the semi-honest security model using additively homomorphic encryption [65] and Yao’s Garbled Circuits [21]. In contrast to the protocols discussed before in §3, they do not return the resulting clusters/its indices, but a dendrogram (cf. §2.1) indicating the clustering’s merging history and metadata containing statistical information about each merge like the new cluster’s size and a representative element/centroid. To limit information leakage through this returned metadata, the protocols output only metadata of sufficiently large merges or of the final clusters.

In the baseline protocol, called **PCA**, the two parties calculate the pairwise squared Euclidean distances between the clusters using the additively homomorphic property of Paillier encryption [65]. Then, both parties get access to the plaintext values of the distance matrix blinded with random values such that they can collaboratively cluster the input elements and update the merging dendrogram leveraging two GC-protocols that determine the minimum/maximum distance.

The authors introduce an extension of **PCA** called **OPT** that reduces HC’s computation complexity of \( O(N^3) \), where \( N \) is the dataset size, with single linkage by leveraging the symmetry of the minimum distance. This accelerates the search for the next pair of clusters that have to be merged by a factor of \( N \).

**PCA** can also be extended to the outsourcing scenario [70] where an arbitrary number of data owners secret share their input data among two non-colluding servers that run the privacy-preserving clustering. However, an extension to more than two servers is not straightforward due to the usage of GCs.

**ppDBSCAN** [18]. Bozdemir et al. [18] propose a privacy-preserving DBSCAN [60] protocol in the semi-honest security setting using the ABY framework [10]. We call this protocol **ppDBSCAN** in the following. **ppDBSCAN** can either be used as secure two-party computation protocol or in an outsourcing scenario with two computing parties, e.g., servers, and an arbitrary number of data owners. The authors point out that the post-processing can be adapted to provide an arbitrary output, e.g., cluster labels, cluster sizes, etc. By assessing the needed recursive depth of the neighborhood exploration **ppDBSCAN**’s complexity can be reduced to a low cubic complexity (from normal cubic complexity). All computations are done on integers.

Initially, the data owners arithmetically share their input records among the two non-colluding parties (which are potentially represented by themselves). Then, the pair-wise squared Euclidean distances are computed between all data records in Arithmetic Sharing [20] to assess which elements have sufficiently many neighbors (i.e., lie in a dense area) to form a cluster. The results are stored as binary values to enhance the the efficiency of the clustering process mostly done with GC [21]. Additionally, the distance computation and the cluster expansion is also parallelized with SIMD operations.

### C Additional Benchmarking Results

Fig. 3 summarizes the WAN runtimes of the fully private clustering protocols on small datasets. Fig. 4 depicts the memory consumption of the fully private clustering protocols for a small and large dataset. Fig. 5 summarizes the runtime of HE-Meanshift and MPC-KMeans on large datasets over LAN network.

Fig. 3. **WAN runtime** in seconds of the private clustering protocols MPC-KMeans [11], HE-Meanshift [9], PCA/OPT [19], and ppDBSCAN [18] for varying dataset size \( N, K=2 \) clusters, dimension \( d = 8 \), and bitlength \( \ell = 32 \).

Fig. 4. **Memory consumption** in GB of the privacy-preserving clustering protocols ppDBSCAN [18], PCA/OPT [19], HE-Meanshift [9], and MPC-KMeans [11] for a small \((N = 200, d = 8, K = 10)\) and large \((N = 65536, d = 4, K = 20)\) dataset.
D Additional Clustering Quality Evaluation

We compare the clustering quality on nine widely used datasets: Hepta (Tab. 6), Lsun (Tab. 7), Target (Tab. 8), Wingnut (Tab. 9), Tetra (Tab. 10), Chainlink (Tab. 11), and EngyTime (Tab. 12) from [122]; and Dense (Tab. 13) and ZigZag Noisy (Tab. 14) from [123]. Each dataset has different characteristics such as different cluster shapes or different densities.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ARI</th>
<th>AMI</th>
<th>SI</th>
<th>CHI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.609</td>
<td>384.439</td>
</tr>
<tr>
<td>MPC-KMeans</td>
<td>0.405</td>
<td>0.524</td>
<td>0.653</td>
<td>485.003</td>
</tr>
<tr>
<td>KMeans++</td>
<td>0.405</td>
<td>0.524</td>
<td>0.653</td>
<td>485.003</td>
</tr>
<tr>
<td>HE-Meanshift</td>
<td>0.434</td>
<td>0.537</td>
<td>0.234</td>
<td>220.118</td>
</tr>
<tr>
<td>Mean-shift</td>
<td>0.366</td>
<td>0.445</td>
<td>0.569</td>
<td>293.479</td>
</tr>
<tr>
<td>ppDBSCAN</td>
<td>1.0</td>
<td>1.0</td>
<td>0.609</td>
<td>384.439</td>
</tr>
<tr>
<td>OPT</td>
<td>1.0</td>
<td>1.0</td>
<td>0.609</td>
<td>384.439</td>
</tr>
<tr>
<td>PCA</td>
<td>0.405</td>
<td>0.529</td>
<td>0.641</td>
<td>458.157</td>
</tr>
</tbody>
</table>

Table 6. Hepta

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ARI</th>
<th>AMI</th>
<th>SI</th>
<th>CHI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.260</td>
<td>27.869</td>
</tr>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.249</td>
<td>0.494</td>
</tr>
<tr>
<td>MPC-KMeans</td>
<td>0.534</td>
<td>0.615</td>
<td>0.678</td>
<td>709.651</td>
</tr>
<tr>
<td>KMeans++</td>
<td>0.611</td>
<td>0.639</td>
<td>0.742</td>
<td>738.291</td>
</tr>
<tr>
<td>HE-Meanshift</td>
<td>0.215</td>
<td>0.311</td>
<td>0.383</td>
<td>101.586</td>
</tr>
<tr>
<td>Mean-shift</td>
<td>0.626</td>
<td>0.645</td>
<td>0.766</td>
<td>590.057</td>
</tr>
<tr>
<td>ppDBSCAN</td>
<td>1.0</td>
<td>1.0</td>
<td>0.249</td>
<td>0.494</td>
</tr>
<tr>
<td>OPT</td>
<td>1.0</td>
<td>1.0</td>
<td>0.249</td>
<td>0.494</td>
</tr>
<tr>
<td>PCA</td>
<td>0.207</td>
<td>0.377</td>
<td>0.506</td>
<td>90.502</td>
</tr>
</tbody>
</table>

Table 7. Lsun

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ARI</th>
<th>AMI</th>
<th>SI</th>
<th>CHI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.630</td>
<td>1061.016</td>
</tr>
<tr>
<td>MPC-KMeans</td>
<td>0.417</td>
<td>0.326</td>
<td>0.567</td>
<td>805.066</td>
</tr>
<tr>
<td>KMeans++</td>
<td>0.425</td>
<td>0.334</td>
<td>0.570</td>
<td>815.492</td>
</tr>
<tr>
<td>HE-Meanshift</td>
<td>0.475</td>
<td>0.451</td>
<td>0.373</td>
<td>611.832</td>
</tr>
<tr>
<td>Mean-shift</td>
<td>0.638</td>
<td>0.538</td>
<td>0.621</td>
<td>1027.873</td>
</tr>
<tr>
<td>ppDBSCAN</td>
<td>1.0</td>
<td>1.0</td>
<td>0.630</td>
<td>1061.016</td>
</tr>
<tr>
<td>OPT</td>
<td>1.0</td>
<td>1.0</td>
<td>0.630</td>
<td>1061.016</td>
</tr>
<tr>
<td>PCA</td>
<td>1.0</td>
<td>1.0</td>
<td>0.630</td>
<td>1061.016</td>
</tr>
</tbody>
</table>

Table 8. Dataset Target

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ARI</th>
<th>AMI</th>
<th>SI</th>
<th>CHI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.726</td>
<td>418.391</td>
</tr>
<tr>
<td>MPC-KMeans</td>
<td>0.661</td>
<td>0.975</td>
<td>0.689</td>
<td>390.920</td>
</tr>
<tr>
<td>KMeans++</td>
<td>1.0</td>
<td>1.0</td>
<td>0.726</td>
<td>418.391</td>
</tr>
<tr>
<td>HE-Meanshift</td>
<td>0.581</td>
<td>0.587</td>
<td>0.124</td>
<td>109.916</td>
</tr>
<tr>
<td>Mean-shift</td>
<td>1.0</td>
<td>1.0</td>
<td>0.726</td>
<td>418.391</td>
</tr>
<tr>
<td>ppDBSCAN</td>
<td>0.94</td>
<td>0.94</td>
<td>0.694</td>
<td>391.819</td>
</tr>
<tr>
<td>OPT</td>
<td>0.000</td>
<td>0.000</td>
<td>-0.436</td>
<td>1.472</td>
</tr>
<tr>
<td>PCA</td>
<td>0.967</td>
<td>0.962</td>
<td>0.718</td>
<td>409.221</td>
</tr>
</tbody>
</table>

Table 9. Dataset Wingnut

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ARI</th>
<th>AMI</th>
<th>SI</th>
<th>CHI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.557</td>
<td>2921.700</td>
</tr>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.577</td>
<td>3070.082</td>
</tr>
<tr>
<td>MPC-KMeans</td>
<td>0.844</td>
<td>0.783</td>
<td>0.578</td>
<td>3158.931</td>
</tr>
<tr>
<td>KMeans++</td>
<td>0.843</td>
<td>0.783</td>
<td>0.578</td>
<td>3158.931</td>
</tr>
<tr>
<td>HE-Meanshift</td>
<td>0.801</td>
<td>0.720</td>
<td>0.198</td>
<td>1681.223</td>
</tr>
<tr>
<td>Mean-shift</td>
<td>0.833</td>
<td>0.769</td>
<td>0.578</td>
<td>3176.809</td>
</tr>
<tr>
<td>ppDBSCAN</td>
<td>0.612</td>
<td>0.493</td>
<td>-0.416</td>
<td>115.717</td>
</tr>
<tr>
<td>OPT</td>
<td>0.000</td>
<td>0.000</td>
<td>0.479</td>
<td>8.044</td>
</tr>
<tr>
<td>PCA</td>
<td>0.042</td>
<td>0.150</td>
<td>0.472</td>
<td>1318.72</td>
</tr>
</tbody>
</table>

Table 10. Dataset Tetra

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ARI</th>
<th>AMI</th>
<th>SI</th>
<th>CHI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.557</td>
<td>2921.700</td>
</tr>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.577</td>
<td>3070.082</td>
</tr>
<tr>
<td>MPC-KMeans</td>
<td>0.844</td>
<td>0.783</td>
<td>0.578</td>
<td>3158.931</td>
</tr>
<tr>
<td>KMeans++</td>
<td>0.843</td>
<td>0.783</td>
<td>0.578</td>
<td>3158.931</td>
</tr>
<tr>
<td>HE-Meanshift</td>
<td>0.801</td>
<td>0.720</td>
<td>0.198</td>
<td>1681.223</td>
</tr>
<tr>
<td>Mean-shift</td>
<td>0.833</td>
<td>0.769</td>
<td>0.578</td>
<td>3176.809</td>
</tr>
<tr>
<td>ppDBSCAN</td>
<td>0.612</td>
<td>0.493</td>
<td>-0.416</td>
<td>115.717</td>
</tr>
<tr>
<td>OPT</td>
<td>0.000</td>
<td>0.000</td>
<td>0.479</td>
<td>8.044</td>
</tr>
<tr>
<td>PCA</td>
<td>0.042</td>
<td>0.150</td>
<td>0.472</td>
<td>1318.72</td>
</tr>
</tbody>
</table>

Table 11. Dataset EngagementTime

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ARI</th>
<th>AMI</th>
<th>SI</th>
<th>CHI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.740</td>
<td>433.656</td>
</tr>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.557</td>
<td>3070.082</td>
</tr>
<tr>
<td>MPC-KMeans</td>
<td>0.844</td>
<td>0.783</td>
<td>0.578</td>
<td>3158.931</td>
</tr>
<tr>
<td>KMeans++</td>
<td>0.843</td>
<td>0.783</td>
<td>0.578</td>
<td>3158.931</td>
</tr>
<tr>
<td>HE-Meanshift</td>
<td>0.801</td>
<td>0.720</td>
<td>0.198</td>
<td>1681.223</td>
</tr>
<tr>
<td>Mean-shift</td>
<td>0.833</td>
<td>0.769</td>
<td>0.578</td>
<td>3176.809</td>
</tr>
<tr>
<td>ppDBSCAN</td>
<td>0.612</td>
<td>0.493</td>
<td>-0.416</td>
<td>115.717</td>
</tr>
<tr>
<td>OPT</td>
<td>0.000</td>
<td>0.000</td>
<td>0.479</td>
<td>8.044</td>
</tr>
<tr>
<td>PCA</td>
<td>0.042</td>
<td>0.150</td>
<td>0.472</td>
<td>1318.72</td>
</tr>
</tbody>
</table>

Table 12. Dataset Dense

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ARI</th>
<th>AMI</th>
<th>SI</th>
<th>CHI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.557</td>
<td>2921.700</td>
</tr>
<tr>
<td>Ground Truth</td>
<td>-</td>
<td>-</td>
<td>0.577</td>
<td>3070.082</td>
</tr>
<tr>
<td>MPC-KMeans</td>
<td>0.844</td>
<td>0.783</td>
<td>0.578</td>
<td>3158.931</td>
</tr>
<tr>
<td>KMeans++</td>
<td>0.843</td>
<td>0.783</td>
<td>0.578</td>
<td>3158.931</td>
</tr>
<tr>
<td>HE-Meanshift</td>
<td>0.801</td>
<td>0.720</td>
<td>0.198</td>
<td>1681.223</td>
</tr>
<tr>
<td>Mean-shift</td>
<td>0.833</td>
<td>0.769</td>
<td>0.578</td>
<td>3176.809</td>
</tr>
<tr>
<td>ppDBSCAN</td>
<td>0.612</td>
<td>0.493</td>
<td>-0.416</td>
<td>115.717</td>
</tr>
<tr>
<td>OPT</td>
<td>0.000</td>
<td>0.000</td>
<td>0.479</td>
<td>8.044</td>
</tr>
<tr>
<td>PCA</td>
<td>0.042</td>
<td>0.150</td>
<td>0.472</td>
<td>1318.72</td>
</tr>
</tbody>
</table>

Table 13. Dataset ZigZag Noisy
Fig. 5. LAN runtimes in seconds (top row) and communication in MiB (bottom row) of the fully-private clustering protocols MPC-KMeans [11] and HE-Meanshift [9] for varying dataset size $N$, input records’ dimension $d$, number of clusters $K$, and bitlength $\ell = 32$. In (a) and (d) is $d = 4$, in (b) and (e) $K = 20$, and in (c) and (f) $N = 16384$. 
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