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ABSTRACT
We introduce Private Collection Matching (PCM) problems, in which a client aims to determine whether a collection of sets owned by a server matches their interests. Existing privacy-preserving cryptographic primitives cannot solve PCM problems efficiently without harming privacy. We propose a modular framework that enables designers to build privacy-preserving PCM systems that output one bit: whether a collection of server sets matches the client’s set. The communication cost of our protocols scales linearly with the size of the client’s set and is independent of the number of server elements. We demonstrate the potential of our framework by designing and implementing novel solutions for two real-world PCM problems: determining whether a dataset has chemical compounds of interest, and determining whether a document collection has relevant documents. Our evaluation shows that we offer a privacy gain with respect to existing works at a reasonable communication and computation cost.
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1 INTRODUCTION
In many scenarios, a server holds a collection of sets and clients wish to determine whether these server sets match their own set, while both client and server keep their privacy. We call these Private Collection Matching (PCM) problems. In this paper, we study for the first time the requirements of PCM problems.

We identify the privacy and efficiency requirements of PCM problems by analyzing three real-world use cases: determining whether a pharmaceutical database contains compounds that are chemically similar to the client’s [42, 69, 73], determining whether an investigative journalist holds relevant documents [21] (or how many), and matching a user’s profile to items or other users in mobile apps [72, 74, 75]. We find that PCM problems have three common characteristics: (1) Clients want to compare their one set with all sets at the server. (2) Clients do not need per-server set matching responses, only an aggregated output (e.g., whether any server set matches). (3) Clients and server want privacy: the server should learn nothing about the clients’ set, and the clients should only learn the aggregated output. However, PCM problems differ in their definition of when sets match and how to combine individual matching responses. Now, we discuss these two aspects in more detail:

Set matching. Typically, set matching is defined as a function of the intersection of two sets. Hence, clients could detect a matching server set by using private set intersection (PSI) protocols [13–15, 38, 57, 57–60] to privately compute the intersection, then post-process the intersection to determine interest locally. PCM applications differ in their matching criteria and may decide interest using measures such as a cardinality threshold, containment, or set similarity. This local processing approach, unfortunately, reduces privacy of the server’s sets by leaking information beyond the set’s matching status to the client. Such leakage could, for instance, reveal secret chemical properties of compounds, or the content of journalists’ sensitive documents.

Many-set. In PCM problems, the server holds a collection of N sets. This creates two challenges. First, running one matching (or PSI) interaction per server set is inefficient. Second, revealing individual set-matching statuses harms server privacy. While servers may be interested in selling data to or collaborating with clients, they want to ensure that clients cannot use the ‘PCM solution’ to extract information about sets. Clients, meanwhile, often only need an aggregated response summarizing the utility of a collection. Servers therefore enact application-dependent aggregation policies ensuring that clients can, e.g., determine only whether at least one set matches or learn only the the number of matching sets.

We construct a framework that leverages computation in the encrypted domain to solve PCM problems. In our framework, shown in Fig. 1, given an encrypted client set, the server uses a matching criteria fM to compute per-server-set binary answers to “is this set of interest to the client?”. Next, the server uses an aggregation policy fA to combine per-server-set responses into a collection-wide response. Finally, the client decrypts the aggregated result.

Our work makes the following contributions:
✓ We introduce Private Collection Matching (PCM) problems. We derive their requirements from three real-world problems.
✓ We design single-set protocols where the client learns a one-bit output – whether one server set is of interest to the client – and many-set protocols where the client learns a collection-wide output.
that aggregates individual matching responses. The communication cost of our protocols scales linearly with the size of the client’s set and is independent of the number of server sets and their total size.
- We propose a modular design that separates flexible set matching criteria from many-set aggregation. Our modularity enables extending our design with new matching or aggregation policies and simplifies building privacy-preserving PCM solutions.
- We demonstrate our framework’s capability by solving chemical similarity and document search problems. We show that our framework offers improved privacy with competitive cost compared to custom-made solutions, and significantly improves the latency, client’s computation cost, and communication cost with respect to generic solutions that offer the same privacy guarantee.

2 PRIVATE COLLECTION MATCHING

In this section, we define the Private Collection Matching (PCM) problem. We derive its basic requirements from three real-world matching problems. We also explain why existing PSI solutions cannot satisfy the privacy requirements of PCM problems.

2.1 Case studies

We study three cases that can benefit from PCM.

Chemical similarity. Chemical research and development is a multi-billion dollar industry. When studying a new chemical compound, knowing the properties of similar compounds can speed up the research. In an effort to monetize research, companies sell datasets describing thousands to millions of compounds and their properties. Chemical R&D teams are willing to pay high prices for these datasets but only if they include compounds similar to their research target. Determining whether this is tricky: buyers want to hide the compound they are currently investigating [69], and sellers want to hide information about the compounds in their dataset before the sale is finalized.

Chemical similarity of compounds is determined by comparing molecular fingerprints of compounds [8, 42, 48, 73, 79, 80]. Fingerprints are based on the substructure of compounds and are represented as fixed-size bit vectors – these vectors are between a few hundred and few thousand bits long. Measures such as Tversky [76] and Jaccard [33] determine the similarity of these fingerprints, and thus of the compounds.

Revealing pair-wise intersection cardinalities or even similarity scores between the fingerprints of a target compound and the seller’s compounds results in unacceptable leakage. A buyer can reconstruct an n-bit molecular fingerprint $F$ by learning similarity values between $F$ and $n + 1$ known compounds [69]. To prevent inferences, the buyer should learn only the number of similar compounds in the seller’s dataset, or, better, only learn whether at least one similar compound exists.

Peer-to-peer document search. Privacy-preserving peer-to-peer search engines help users and organizations with strict privacy requirements to collaborate safely. We take the example of investigative journalists who, while unwilling to make their investigations or documents publicly available, want to find collaboration opportunities within their network [21].

To identify those opportunities, a journalist performs a search to learn whether a document owner has documents of interest. A search query consists of keywords relevant to the journalist’s investigation. The document owner compares the query to all documents in his collection. A document is deemed relevant if it contains all or a sufficient number of queried keywords. Journalists own a collection of a thousand documents (on average), and each document is represented by around a hundred keywords.

The sensitivity of journalists’ investigations demand that both the content of the documents and of the queries remain private [21]. Journalists only need to learn one bit of information – that at least one or a threshold number of documents in the owner’s collection is relevant – to determine whether they should contact the owner.

Matching in mobile apps. A common feature in mobile apps is enabling users to find records of interest in the app servers’ databases, e.g., restaurants [74], routes for running [72], or suitable dating partners [51, 75]. Users are typically interested in records that have at least a number of matching characteristics in common with their search criteria or that are a perfect match. Also, users need to be able to retrieve these records.

The user-provided criteria – typically range choices entered via radio buttons or drop-down menus – are compared to the attributes of records. An app database can have millions of records and records can have dozens to hundreds of attributes.

Both search criteria and records are sensitive. Knowing search criteria enables profiling of user interests. These are particularly sensitive for dating applications. Thus, search queries should be kept private. The secrecy of the records in the database is not only at the core of the business value of these apps but also required by law in cases where records contain personal data (e.g., dating apps).

2.2 PCM requirements

We extract requirements that PCM protocols should fulfill based on the commonalities between the use cases. These come in addition to basic PSI properties such as client privacy.

RQ1: Flexible set matching. PCM protocols need to be able to determine matches between sets without revealing other information such as intersections or cardinalities to the client. In the use cases, clients do not need to know the intersection or its cardinality. They are interested only in whether there is a match. Matches in these examples are a function of the intersection between a client and a server set: a chemical compound is a match when the Tversky or
Jaccard similarity with the query exceeds a threshold; a document is a match when it contains some or all query keywords; and a record is a match when it includes a threshold of query attributes. PCM protocols must be able to detect matching sets and compute a \textit{single} one-bit matching status per-set.

\textbf{RQ2: Aggregate many-set responses.} PCM protocols need to have the capability to provide an aggregated response for a collection of sets without leaking information about individual sets. Our use cases highlight that in many applications, a client (buyer, journalist, user) may want to compare their input (compounds under investigation, keywords of interest, search criteria) with a collection of sets (compounds in a database, documents in a collection, records in a database). More importantly, we observe that clients wish to know how interesting the collection is as a whole. For example, a buyer is interested in a chemical dataset if it contains at least one similar compound and a querier journalist may contact a document owner if the owner has a number of relevant documents in their collection. Therefore, to satisfy clients' needs yet protect the server's privacy, PCM protocols should only reveal aggregated per-collection results.

\textbf{RQ3: Extreme imbalance.} PCM problems have thin clients and imbalanced input sizes; thus, protocols must not require communication and computation linear to the server’s input size from clients. Drawing from our earlier scenarios, the total input size of the server may be as much as \textit{6 orders of magnitude} larger than the client’s input, as shown by the chemical similarity scenario. The server, holding many sets, can safely be assumed to be resourceful, while clients may be constrained in their capabilities, e.g., a client running the PCM protocol from their mobile phone. This can be in terms of computation, e.g., battery has to be preserved in mobile apps; or in terms of bandwidth, e.g., journalists that can be in locations with poor Internet access. Therefore, PCM protocols should not incur a large client-side cost.

\subsection{2.3 Formal PCM definition}

Let \( X \) be a client set with \( n_c \) elements \( \{x_1, \ldots, x_{n_c} \} \) from input domain \( D \) and \( Y \) be a collection of \( N \) server sets \( \{Y_1, \ldots, Y_N\} \) where the \( i \)'th server set \( Y_i = \{y_{i,1}, \ldots, y_{i,n_{i}}\} \) has \( n_{i} \) elements, also from \( D \), leading to a total server size of \( N_s = \sum_i n_i \). We define two families of functions as follows:

Matching functions \( \lambda_i \leftarrow f_M(X, Y_i) \) take two sets \( X \) and \( Y_i \) as input and compute a binary matching status \( \lambda_i \) determining interest. This family represents our flexible matching criteria RQ.1. For example, in the document search scenario where a server set (document) is of interest when it contains all queried keywords, we define \( f_M(X, Y_i) = 1 \) if \( X \subseteq Y_i \) and \( 0 \) otherwise.

Aggregation functions \( A \leftarrow f_A(\lambda_1, \ldots, \lambda_N) \) take \( N \) binary matching statuses \( \lambda_i \) and aggregates them into a single response \( A \). This family represents our aggregation requirement RQ.2. For example, if we want to count the number of relevant documents in a search, we define \( f_A(\lambda_1, \ldots, \lambda_N) = \sum_i \lambda_i \).

In Table 4 in Appendix A, we summarize the matching and aggregation functions that we implement.

\textbf{Definition 1 (PCM).} PCM protocols are two-party computations between a client and a server with common inputs \( f_M \) and \( f_A \), where the client learns an aggregated matching status and the server learns nothing. Formally:

\[
(A = f_A(f_M(X, Y_1), \ldots, f_M(X, Y_N)), \perp) \leftarrow \text{PCM}_{f_M, f_A}(X, Y)
\]

We use this notation to define formal properties of PCM protocols.

\textbf{Definition 2 (Correctness).} A PCM protocol is correct if the client output matches the result of \( A = f_A(f_M(X, Y_1), \ldots, f_M(X, Y_N)). \)

\textbf{Definition 3 (Client privacy).} A PCM protocol is client private if the server cannot learn any information about the client’s set beyond the size of the client’s set.

\textbf{Definition 4 (Server privacy).} A PCM protocol is server private if the client cannot learn any information about the server elements beyond the number of server sets \( N \), the maximum server set size \( \max n_i \), and the client output \( A = f_A(f_M(X, Y_1), \ldots, f_M(X, Y_N)). \)

\section{3 RELATED WORK}

While ad-hoc solutions for chemical (Shimizu et al. \cite{69}) and document search (EdalatNejad et al. \cite{21}) exist, most prior work focuses on building private set intersection (PSI) protocols, which are a special case of PCM. We introduce the PSI protocols most relevant to our work. We leave the detailed comparison with ad-hoc solutions to the evaluation (see Section 11).

We compare existing work on two critical aspects of PCM problems: privacy and efficiency. We summarize existing schemes and their suitability for the PCM scenario in Table 1.

In Table 4 in Appendix A, we summarize the matching and aggregation functions that we implement.

\textbf{Definition 1 (PCM).} PCM protocols are two-party computations between a client and a server with common inputs \( f_M \) and \( f_A \), where the client learns an aggregated matching status and the server learns nothing. Formally:

\[
(A = f_A(f_M(X, Y_1), \ldots, f_M(X, Y_N)), \perp) \leftarrow \text{PCM}_{f_M, f_A}(X, Y)
\]

We use this notation to define formal properties of PCM protocols.

\textbf{Definition 2 (Correctness).} A PCM protocol is correct if the client output matches the result of \( A = f_A(f_M(X, Y_1), \ldots, f_M(X, Y_N)). \)

\textbf{Definition 3 (Client privacy).} A PCM protocol is client private if the server cannot learn any information about the client’s set beyond the size of the client’s set.

\textbf{Definition 4 (Server privacy).} A PCM protocol is server private if the client cannot learn any information about the server elements beyond the number of server sets \( N \), the maximum server set size \( \max n_i \), and the client output \( A = f_A(f_M(X, Y_1), \ldots, f_M(X, Y_N)). \)

We compare existing work on two critical aspects of PCM problems: privacy and efficiency. We summarize existing schemes and their suitability for the PCM scenario in Table 1.

For privacy, we assess whether existing approaches provide flexible matching (RQ.1) and aggregated many-set responses (RQ.2). We note that the majority of prior works do not consider, or support, many sets. When there is no natural extension to support many sets at once, we run a single-set interaction per server set, leading to an \( \mathcal{N} \times \mathcal{N} \) increase in cost. This naive extension does not provide the privacy enhancement of many-set aggregation but enables us to reason about the efficiency of these approaches.

For efficiency, taking into account the extreme imbalance requirement (RQ.3), we focus on the client’s computation and communication cost and require schemes to have a client cost of \( \omega(N_s) \approx \mathcal{N} n_i^2 \).

\textbf{Traditional single-set PSI.} We first study protocols solely focusing on single-set intersection or cardinality. We study schemes that offer enhanced functionality or privacy below in the Custom PSI Protocols section.
In PSI, clients learn information about the intersection of two sets while (i) not learning anything about the server’s non-intersecting elements, and (ii) not leaking any information about their own set to the server. PSI protocols in the literature focus on providing two possible outputs: the intersection (e.g., finding common network intrusions [49], or discovering contacts [19]); and the cardinality of the intersection (e.g., privately counting the number of common friends between two social media users [50], or performing genomic tests [4]). Works in this area opt for a variety of trade-offs between the computational capability and the amount of bandwidth required to run the protocol [11, 34, 37, 54]. These works show that PSI can scale to large datasets [35, 57], and support light clients [37].

We classify PSI protocols according to the techniques they use to compute the PSI functionality:

Comparison-based protocols. The fastest class of PSI protocols uses bucketing to enable PSI protocols that run optimized comparison protocols between very small client and server buckets [22, 39, 53, 55, 59, 60]. These approaches use hashing to first map elements to small buckets. Then they compare the client and server elements in each bucket using comparison primitives that are efficient when buckets have very few elements, for example built using oblivious transfer (OT). These approaches reveal comparison results, and thus intersections or cardinalities, to the client; therefore, they do not satisfy our single-set privacy requirement (RQ.1). As these approaches reveal individual detailed set responses, private aggregation (RQ.2) is impossible. We discuss approaches that do not reveal the comparison result separately below as ‘Circuit-PSI’. Each client and server element must participate in at least one comparison; consequently, the communication cost is linear in the client size \( n_c \) and total server size \( N_s \). Therefore, comparison-based approaches do not satisfy our efficiency requirement (RQ.3).

In Appendix D.3, we confirm our efficiency assessment by evaluating the cost of SpOT-light [53], one of the fastest comparison-based PSI protocols, in the PCM setting. We show significant improvement in latency (10–65x), client’s computation (1800–24,800x), and transfer cost (1.7–27x).

OPRFs. Another technique to construct PSI protocols is to evaluate a pseudo-random function (PRF) over client and server set elements and compare these. To protect privacy, the client obliviously evaluates the PRF over its elements together with the server, and the server sends the PRF evaluation of its elements to the client. Oblivious Pseudo-random Functions (OPRFs) can be constructed from asymmetric primitives such as RSA [14, 15, 37], Diffie-Hellman [37, 66], discrete logarithms [13], or by applying SMC on symmetric PRFs [34, 37]. What distinguishes these OPRF-based approaches from the previous category is that instead of comparing many pairs in small buckets, OPRF-based approaches compute a deterministic tag for each client and server element that can be compared locally. While the communication cost is linear in the size of both client and server sets, preprocessing and reusing tags for server elements can make the transfer cost independent of the server size [37]. Similar to comparison-based protocols, OPRF approaches cannot compute flexible set matches without leaking intermediate data nor do they support aggregation.

Oblivious polynomial evaluation. Another approach is to use (partial) homomorphic encryption [65] to determine set intersection using oblivious polynomial evaluation (OPE) [11, 16, 24, 30]. The client encrypts their elements and sends them to the server. The server constructs a polynomial with its set elements as roots, evaluates the polynomial on encrypted client elements, randomizes the result, and sends them back to the client. The client decrypts the results, a 0 indicates a matching element. We use a similar approach in our schemes. Existing OPE-based approaches do not support flexible set matching or aggregation, but achieve cost independent of the server input size \( N_s \) for the client.

Generic SMC. Some PSI protocols use generic SMC tools [6, 29, 81] to construct full circuits such as sort-compare-shuffle [31] to compute the intersection [34, 56]. They can be extended to support flexible set matching or many-set aggregation. However, circuits have communication linear in the size of their inputs (wires) which guarantees a transfer cost of \( O(n_c + N_s) \). This is a fundamental limit. Thus, circuits cannot satisfy our efficiency requirement (RQ.3). Because circuits can satisfy our privacy requirements, we develop a generic alternative to our framework using an SMC compiler in Section 11.2 and show that our system improves latency (2–96x), client’s computation (75–2250x), and transfer cost (93–2800x). Besides for generic protocols, circuits are used to (1) extend OT-based protocols (discussed as ‘Circuit-PSI’ below) or (2) obliviously evaluate PRFs [34, 37] such as AES or LowMC [2] (discussed as ‘OPRF’).

Custom PSI protocols. Some PSI protocols go beyond cardinality and compute more complex functions over the intersection.

Circuit-PSI. A new line of work extends comparison-based PSI protocols to support arbitrary extensions with generic SMCS [10, 12, 36, 44, 57, 58, 64]. These works compute the intersection of two sets but instead of revealing the plain result to the client, they secret share the intersection between the two parties. This secret shared output enables parties to privately compute arbitrary functions on top of the intersection. Unfortunately, these work focus on scenarios with equal client and server sizes as their cost is linear in the input of both parties \( O(n_c + N_s) \). This linear communication cost is a fundamental limit. As these approaches can satisfy our privacy requirement, we evaluate Chandran et al. [10], a state-of-the-art Circuit-PSI paper, in the PCM setting in Section 11.2. We show that our framework significantly improves latency (580x), client’s computation (70,000x), and transfer cost (2360x).

Flexible functionality. Several privacy-preserving custom protocols provide functionality beyond computing intersection or cardinality. For instance, computing the sum or statistical functions over associated data [52, 82], evaluating a threshold on intersection size [28, 83, 84], or computing Tversky similarity [69]. These approaches improve privacy by supporting flexible set matching but do not extend well to many-sets scenarios and aggregation. They are optimized for a specific setting and do not achieve cost independent of the server input size.

Orthogonal works. We briefly mention two groups of related work that, while of interest, are orthogonal to PCM problems and solve different challenges. Encrypted databases and ORAM [45, 61,
We now introduce a modular framework that enables the design where the client computes a function over the server’s sets, and protocols aggregate providing performance close to ad-hoc solutions.

The framework has three layers, shown in Fig. 2:

- **PSI layer** protocols operate directly on a client’s and a server’s set. These protocols compute single-set PSI functionalities such as intersection or cardinality. Our implementation focuses on two scenarios: small input domain size and small constant-size client sets.

- **Matching layer** protocols use PSI layer protocols to compute a binary answer determining whether each of the server sets matches the interest of the client according to a pre-defined matching function $f_M$ (RQ.1). Computation in this layer is the same regardless of the scenario chosen in the PSI layer. Aggregation layer protocols aggregate $N$ single-set responses into one collection-wide response according to a pre-defined aggregation function $f_A$ (RQ.2). This layer achieves constant size responses and ensures efficient client communication (RQ.3).

- **Aggregation layer** protocols use PSI layer protocols to compute a bi-

**Modularity.** While we provide a large number of protocols for the PSI, Matching, and Aggregations layers (see Fig. 2), an advantage of our framework is extensibility. Whenever an application requires new matching or aggregation criteria, designers can add (or adapt) a single functionality while taking advantage of the existing optimized layers. As an example, we extend our framework to support the single-set PSI-SUM functionality in Appendix F.

The layers can also be used as standalone protocols. We include blocks such as ‘Naïve’ aggregation such that even if an application does not require matching or aggregation the designer can use the framework to enjoy its capability to tackle the many-set scenario.

**Security goals.** The PCM framework should protect the privacy of clients and servers against semi-honest adversaries. Furthermore, it is desirable that the framework provides server and client privacy against malicious adversaries, however, as we discuss in Section 9 our framework only guarantees client privacy. Servers are free to choose their input, allowing them to degrade the quality of the protocol’s result without any misbehavior. We accept this inherent weakness of PCM protocols and make the deliberate decision to aim for correctness only in the semi-honest setting, and not when the server is malicious.

5 TECHNICAL BACKGROUND

We introduce our notation and define the syntax of the fully homomorphic encryption scheme we use.

**Notation.** Let $\ell$ be a security parameter. We write $x \leftrightarrow X$ to denote that $x$ is drawn uniformly at random from the set $X$. Let $q$ be a positive integer, then $\mathbb{Z}_q$ denotes the set of integers $\{0, \ldots, q\}$, and $\mathbb{Z}_q^*$ represent the elements of $\mathbb{Z}_q$ that are co-prime with $q$. We write $[n]$ to denote the set $\{1, \ldots, n\}$, and use $(a_i)_m$ to present the list $[a_1, \ldots, a_m]$. We drop the subscript $m$ when the list length is clear from the context. We write $[x]$ to denote the encryption of $x$. We write $1[E]$ to denote the indicator function that returns ‘1’ if the event $E$ is true, and ‘0’ otherwise. Table 3 in Appendix A summarizes our notation.

5.1 Homomorphic encryption

Homomorphic encryption (HE) schemes enable arithmetic operations on encrypted values without decryption. We use HE schemes that operate over the ring $\mathbb{Z}_q$ with prime $q$, such as BFV [23].

**Syntax.** HE is defined by the following procedures:

- **params** $\leftarrow$ HE.ParamGen($q$). Generates HE parameters with the plaintext domain $\mathbb{Z}_q$.
- **pk, sk** $\leftarrow$ HE.KeyGen(params). Takes the parameters params and generates a fresh pair of keys ($pk$, $sk$). For brevity, we do not explicitly mention evaluation keys $ek$ and consider them to be incorporated in the public key.
- **$[x]$** $\leftarrow$ HE.Enc($pk, x$). Takes the public key $pk$ and a message $x \in \mathbb{Z}_q$ and returns the ciphertext $[x]$.
- **$x$** $\leftarrow$ HE.Dec($sk, [x]$). Takes the secret key $sk$ and a ciphertext $[x]$ and returns the decrypted message $x$.

The correctness property of homomorphic encryption ensures that $HE.Dec(sk, HE.Enc(pk, x)) \equiv x \pmod{q}$. 
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Figure 2: An overview of our layers and their composition. Refer to Table 4 for a summary of protocol definitions.
Homomorphic operations. HE schemes support homomorphic addition (denoted by +) and subtraction (denoted by −) of ciphertexts: HE.DEC(⟦a⟧ + ⟦b⟧) = a + b mod q and HE.DEC(⟦a⟧ − ⟦b⟧) = a − b mod q. HE schemes also support multiplication (denoted by ⋅) of ciphertexts: HE.DEC(⟦a⟧ ⋅ ⟦b⟧) = a ⋅ b mod q.

Besides operating on two ciphertexts, it is possible to perform addition and multiplication with plaintext scalars. In many schemes, such scalar-ciphertext operations are more efficient than first encrypting the scalar and then performing a standard ciphertext-ciphertext operation. We abuse notation and write a · ⟦x⟧ + b to represent (⟦a⟧ ⋅ ⟦x⟧) + ⟦b⟧ = ax + b.

Multiplicative depth. Our framework is designed with full homomorphic encryption (FHE) in mind and assumes unbounded multiplication depth. For practical purposes, we port the majority, but not all, of our protocols to support execution with somewhat homomorphic encryption (SWHE) and optimize operations in Section 10.

5.2 Core functions

The complex functionality of PCM protocols can be reduced to a sequence of zero detection and inclusion test procedures. These two functions allow us to describe our protocol at a higher abstraction level. Moreover, any improvement to these basic functions automatically enhances our framework.

Zero detection. The function ⟦b⟧ ← HE.IsZero(pk, x) computes whether the ciphertext x is an encryption of zero. The binary output b ∈ {0, 1} is defined as b = 1 if x ≡ 0 (mod q) otherwise b = 0. We use Fermat’s Little Theorem for zero detection [7]. We rely on the prime ring structure of Z_q as any non-zero variable x ∈ Z_q^* to the power q − 1 is congruent to one modulo the prime q. We can perform this exponentiation with log(q) multiplications. See Algorithm 1 for the implementation.

The high multiplicative depth of HE.IsZero makes it impractical for use with most SWHE schemes. We hope that the research and advances in HE comparison enables efficient instantiations of this function and unlock our framework’s full capabilities.

Inclusion test. The function ⟦I⟧ ← HE.IsIn(pk, x, y) checks if x is included in the set Y of cardinality n. We consider two variants. In the first, Y is a set of ciphertexts ⟦y_i⟧, in the second, Y is a set of plaintexts y_i. In both cases, the output I equals 0 if and only if a y_i exists such that x ≡ y_i (mod q), otherwise I will be a uniformly random element in Z_q^*.

The function HE.IsIn relies on oblivious polynomial evaluation (OPE) [24, 30]. We create an (implicit) polynomial P with roots y_i, and evaluate ⟦I⟧ = ⌊r ⋅ P(x)⌋. If x is in the set, there exists a variable y_i where x ≡ y_i, thus I is zero. Otherwise, I is the product of n non-zero factors modulo q. Since q is prime, the product of non-zero values is non-zero. The random value r ensures uniformity in this case. The multiplicative depth of HE.IsIn scales with the size of Y. We use the second form, where Y is a set of plaintexts, to lower the multiplicative depth when |x|^2 are known, see Section 10.3.

6 PSI LAYER

The PSI layer of our framework implements basic PSI functionalities: computing intersection or intersection cardinality. These protocols can be used in isolation, but in our framework they serve to form the input to the matching layer (see Fig. 2). We build PSI protocols for two scenarios: (1) scenarios where the client set has a small constant size (e.g., document search queries which typically have less than 10 keywords); and (2) scenarios where set elements come from a small input domain (e.g., gender and age in a dating profile). We build basic protocols assuming semi-honest clients, but allow for an extension – see Section 6.3 – that ensures queries represent a valid input set even if clients deviate from the protocol.

We structure our single-set protocols following Fig. 3. The client generates a HE key pair (pk, sk) ← HE.KeyGen(params) and sends the public key pk to the server ahead of the protocol. Clients perform QUERY and send an encrypted representation of their set to the server. The server runs a protocol-specific processing function PROCESS to obtain the result M. The protocol is either used as the first layer and passes M into the second layer, or is stand-alone and returns M to the client. The server optionally runs QUERY-CHECK to randomize the result when a client submits a malformed query (⟦M⟧ is zero for correctly formed queries). Finally, the client runs the protocol-specific function REVEAL to compute the result. We denote algorithms run by the client in red and by the server in green. The optional server-side checks that ensure well-formedness of queries are denoted in blue.

6.1 Small constant-size client set

We start with scenarios where client sets are small and constant-size, typical for representing a search criteria. Clients use QUERY to encrypt their set elements x_i ∈ X as a query Q and send it to the server. Algorithm 3 instantiates small input functions.

PSI. The PSI protocol computes PSI(X, Y_k) = X ∩ Y_k. The server uses the inclusion test HE.IsIn (see Section 5.1) to compute an inclusion status ⟦s_i⟧ for each client element x_i (see PSI-PROCESS). An element x_i is in the intersection if and only if the corresponding inclusion status ⟦s_i⟧ is zero (recall that the inclusion test produces zero for values in the set). When used as a stand-alone protocol, the server returns the list of encrypted inclusion values M, which the client then decrypts (see PSI-REVEAL).

Cardinality. The PSI cardinality protocols compute PSI-CA(X, Y_k) = |X ∩ Y_k|. There exist two variants: the standard PSI-CA variant
in which the client learns the cardinality \(|X \cap Y_b|\) [13, 18], and the ePSI-CA variant in which the server learns an encrypted cardinality [84]. We focus on the latter to enable further computation on the intersection cardinality in the next layers.

Our ePSI-CA protocol (see ePSI-CA-PROCESS) first computes the inclusion statuses \([s_j]\) using PSI-PROCESS and then uses HE.IsZero to compute – in the ciphertext domain – the cardinality, i.e., the number of elements \([s_j]\) that are zero. When used as a stand-alone protocol, the server returns \([ca]\) to the client which decrypts it to obtain the answer (see ePSI-CA-REVEAL).

When the cardinality protocol is used as a stand-alone protocol without next layers, it is possible to mimic earlier work [13] and construct a cardinality protocol from the above-mentioned naive PSI protocol by shuffling server responses \(M\) before returning them.

**Efficiency.** While literature often dismisses OPE-based schemes due to their ‘quadratic’ total computation cost \(O(|X| \cdot |Y_b|)\), this approach excels in PCM scenarios with small client input. Our protocols achieve client computation and communication costs of \(O(n_c)\), which is independent of the server’s input size. While the ‘extra’ burden for the server is linear in the size of the client set which is a small constant.

### 6.2 Small input domain

When the set’s input domain \(D\) is small, sets can be efficiently represented and manipulated as bit-vectors [5, 67, 69]. Parties agree on a fixed ordering \(d_1, \ldots, d_r\) of the elements in \(D\). Then, clients use SD-QUERY to compute a vector of encrypted inclusion statuses \((\zeta z_i)\), where \(z_i = 1\) if \(d_i \in X\) and \(0\) otherwise, for all \(d_i \in D\). We instantiate small domain procedures, except for REVEAL processes that are not impacted by the domain size, in Algorithm 4.

The function PSI-SD-PROCESS creates a bit vector of the intersection. The status \([s_j]\) is an encryption of 1 if \(d_i\) is present in both sets and 0 otherwise. To do so, the server multiplies the indicator \([z_i]\) with another binary indicator \(v_i\) determining whether the element \(d_i\) is present in the server set \(Y_b\). The function ePSI-CA-SD-PROCESS computes the sum of the inclusion statuses \([s_j]\) for all domain values \(d_i \in D\). The functions QUERY, QUERY-CHECK, and base layer PROCESS must have the same domain size. The rest of the functions and layers are not impacted by the choice of domain.

**Efficiency.** While the idea of representing sets as bit-vectors is not new [5, 67, 69], existing works dismiss FHE protocols as too costly and focus on additively homomorphic solutions. We use the inherent parallelism of schemes such as BFV [23], that we discuss in Section 10, to achieve lower computation and communication costs, especially in the many-set scenario. In Appendix D.1, we show that PSI-SD-CA has a competitive performance to the existing schemes such as Ruan et al. [67].

### 6.3 Ensuring well-formed queries

In this section we consider a specific class of misbehaving clients: those that encrypt a malformed input and submit it as a query. Since the client’s query is encrypted, the server cannot directly verify well-formedness of the query. In this section we show how we can ensure that if a client’s query is malformed, i.e., it does not correspond to a valid set \(X\), the client’s output is random.

Zero-knowledge proofs are not practical in the FHE setting, so we rely on an HE technique to ensure queries are well-formed. The server uses (SD-)QUERY-CHECK to compute a randomizer term \([R]\) that is random in \(Z_q\) if the client misbehaves and 0 otherwise. By adding \([R]\) to the result \([A]\), misbehaving clients learn nothing about the real result. With abuse of notation, the server adds a vector of fresh randomizers when the result is a vector such as the output of PSI-SD-PROCESS. The server can amortize the cost of computing \(N\) randomizers \([R_i]\) for \(N\) variables \(i\). The server first computes \([R]\) as before, then picks a fresh randomness \(\delta_i \leftarrow Z_q\) and sets \([R_i]\) ← \(\delta_i \cdot [R]\).
Small domain. Misbehaving clients can submit non-binary ciphertexts \([z_i]\) to learn more than the cardinality. We compute a term \([R]\) which is zero when all \(z_i\)'s are binary, and is random otherwise. The term \([R] \leftarrow \text{HE.IsIn}(pk, [z_i], \{0, 1\})\) evaluates to 0 if \(z_i \in \{0, 1\}\) and to a uniformly random element in \(Z_q^*\) otherwise. Therefore, the distribution of \([R] \leftarrow \sum_{d \in D}|t_i|\) will be close to uniformly random in \(Z_q\) as long as at least one non-binary \(z_i\) exists in the client’s query. See Appendix B for the exact distribution.

Small input. The client sends a list of encrypted values \([x_i]\) to the server. This list represents a set as long as all elements are distinct, so the server needs to ensure that no two client elements are equal. First, the server computes \([T] = \text{psI-process}(pq, Q, Y)\), the product of pairwise differences of the client elements. Since these multiplications are performed in a prime group \(Z_q^*\), the product will be zero if and only if two equal elements exist. Second, the server uses a uniformly random element \(t \leftarrow Z_q\) in combination with the zero detection on \([T] \) to compute the additive randomizer \([R]\).

Since the zero detection function is impractical, we provide a practical alternative protection method which deviates from our structure. The client can deterministically compute \(T\), allowing us to protect the result in a multiplicative way by returning \(M = \langle A \cdot |T|\rangle\). As long as \(T\) is not zero, which signifies a malicious query, the client can reverse \(T\) and recover \(A = M \cdot T^{-1}\).

Without this protection, misbehaving clients are still limited to submitting a list of scalar values, with a limited size, which is equivalent to a multi-set. Depending on the flexible matching function, allowing multi-set queries may or may not impact the security. On one hand, if the server reveals PSI-CA, allowing multi-sets may lead to the extraction of the intersection from the cardinality. On the other hand, if the server is computing F-Match, which checks \(X \subseteq Y_k\), there is no difference between querying a set or a multi-set.

At first glance, query-check’s quadratic computation cost \(O(n_c^2)\) seems expensive. However, we target imbalanced scenarios where \(n_c \ll N_c\). In Section 10.1, we discuss how this optional protection cost will be overshadowed by the cost of our PSI layer \(O(n_c \cdot N_c)\); thus, not having any impact on our final cost.

Next layers. We note that the checks on well-formedness in the PSI layer extend to the matching and aggregation layers by instead applying the randomizer \([R]\) computed on the client’s query to the results that the matching and aggregation layers compute.

7 MATCHING LAYER

Given the output of the PSI layer, the matching layer determines whether the server set \(Y_k\) is of interest to the client. The matching layer outputs a matching status \([y_k]\). Similar to the inclusion test, \(\text{HE.IsIn}(pk, [x_i], \{0, 1\})\) in Section 5.1, \(y_k\) is zero for sets of interest and a random value in \(Z_q^*\) otherwise. The value \([y_k]\) can be revealed as a binary output \(\lambda_k\) or passed-on to the next layer.

These matching operations can use either the small input or the small domain PSI layer protocols. To instantiate a matching protocol, the client and the server proceed as in Fig. 3, but plug in the desired process variant based on \(f_M\). As \(\text{match-process}\) functions have identical outputs, they share the same \(\text{match-reveal}\) method.

We provide three matching functions \(f_M\): full matching (F-Match), which determines if the client’s query set is fully contained in the server set; threshold matching (Th-Match), which determines if the size of intersection exceeds a threshold; and Tversky matching (Tv-Match), which determines if the Tversky similarity between the client’s and the server’s set exceeds a threshold. The associated process variants are described in Algorithm 5.

Full matching. The F-Match variant determines if all the client elements are inside the server’s set, i.e., \(f_M(X, Y_k) = \langle |X \subseteq Y_k|\rangle\). The server first computes the inclusion statuses \([s_j]\) by calling PSI-PROCESS (see \(\text{F-Match-Process}\)). Recall \([s_j]\) is zero when \(x_i \in Y_k\). Therefore, when \(X \subseteq Y_k\), the sum \(\langle \sum_i |s_i| \rangle\) of all \(s_i\) is zero. When an element \(x_i\) is not in the server set, its inclusion status \(s_i\) is uniformly random in \(Z_q^*\), and therefore the sum \(\lambda_k\) is also random.

The F-Match protocol has a small false-positive probability when more than one \(x_i\) exists such that \(x_i \notin Y_k\). Adding multiple random \(\langle s_j \rangle\) to \(Z_q^*\) PSI responses can incorrectly lead to a zero sum \(\langle y_k \rangle\). In Appendix B, we bound the probability of a false-positive to 1/(\(q - 1\)). Moreover, we bound the difference between the distribution of the sum \(R\) and uniformly random over \(Z_q\) to 1/(\(q - 2\)) at all points when more than one \(x_i\) is missing. The false-positive probability is zero when only one \(x_i\) is missing.

Note that the F-Match protocol computes containment and not equality. Thus, hashing and comparing the client set with server’s set does not work as the server would need to hash every combination of \(|X|\) server set elements resulting in an exponential cost.

Threshold matching. The Th-Match variant determines if the two sets have at least \(l_{\text{min}}\) elements in common, i.e., \(f_M(X, Y_k; l_{\text{min}}) = \langle |X \cap Y_k| \geq l_{\text{min}}\rangle\). The server first computes the encrypted cardinality \(\langle c_a \rangle\) using PSI-CA-PROCESS, then evaluates the inequality \(c_a \geq l_{\text{min}}\) (see \(\text{Th-Match-Process}\)).

Directly computing this one-sided inequality over encrypted values is costly. However, we know that \(|X \cap Y_k| \leq \min(|Q|, |Y_k|) = l_{\text{max}}\), where we bound the client set size by the size of the query. The server evaluates the inequality \(l_{\text{min}} \leq c_a \leq l_{\text{max}}\) by performing the inclusion test \(c_a \in \{t \mid t_{\text{min}} \leq t \leq t_{\text{max}}\}\) using \(\text{HE.IsIn}\).

Tversky similarity. The Tv-Match variant determines if the Tversky similarity of the two sets exceeds a threshold \(t\). Formally, the
protocol computes $f_M(X, Y_k; \alpha, \beta, t) = \mathbb{E}[\text{TV}_{\alpha, \beta}(X, Y_k) \geq t]$ where

$$
\text{TV}_{\alpha, \beta}(X, Y_k) = \frac{|X \cap Y_k| + \alpha|X - Y_k| + \beta|Y_k - X|}{|X \cap Y_k| + \alpha|X - Y_k| + \beta|Y_k - X|}
$$

is the Tversky similarity with parameters $\alpha$ and $\beta$. Computing the Tversky similarity in this form is difficult as it requires floating-point operations. We assume $t, \alpha$, and $\beta$ are rational, and known to both the client and the server. We follow the approach of Shimizu et al. [69] and transform the inequality $\text{TV}_{\alpha, \beta}(X, Y) \geq t$ to

$$(t^{-1} - 1 + \alpha + \beta)|X \cap Y| - \alpha|X| - \beta|Y| \geq 0$$

$$\Rightarrow (a, b, c) \in \mathbb{Z}^3 \quad a|X \cap Y| - b|X| - c|Y| \geq 0 \quad (1)$$

for appropriate integer values of $a, b, c$. The server either knows $|X|$ or can compute it ($|X| = N|Q|$) or can compute $\mathbb{E}[|X|] = \sum_i z_i$ for small domain protocols. The server also knows $|Y_k|$ and can compute $\mathbb{E}[|Y_k|] = |X \cap Y_k|$ using epSI-CA-PROCESS. Evaluating the inequality requires two steps (see TV-MATCH-PROCESS):

Step 1. Transform coefficients $(t^{-1} - 1 + \alpha + \beta)$, $\alpha$ and $\beta$ to equivalent integer coefficients $a, b, c$. We describe this in detail in Appendix A.

Step 2. Evaluate the Tversky similarity inequality (1). We convert it to a two-sided equation. We know $|X| \geq |X \cap Y_k|$ and $|Y| \geq |X \cap Y_k|$, thus

$$a|X \cap Y_k| - b|X| - c|Y| \leq (a - b - c)|X \cap Y_k| \leq (a - b)|Y_k|.$$  

Therefore, two sets $X$ and $Y_k$ satisfy $\text{TV}_{\alpha, \beta}(X, Y_k) \geq t$ iff

$$0 \leq a\mathcal{C} - b|X| - c|Y| \leq (a - b - c)|Y_k|.$$  

The server uses an inclusion test to evaluate this inequality.

### 8 AGGREGATION LAYER

The aggregation layer combines the outputs of the matching layer, over many sets, into a single collection-wide result. We provide four aggregation functions $f_A$: naive aggregation (NA-Agg), which returns outputs as is; existential search (X-Agg), which returns whether at least one server set matched; cardinality search (CA-Agg) which returns the number of matching server sets; and retrieval (Ret-Agg) which returns the index of the $k$th matching server set.

Figure 4 shows the structure of the aggregation protocols. Upon receiving the query $Q$, the server runs the desired matching protocol MATCH-PROCESS (e.g., one from Algorithm 5) on each of its sets to compute the matching output $\|y_j\|$. The response $\|y_j\|$ is zero if the set $Y_j$ is interesting for the client and random otherwise. The server next runs an aggregation function AGG-PROCESS that takes $N$ matching responses $\|y_j\|$ as input and computes the final result $A$. We show how to instantiate AGG-PROCESS and REVEAL in Algorithm 6. If using naive aggregation (NA-Agg), the client runs NA-REVEAL. Otherwise, the client runs REVEAL to compute the result. Finally, the server can run (SD)-QUERY-CHECK on the query and apply it to the final result $A$ for protection.

**Naive aggregation (NA-Agg).** The naive variant runs the matching protocol on all $N$ server sets and returns $N$ results to the client, i.e., $f_A(\lambda_1, ..., \lambda_N) = \lambda_1, ..., \lambda_N$. This enables our framework to support many-sets when there is no need for aggregation and reduces the client’s cost by computing and sending the query $Q$ only once.

**Existential search (X-Agg).** The existential search variant determines if at least one server set $Y_j$ is of interest to the client. Formally,

\[
Q \leftarrow (SD)-QUERY(pk, X) \quad \text{where} \quad \|y_j\| \mid MATCH-PROCESS(pk, Q, Y_j, k)
\]

\[
A \leftarrow REVEAL(sk, [A]) \quad [A] \leftarrow [A] + [R]
\]

**Cardinality search (CA-Agg).** The cardinality search variant counts the number of interesting server sets $Y_j$, i.e., $f_A(\lambda_1, ..., \lambda_N) = \{i | \lambda_i = 1\}$. Recall that interesting sets produce zero matching responses $\|y_j\|$, so a collection will have an interesting set if and only if the product of matching responses is zero (see X-AGG-PROCESS). As responses $y_j$ are elements of the prime field $\mathbb{Z}_q$, their product will never be zero without having a zero response; thus, there will be no false-positives.

The aggregation computes $f_A(\lambda_1, ..., \lambda_N) = \{i | \lambda_i = 1\}$. Recall that interesting sets produce zero matching responses $\|y_j\|$, so a collection will have an interesting set if and only if the product of matching responses is zero (see $X$-AGG-PROCESS). As responses $y_j$ are elements of the prime field $\mathbb{Z}_q$, their product will never be zero without having a zero response; thus, there will be no false-positives.

The retrieval variant returns associated data $D_j$ of the $k$th matching server set $Y_j$. Formally, $f_A(\lambda_1, ..., \lambda_N) = D_j \{i | \lambda_i = 1 \land i < j\} = k$. Clients use this variant when they are not concerned about whether a matching set exists, but rather about information related to this matching set – such as an index (for our $D_j = j$) for retrieving records. A good example is the unique matching scenario where apps want to retrieve a lot of data about

\[
A \leftarrow REVEAL(pk, X)
\]

\[
A \leftarrow [A] + [R]
\]

**Retrieval (RET-AGG).** The retrieval variant returns associated data $D_j$ of the $k$th matching server set $Y_j$. Formally, $f_A(\lambda_1, ..., \lambda_N) = D_j \{i | \lambda_i = 1 \land i < j\} = k$. Clients use this variant when they are not concerned about whether a matching set exists, but rather about information related to this matching set – such as an index (for our $D_j = j$) for retrieving records. A good example is the unique matching scenario where apps want to retrieve a lot of data about
the matching records. Apps would first run the Ret-Agg protocol to retrieve the index of the matching record and then follow with a PIR request to retrieve the matching set’s associated data.

The Ret-Agg protocol takes an input parameter \( k \) denoting that the client wants to retrieve the associated data of the \( k \)th matching set. The server builds an encoded index of interesting sets in three steps (see RET-AGG-PROCESS): (1) The server uses HE.IsZero to compute \( \llbracket b_j \rrbracket \) indicating if a set is interesting. (2) The server computes a counter \( \llbracket \text{ctr}_j \rrbracket \) to track how many interesting sets exist in the first \( j \) sets. (3) The server combines \( \llbracket b_j \rrbracket \) and \( \llbracket \text{ctr}_j \rrbracket \) to compute an index \( \llbracket I_j \rrbracket \) where \( I_j \) is 1 if \( Y_j \) is the \( j \)th interesting set, and zero otherwise. Adding weighted \( \llbracket I_j \rrbracket \) values produces the result.

9 SECURITY AND PRIVACY

Section 2.3 defines correctness (Definition 2), client privacy (Definition 3), and server privacy (Definition 4) of PCM protocols. We now discuss the correctness and privacy properties of our framework in the semi-honest and malicious settings. Our theorems rely on properties of the HE scheme, which are defined formally in Appendix C.1.

**Semi-honest setting.** When both parties are semi-honest, our protocols achieve all three security properties.

**Theorem 1.** Our protocols are correct, client private, and server private against semi-honest adversaries as long as the HE scheme is IND-CPA secure and circuit private.

We simulate our protocols in a real-world/ideal-world setting to prove Theorem 1 in Appendix C.2.

**Malicious setting.** When the server is malicious, server privacy does not apply. Moreover, our framework does not provide any correctness guarantee to clients. Malicious servers can produce arbitrary, fixed (always match/no match) or input-dependent, responses to the clients without detection. However, servers cannot learn information about the clients’ private input even if they misbehave.

**Theorem 2.** Our protocols provide client privacy against malicious servers, as long as the HE scheme is IND-CPA.

In Appendix C.3, we prove Theorem 2 by reducing client privacy to the IND-CPA security of the underlying HE scheme. The client’s sole interaction is sending encrypted queries. The server cannot extract information from these encrypted queries without knowing the secret key or breaking the security of the HE scheme.

When the client is malicious, client privacy does not apply. The correctness property, which requires that the malicious client’s output is correct, does not apply either. In Appendix C.4, we reason about server privacy when the client is malicious in a non-standard model.

**System-wide security.** We proved the security of our framework in isolation, where there is no honest interaction outside our framework. In practice, when integrating our framework into a larger system, e.g., allowing journalists to contact document owners after a document search, user interactions may leak information such as the outcome of the search. Therefore, whenever protocol designers decide to integrate our framework into a larger system, they must perform a system-wide security analysis.

| Table 2: Asymptotic cost of our protocols. See Table 3 for a summary of our parameter definition. SD stands for small domain protocols. The column Calls denotes which protocols from earlier layers are called. |
|------------------|---|---|---|---|
|                  | Calls | Add | Mult | Exp. |
| PSI              | -    | \( n_c n_i^1 \) | \( n_c n_i^1 \) | -   |
| PSI-SD           | -    | \( [D] \) | \( [D] \) | -   |
| ePSI-CA          | \( 1 \times \text{PSI} \) | \( n_c \) | - | - |
| ePSI-CA-SD       | \( 1 \times \text{PSI-SD} \) | \( [D] \) | - | - |
| F-Match          | \( 1 \times \text{PSI} \) | \( n_c \) | - | - |
| Th-Match         | \( 1 \times \text{ePSI-CA} \) | \( |T| \) | \( |T| \) | - |
| Tv-Match         | \( 1 \times \text{ePSI-CA} \) | \( |T| \) | \( |T| \) | - |
| NA-Agg           | \( N \times \text{Match} \) | - | - | - |
| X-Agg            | \( N \times \text{Match} \) | \( N \) | \( N \) | - |
| CA-Agg           | \( N \times \text{Match} \) | \( 2N \) | \( 2N \) | - |
| Ret-Agg          | \( N \times \text{Match} \) | \( 2N \) | \( 2N \) | - |
| Query check      | -    | \( n_c^2 \) | - | - |
| SD-Query check   | -    | \( |D| \) | \( |D| \) | - |

10 FROM THEORY TO PRACTICE

We first analyze the asymptotic cost of our schemes, and explain the optimizations we implement to make our schemes practical.

10.1 Asymptotic cost

Our framework is modular and supports arbitrary protocol combinations. Hence, we report the cost of layers separately. Table 2 summarizes the asymptotic costs of modules in our framework. We report the number of homomorphic additions, multiplications, and exponentiations (counting scalar-ciphertext operations as ciphertext-ciphertext operations; but excluding operations in earlier layers). The PSI and matching layers’ costs are reported for a single set (recall \( n_i^j \) is the size of the server’s \( i \)th set). As the well-formedness check is optional, we report its one-time cost separately.

As an example, we compute the cost of using existential search with full-match interest criteria with no input domain restriction. The client runs a single X-Agg protocol, which per server set calls one F-Match and one small input PSI protocol. This leads to \( N \) multiplications in the aggregation layer, \( \sum_i n_i^N (n_c) = Nn_c \) additions in the matching layer, and \( \sum_i n_i^N (n_c) n_i^j = n_c N_i \) multiplications in the PSI layer. Additionally, the server needs to perform the well-formedness check once, leading to \( n_i^2 \) extra multiplications. The total cost will be \( N + Nn_c + n_c N_i + n_i^2 \), but knowing that the total number of server elements \( (N_i) \) is larger than the set number \( (N) \) or the client size \( (n_c) \), we simplify the cost to \( O(n_i N_c) \).

**Communication.** The client sends a query \( Q \) in the PSI layer and receives a response \( A \) from the aggregation layer. The query’s size only depends on the PSI layer variant and is independent from the server’s input. Small input queries are an encrypted list of client elements containing \( n_c \) encrypted scalars while small domain queries are encrypted bit-vectors containing \( |D| \) scalar elements. The response size depends on the aggregation method. Naive aggregation has to produce \( N \) individual responses for \( N \) sets, while other aggregation methods produce a single scalar value.
This results in a total cost of $O(|Q|)$ for non-naive and $O(|Q| + N)$ for naive protocols which is the minimum achievable cost.

**Computation.** The PSI layer dominates the cost of our framework. Each PCM run calls $N$ instances of PSI leading to a cost of $O(n_cN_c)$ for small client input and $O(N\cdot |D|)$ for small input domain variants. Our cost is asymptotically higher than alternatives [13, 37, 54] and is often dismissed as “quadratic” and too expensive. In contrast, approaches [3, 12, 14, 15, 57] with “linear” cost $O(k(n_c + N_c))$, where $10 < k < 100$ determines the protocol’s false positive rate, are considered acceptable. The extreme imbalance requirement (RQ3) leads to scenarios where $n_c \ll N_c$ or even $n_c < \log(N_c)$ and impacts how asymptotic costs should be interpreted. We show a how “quadratic” cost $O(n_cN_c)$ can outperform the “linear” cost $O(k(n_c + N_c))$ in Section 11.

### 10.2 Implementation

Fully homomorphic encryption schemes assume unbounded multiplicative depth and rely on bootstrapping, which is prohibitively expensive. Thus, we use the somewhat homomorphic BGV cryptosystem [23] with a fixed multiplicative depth.

Let $N_{deg}$ be the degree of the RLWE polynomial, $m_{pt}$ be the plaintext modulus, and $m_{ct}$ be the ciphertext modulus. The polynomial degree $N_{deg}$ and ciphertext modulus $m_{ct}$ determine the multiplicative depth of the scheme. The plaintext modulus determines the input domain. We define two sets of parameters: $P_{sk}(N_{deg} = 8192, m_{pt} = 4,079,617)$ and $P_{sk2}(N_{deg} = 32,768, m_{pt} = 786,433)$, and follow the Homomorphic Encryption Security Standard guidelines [1] to choose $m_{ct}s$ that provide 128 bits of security. We use relinearization keys to support multiplication, and rotation keys to support some of our optimizations (see next section). Generating and communicating keys is expensive. Therefore, we assume that clients generate these keys once at setup and use them for all subsequent protocols. In Appendix A, we provide more details on our parameters in Table 5 and a microbenchmark of basic BGV operations and key sizes in Table 6.

We implement a subset of our protocols using the Go language. Our code is open-source and 1,620 lines long. We use the Lattigo library [41, 47] for BGV operations. Unfortunately, Lattigo does not support circuit privacy. We discuss the implications of this lack of support and possible countermeasures in Appendix C.1. We run experiments on a machine with an Intel i7-9700 @ 3.00 GHz processor and 16 GB of RAM. Reported numbers are single-core costs. As the costly operations are inherently parallel, we expect our scheme to scale linearly with the number of cores.

### 10.3 Optimizations

We explain how we optimize our implementation and limit the multiplicative depth of (some of) our algorithms to improve efficiency.

**NTT batching.** We use BGV in combination with the number-theoretic transformation (NTT) so that a BGV ciphertext encodes a vector of $N_{deg}$ elements [70]; BGV additions and multiplications act as element-wise vector operations. This batching enables single instruction multiple data (SIMD) operations on encrypted scalars. Performing operations between scalars in the same ciphertext (such as computing the sum or product of elements) requires modifying their position through rotations. Rotations require rotation keys.

Batching renders HE.IsZero infeasible. The exponentiation with $m_{pt} - 1$ consumes a multiplicative depth of $\log(m_{pt})$ in HE.IsZero, so $m_{pt}$ must be small. To use batching, however, the plaintext modulus $m_{pt}$ must be prime and large enough that $2N_{deg} \cdot m_{pt} - 1$. Batching does not support small $m_{pt}$s and consequently HE.IsZero; we prioritize efficiency and only evaluate variants that do not require zero detection. The parameters we use support batching.

**Replication.** The client’s query is small with respect to the capacity of batched ciphertexts, i.e., $|Q| \ll N_{deg}$. We use two forms of replication to make full use of SIMD operations: powers and duplicates. When using a small input PSI variant, the client encodes powers of each element $x$ (e.g., $[x, x^2, \ldots, x^7]$) into the query ciphertext to reduce the multiplicative depth of HE.IsIn. See the second variant in Algorithm 2. Next, the client encodes $k$ duplicates of the full query (including powers, when in use) regardless of the PSI variant.

Replication is straightforward when the client is semi-honest, but impacts security when the clients can misbehave. We follow a similar process to query-check to enforce correct replication. The server computes a second randomizer $[R]$ such that $R$ will be zero when (1) all duplicates are equal and (2) for all consecutive power elements $x_i$ and $x_{i+1}$, the equality $x_{i+1} = x_i \cdot x_i$ holds. The server needs to compute this check only once per query. We implemented this check and included its cost in all figures.

### 11 PCM IN PRACTICE

To demonstrate our framework’s capability, we solve the chemical similarity and document search problems. We discuss matching in mobile apps in Appendix E. We focus on end-to-end PCM solutions and do not evaluate single-set protocols or scenarios.

#### 11.1 Chemical similarity

Recall from Section 2.1 that chemical similarity of compounds is determined by computing and comparing molecular fingerprints [8, 42, 48, 73, 79, 80]. We use the Tversky similarity matching algorithm, Tv-Match, to compute whether a compound in the seller’s database is similar to the query compound. As fingerprints are short, we instantiate Tv-Match with the small-domain ePSI-CA-SD and represent molecular fingerprint as bit-vectors.

We follow a popular configuration [69] where compounds are represented by 166-bit MACCS fingerprints [20] and Tversky parameters are set to $\alpha = 1, \beta = 1, t = 80\%$. Processing these raw parameters (see Algorithm 5) leads to the inequality

$$
0 \leq 9|ca| - 4|X| - 4|Y| \leq |Y|.
$$

We evaluate two aggregation policies. We apply X-Agg aggregation to determine whether at least one compound in the database matches and CA-Agg to count the number of matching compounds. These variants have high multiplicative depth, so we modify them to enable efficient deployment without relying on bootstrapping.

**Existential search.** The X-Agg protocol applied to a collection of $N$ compounds requires a multiplicative depth of $\log(N)$ to compute $\bigwedge_{j \in [N]} y_j$. This depth is too high for our parameters. Instead,
we relax the output requirements and reduce the output as much as possible: For a fixed depth \( l \), we return \( \lceil N/2^l \rceil \) encrypted scalars \( \{ \lambda_k \} = \{ \lfloor (k+1)2^l \rfloor y_j \} \) to the client. This relaxation reduces the privacy of X-Agg – it is less than full X-Agg but better than CA-Agg – at the gain of efficiency. If this reduced privacy is unacceptable, the client just needs to choose larger HE parameters.

**Cardinality search.** We use the shuffling variant of the CA-Agg protocol due to its lower multiplicative depth. When the server shuffles the \( N \) matching responses, the client only learns the number of interesting compounds. Shuffling batched encrypted values is hard, so the server shuffles the compounds (server sets) as plaintext before processing the query to the same effect.

Our modifications to both aggregators increase the transfer cost from a single aggregated result to linear in the number of server sets. Yet, the X-Agg protocol sends 1 scalar value per \( 2^l \) compounds.

**Evaluation.** We evaluate our similarity search on the ChEMBL database \([26, 46]\), which contains more than 2 million compounds and is one of the largest public chemical databases. The database contains compounds in the SMILES format. We use the RDKit library \([63]\) to compute MACCS fingerprints from this format.

Figure 5 shows the cost of running our protocols with the BFV parameter set \( P_{32k} \). We ran 5 times the experiments with databases containing up to 256k compounds, and 3 times the larger experiments. We report the average cost. Standard errors of the mean are small, so error bars are not visible.

The server batches 128 compounds per ciphertext. Performing the PSI layer protocol ePSI-CA only requires 1 multiplication per ciphertext, while computing the binary Tversky score requires a depth of 7. For the X-Agg protocol, we set \( l = 6 \) and aggregate up to 64 matching results into each scalar \( \lfloor y_k \rfloor \). As each ciphertext holds 32k scalars, the aggregation of up to 2M server sets requires 1 ciphertext. CA-Agg transfers 1 ciphertext per 32k compounds. The cost of the extra X-Agg multiplications is insignificant compared to computing similarity, leading to similar computation costs for both protocols.

The client computation of searching among 2 million compounds is less than a second and the transfer cost is 12MB for X-Agg and 378MB for CA-Agg. These protocols can be run by a thin client. The server, however, requires 3.5 hours of single-core computation.

**Comparison to ad-hoc solution.** Shimizu et al. \([69]\) build a custom chemical search that computes the number of matching compounds. They offer the same functionality/privacy as our CA-Agg protocol, but reveal more information than our X-Agg variant. Shimizu et al. protect privacy against malicious adversaries, but malicious servers can violate correctness. They use the secp192k1 curve which provides less than 100-bit of security, while we offer full 128-bit security. Moreover, their use of differential privacy requires distributional assumptions. Shimizu et al. report the cost of searching 1.3 million compounds as: 167 seconds of server computation, 172 seconds of client computation, and 265MB of data transfer. Our X-Agg and CA-Agg solutions achieve higher security, lower client computation, and lower ratio of bandwidth consumed per compound, at the cost of higher server computation.

**11.2 Peer-to-Peer document search**

To implement peer-to-peer document search, we represent queries and documents by the sets of keywords they contain. A single document, represented by the keyword set \( S \), is of interest to the querier if it contains all query keywords \( Q \), i.e., \( Q \subseteq S \). This functionality can be implemented with the full matching (F-Match) variant.

The client and the server must agree on how keywords are represented in \( \mathbb{Z}_q \). We use hash functions to do the conversion. As the search queries typically contain few keywords and the domain for searchable keywords is too large for our small domain variant, we construct F-Match with PSI with a small client input. There are two sources of false-positive in our setup:

- **False positive of mapping words.** The parameter \( m_{pt} \) (recall \( m_{pt} = q \)) determines the input domain. Since \( m_{pt} \) is small, multiple words could be mapped to the same \( \mathbb{Z}_q \) element. This can lead to F-Match claiming there is a match, even though one of the colliding keywords is absent in the server’s set. Since \( m_{pt} \) impacts the multiplicative depth of our HE schemes, choosing a large value is impractical.

Instead of directly increasing the size of \( m_{pt} \) to reduce the false positive rate, the client hashes the \( n_q \) query keywords with \( t \) hash functions and encodes them into \( n_t \) scalar values, which reduces the false-positive rate to \( 1/q^t \). When running PSI-PROCESS, the server knows the corresponding hash function for each scalar value and hashes them accordingly. Afterward, the server runs the F-Match protocol on all \( n_t \) PSI outputs together; a document matches if and only if all hashed keywords are present.

Using multiple hashes to reduce false positives does not impact privacy, as it is straightforward to simulate a query with \( t \) hashes, with \( t \) F-Match queries. This modification increases the computation cost and the number of scalar values in the query by a factor of \( t \). However, there is no concrete change in the communication cost as the client can still pack \( t n_t \) scalars into one ciphertext.

- **False positive of F-Match.** The F-Match protocol itself has a false positive rate of \( \sim 1/q \) (see Section 7) caused by internal randomness. An easy way to reduce this FP rate is to run \( r \) instances of F-Match with different randomness and reveal the \( r \) responses. This repetition reduces the FP rate of a single matching response to \( \sim 1/q^r \), while increasing the server’s computation cost by a factor \( r \).

**Aggregation.** We explore two aggregation policies: existential (X-Agg) to determine whether at least one document in the collection matches; and cardinality (CA-Agg) to count matching documents. Since the multiplicative depth of F-Match is low, we can fully reduce
the X-Agg output to one encrypted scalar. For the CA-Agg variant, we still use the shuffling variant for lower multiplicative depth.

**Evaluation.** We use the parameters $P_{8k}$ for CA-Agg and $P_{32k}$ for X-Agg protocols. We base our evaluation on the requirements set out in EdalatNejad et al. [21]. We limit the number of keywords in each query to 8 and generate random documents of 128 keywords. We represent each keyword with two hash functions leading to false-positive rates of $2^{-44}$ for CA-Agg and $2^{-39}$ for X-Agg due to the mapping to $Z_q$. We need to account for false-positive errors as we run a single F-Match per document. This error increases with the number of documents and reaches its peak at 8k documents where the probability of overestimating the cardinality is 0.2% (CA-Agg) and existence is 1% (X-Agg). Our protocols do not have false negatives. We skip query-check from Section 6.3 since F-Match is not impacted by repeated keywords in the query, but still perform checks from Section 10.3 to enforce honest batching. Our use of power replication leads to a multiplicative depth of 1 in the PSI layer while F-Match only uses addition. We report the cost of our document search in Fig. 6 and discuss our performance in Section 11.3.

**Comparison to ad-hoc solution.** EdalatNejad et al. [21] build a document search engine that performs PSI-CA in a many-set setting and post-processes the output, in the client, to detect relevant documents. EdalatNejad et al. protect privacy against malicious adversaries, but malicious servers can violate correctness. To enhance performance, they sacrifice privacy and leak more information than individual intersection cardinals, yet less than vanilla PSI. The protocol of EdalatNejad et al. has a latency of less than 1 second to search 1k documents while our framework requires 8.7 s for CA-Agg and 54 s for X-Agg. Our CA-Agg search does not reveal information about individual documents and X-Agg only reveals a single bit about the collection. As expected, this privacy gain comes at a performance cost.

### 11.3 Comparison with generic solutions

After comparing against ad-hoc solutions, we compare our document search against generic SMC and circuit PSI that can offer the same privacy and functionality (see Table 1). See Appendix D.2 for implementation details. In Appendix D.3, we compare our document search to one of the fastest OT-based solutions, which cannot satisfy our privacy requirements.

**Generic SMC.** We use a semi-honest SMC compiler, EMP tool-kit [77], to build two custom search engines. Our circuits take 1 client and N server sets as input. They compute PSI and F-Match using boolean logic then aggregate the $N$ matching results following either X-Agg or CA-Agg policy. We call these two approaches ‘SMC-X-Agg’ and ‘SMC-CA-Agg’.

**Circuit-PSI.** We compare against Chandran et al. [10] which is a state-of-the-art single-set circuit-PSI protocol. To support many-set, we run one PSI per document. Chandran et al. support extending the intersection computation with arbitrary circuits allowing us to perform F-Match and then X-Agg or CA-Agg aggregation. However, we consider the cost of computing the intersections as a lower bound for the cost of search and do not extend the circuit.

Figure 6 reports the latency, client’s computation, and transfer cost of document search. We repeat each experiment 4 times and report the average cost and the standard error of the mean. Unfortunately, the SMC and circuit-PSI solutions crash on runs with 4k documents and more, hence we only show entries up to 2k documents. The stable trend of our measurements let us think that one could easily extrapolate results for those settings from the measurements that we report. To estimate the latency of our framework, we run it in a single process and add the expected network time (as we have one round, we consider 1 round trip time plus transfer time).

Now we show that our framework supports thin clients by significantly reducing the clients’ computation and communication costs. Moreover, our framework provides better latency and in Appendix D.2 we show that we have a competitive server cost.

**Latency.** Both SMC and Circuit-PSI require many rounds of communication and are thus heavily impacted by the network’s round-trip time (RTT). We assume a transatlantic RTT of 100 ms. In this setting, our framework consistently outperforms competitors. When performing existential search (X-Agg), our framework cuts the end-to-end latency in half while our improvement factor increases to 96x when doing a cardinality search (CA-Agg) on 1k documents.
Client’s computation. Circuit-based approaches have a balanced computation load between clients and servers while we outsource almost all the computations to the server. The client’s computation cost of our framework is independent of the number of the server sets and is only 50 ms for the X-Agg and 5 ms for the CA-Agg search. While slower, the SMC approach is computationally efficient and only requires 3.7 s for the existential (X-Agg) and 11.3 s for the cardinality (CA-Agg) search for a 1k document collection. SMC’s cost is still acceptable for thin clients, however using our framework leads to a saving of factor 75–2250x on client computation. In contrast, Chandran et al. require a prohibitive cost of 352 seconds, which is 70,000x higher than ours.

Communication. The X-Agg protocol has a constant communication cost of 12 MB while the cost of CA-Agg grows linearly with the number of documents. However, this cost is fixed to 768KB for CA-Agg in our evaluation since we can pack up to 8k results in a $F_{8k}$ ciphertext. Both SMC and Circuit-PSI have costs linear in the inputs size. The SMC search requires 1.1 GiB for X-Agg and 2.1 GiB for CA-Agg queries when searching 1k documents while Chandran et al. require 1.7 GiB; thus, both approaches are prohibitively expensive. Ultimately, our framework reduces communication by a factor of 93–2800x.

12 TAKEAWAYS AND FUTURE WORK

In this work, we introduce and formalize private collection matching problems. Using homomorphic encryption, we build a modular framework for solving them. Our framework and its layers-based design simplify the construction of PCM schemes that achieve complex goals while limiting the leakage to what is required by the functionality, nothing more. Relying on homomorphic encryption is extremely advantageous in theory. Our work shows, however, that using it in practice is challenging. We have overcome these challenges by using optimizations from the literature, at the cost of reduced flexibility of our framework. Ultimately, our framework is competitive with ad-hoc solutions and outperforms generic approaches in all three latency, communication, and computation costs, sometimes by several orders of magnitude. As example, our approach in all three latency, communication, and computation costs, sometimes by several orders of magnitude.
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A EXTRA MATERIAL
We provide extra materials in this section.

Summary. Table 3 summarizes our notation and asymptotic parameters and Table 4 summarizes the functionality of our protocols.

Tversky similarity. Algorithm 7 shows how to process rational Tversky parameters to enable computing similarity with modular arithmetic.

BFV parameters. We report full details of our BFV parameters including their supported multiplicative depth in Table 5. Next we provide a microbenchmark of basic operations and key sizes in Table 6. It is possible to reduce the size of the rotation keys in exchange for more costly rotation operations. We report key sizes that provide a balanced computation/communication trade-off.

B SUM OF RANDOM $Z_q$ ELEMENTS
In Section 7, we argued that the distribution of the sum $s = \sum_{i=1}^{k} x_i$ of $k$ random $x_i \in Z_q$ elements is close to uniform when $q$ is prime. Now we prove that the probability of the sum being zero is bounded by $1/(q-1)$ and the difference between the probability of the sum being zero vs a non-zero value $a$ is at most $1/(q-1)^2$ when $k$ is larger than one.
Table 3: Notation.

\[ T, q, n \] A prime number, a prime ring, and a prime field.
\[ \ell \] The security parameter.
\[ a \rightarrow A \] Draw a uniformly at random from the set \( A \).
\[ [n], \{a_i\} \] Present the set \([1, \ldots, n]\) and the list \([a_1, \ldots, a_m]\).
\[ \mathbb{E} \] Function that returns ‘1’ when \( E \) is true and ‘0’ otherwise.
\[ \text{HE} \] An IND-CPA circuit-private homomorphic scheme.
\[ pk, sk \] The client’s public and private HE keys.
\[ D \] The set input domain.
\[ \alpha, \beta \] Tversky parameters
\[ \lambda \] A term to randomize the output of malicious users.

Algorithm 7 Process Tversky parameters \( t, \alpha \) and \( \beta \) to compute integer coefficients \((a, b, c)\).

function \text{Tversky-Param-Process}(c, \beta, t)
\begin{align*}
&\alpha = \alpha_1 \alpha_2, \\
&(\beta_1, \beta_2) \leftrightarrow \text{ToRational}(\beta), \\
&(t_1, t_2) \leftrightarrow \text{ToRational}(t), \\
&l \leftrightarrow \text{LCM}(t_1, \alpha_2, \beta_2), \\
&a \leftarrow l \cdot (t_1^{-1} + a + \beta) \\
b \leftarrow l \cdot \alpha, \\
c \leftarrow l \cdot \beta \\
g \leftarrow \text{GCD}(a, b, c)
\end{align*}

\[ \text{return} \ (a, b, c) \]

Table 4: Summary of our protocols. We show the computed functionalities, their output range, and auxiliary input variables in the table.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Function</th>
<th>Range</th>
<th>Aux.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSI</td>
<td>( X \cap Y )</td>
<td>( {0, 1}^n_c )</td>
<td>( Z )</td>
</tr>
<tr>
<td>PSI-CA</td>
<td>( X \times Y )</td>
<td>( {0, 1} )</td>
<td>( \lambda )</td>
</tr>
<tr>
<td>NA-Agg</td>
<td></td>
<td>( {0, 1}^N )</td>
<td>( D_1 )</td>
</tr>
<tr>
<td>X-Agg</td>
<td></td>
<td>( {0, 1} )</td>
<td>( D_1 )</td>
</tr>
<tr>
<td>CA-Agg</td>
<td>( {i \mid \lambda_i = 1} )</td>
<td></td>
<td>( D_1 )</td>
</tr>
<tr>
<td>Ret-Agg</td>
<td>( D_1 \lambda_j = 1 \wedge \left</td>
<td>{ i \mid \lambda_i = 1 \wedge i \in {j}\right</td>
<td>= \kappa )</td>
</tr>
</tbody>
</table>

Table 5: BFV parameters with 128-bit security

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( P_{bk} )</th>
<th>( P_{16k} )</th>
<th>( P_{32k} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{deg} )</td>
<td>8192</td>
<td>4079617</td>
<td>218-bit</td>
</tr>
<tr>
<td>( m_{pt} )</td>
<td>16384</td>
<td>163841</td>
<td>438-bit</td>
</tr>
<tr>
<td>( m_{ct} )</td>
<td>32768</td>
<td>786433</td>
<td>880-bit</td>
</tr>
<tr>
<td>Mult. depth</td>
<td>2</td>
<td>7</td>
<td>16</td>
</tr>
</tbody>
</table>

Let \( z[k] \) be the probability that the sum of \( k \) elements from \( Z^n_q \) is zero and \( p_a[k] \) be the probability that the sum is a non-zero value a. When \( k = 1 \), e.g., we sum one element, these probabilities are \( z[1] = 0 \) and \( p_a[1] = 1/(q - 1) \). The \( k \) elements \( x_i \) are independent from each other so we choose the value of the last element and recursively compute the probability by using the distribution of \( k - 1 \) elements.

\[
\begin{align*}
&z[k] = \sum_{a=1}^{q-1} p_a[k-1]/(q - 1) = p_a[k-1] \\
&p_a[k] = z[k-1]/(q - 1) + \sum_{i \in Z_q^* \setminus \{a\}} p_{a-i}[k-1]/(q - 1) \\
&= z[k-1]/(q - 1) + (q - 2) \cdot p_a[k-1]/(q - 1) \\
&= p_a[k-1] + (z[k-1] - p_a[k-1])/(q - 1)
\end{align*}
\]

The probability gap of \( z[k] \) and \( p_a[k] \) gets narrower as the number of elements \( k \) increases as:

\[
\begin{align*}
&p_a[k] - z[k] = p_a[k-1] + (z[k-1] - p_a[k-1])/(q - 1) - p_a[k-1] \\
&= (z[k-1] - p_a[k-1])/(q - 1)
\end{align*}
\]

The highest probability of a zero sum happens when summing two random elements and the probability is bound by \( z[2] = p_a[1] = 1/(q - 1) \). Similarly the highest probability difference happens when \( k = 2 \) and is bound by \( z[2] - p_a[2] = (p_a[1] - z[1])/(q - 1) = 1/(q - 1)^2 \). This means that the probability of false-positive in our approach is bounded by \( 1/(q - 1) \) while the probability of distinguishing the number of non-zero elements (when at least one non-zero element is present) is \( 1/(q - 1)^2 \).
C PRIVACY PROOF

We prove the security and privacy of our framework. We throughout assume that honest users do not have any interaction outside our framework that can leak information.

Roadmap. We start by formally defining security properties of HE schemes such as IND-CPA security, circuit privacy, and strong input privacy in Appendix C.1. Next, we address our framework’s security in a semi-honest setting and use real-world/ideal-world simulation to prove Theorem 1 in Appendix C.2. We study malicious servers in Appendix C.3 and provide a tight reduction from our client privacy to the semantic security of our HE scheme to prove Theorem 2. Finally, we extend the notion of real-world/ideal-world simulation to a new paradigm called cipher-world, which provides better support for simulating HE protocols in a malicious setting. We use this new notion to prove the server privacy of our scheme against malicious clients in a non-standard manner in Appendix C.4.

C.1 Security properties of HE schemes

We formally define the security properties of HE schemes in this section. We start with semantic security (IND-CPA). Next, we discuss noise in HE schemes and define circuit privacy, which ensures that the noise contained in ciphertexts does not leak information about the computation performed on them. Finally, we extend circuit privacy, which only applies in a semi-honest setting, to a malicious setting and introduce strong input privacy.

Definition 5 (IND-CPA). An encryption scheme is indistinguishable against chosen plaintext attacks if no PPT adversary $\mathcal{A}$ exists such that:

$$\Pr \left[ b \leftarrow \mathcal{A}(1^{t}) \right| \text{st} \leftarrow \text{HE.ParamGen}(1^{t}) \right] > \frac{1}{2} + \epsilon \quad \text{for all } b \leftarrow \{0,1\}$$

Each BFV ciphertext $c$ contains noise. The amount of noise increases with each operation and can be measured. As a result, a ciphertext $c$ contains more information than its decrypted value $p \leftarrow \text{HE.Dec}(sk, c)$. If the noise grows beyond the HE parameter’s noise budget, then the decryption fails $\bot \leftarrow \text{HE.Dec}(sk, c)$. Informally, circuit privacy states that the ciphertext $c$ should not reveal any information about the computation performed on $c$ beyond the decrypted result $p$. We follow the definition of Castro et al. [17]:

Definition 6 (Circuit privacy). Let HE be a leveled homomorphic encryption scheme and let

$$\begin{align*}
\text{params} & \leftarrow \text{HE.ParamGen}(q) \\
(sk, pk) & \leftarrow \text{HE.KeyGen}(\text{params}) \\
c_{i} & \leftarrow \text{HE.Enc}(sk, m_{i}) \\
M & \leftarrow f(m_{1}, \ldots, m_{n}, p_{1}, \ldots, p_{k})
\end{align*}$$

be an (honestly) generated key pair, ciphertexts, and output of the computation. The scheme HE is $\epsilon$-circuit private if a PPT simulator $\mathcal{S}$ exists such that for all functions $f$ of depth $l \leq L$ all PPT distinguisher algorithms $\mathcal{D}$ are bounded by

$$\Pr \left[ \mathcal{D}(\text{HE.Eval}(pk, f, (c_{i}), (p_{i})), sk, pk, (c_{i})) = 1 \right] - \Pr \left[ \mathcal{D}(S(sk, pk, M), sk, pk, (c_{i})) = 1 \right] \leq \epsilon.$$
setting and use the simulator of strong input privacy ($S_{nip}$) to produce indistinguishable ciphertexts.

**Lack of circuit privacy.** The Lattigo library does not provide circuit privacy. This is not surprising since other popular HE libraries such as Microsoft Seal [68] do not provide circuit privacy either. While there are possible mitigations in the semi-honest setting such as noise-flooding [27] (alternatively called noise smudging) to achieve circuit privacy, there is no known mechanism for the malicious setting (i.e., no HE scheme achieves strong input privacy). Noise-flooding is only proven private in a semi-honest scenario where keys are generated honestly and the computation is guaranteed to start on freshly encrypted ciphertexts. Beyond flooding, there is a new line of work [17] that uses careful parameter selection in RNS or DCT representation of ciphertexts to achieve lightweight circuit privacy. We hope this approach will be adopted by HE libraries.

Our implementation does not add extra defense mechanisms to prevent possible leakage from noise, due to the extra cost associated with these defenses. Despite this leakage, practical attacks using noise are limited. The complexity and depth of our functions make extracting information from this noise more challenging; especially since the size of the server’s private data, $N_s$, is significantly larger than the capacity of the noise for storing information.

### C.2 Semi-honest security

We use real-world/ideal-world simulation to prove the security of our PCM protocols in the semi-honest setting (see Theorem 1). Our well-formedness checks, computed using (SD-)QUERY-CHECK, have no impact on honest execution as they only add $\| 0 \|$ to the result when the query is generated honestly. Therefore, we ignore these functions in this section. Our framework can be instantiated to support different functionalities, but they share a similar structure, which enables us to write a single proof that is customizable depending on the protocol variation. As seen in Definition 1, PCM is a two-party interaction that computes

$$(f_c(X,Y),⊥) \rightarrow PCM_{f_a,f_b}(X,Y)$$

where $f_c(X,Y) = f_a(f_M(X,Y),\ldots,f_M(X,Y))$ is a deterministic function selected from Table 4. To reason about the properties of the matching layer, we allow $f_a$ to be equal to the identity function. To reason about the PSI layer, we allow $f_c$ to have the natural PSI and PSI-CA definition.

Our semi-honest scenario has deterministic output functions. Therefore, we can use the simpler formulation of security in Lindell [43] which requires schemes to satisfy two properties to be secure. **Correctness**; the output of parties is correct. **Privacy**: the view of parties can be separately simulated as follows:

$$S_C\left(1^t,X, f_c(X,Y)\right)_{X,Y,t} \equiv \text{View}_c(t,X,Y)_{X,Y,t}$$

$$S_S\left(1^t,Y,⊥\right)_{X,Y,t} \equiv \text{View}_s(t,X,Y)_{X,Y,t}$$

where $t$ is the security parameter, $X$ is the client input, and $Y$ is the server input. We omit $t$ in the rest of this section. We assume that the client honestly generates the key pair $(pk, sk) \leftarrow HE.KeyGen(params)$ and sends the public key $pk$ to the server before running the protocol.

**Correctness.** In a semi-honest scenario where both parties follow the protocol specification, showing that Algorithms 3 to 6 compute the functionality described in Table 4 is straightforward math. We have described the intuition behind these algorithms in Sections 6 to 8, so we do not repeat the argument here.

**Server privacy.** We simulate the view of clients to ensure server privacy. Let the view of the client be

$$\text{View}_c(X,Y) = (X, \text{rnd}, Q,R,A = f_c(X,Y))$$

where $\text{rnd}$ is the internal random tape, $Q$ is the encrypted query, $R$ is the server’s encrypted response, and $A$ is the client’s output.

All our protocols start with clients sending an encrypted query $Q$ to the server and receiving an encrypted response $R$. Afterward, clients apply the appropriate reveal function on $R$ to compute the output $A \leftarrow \text{reveal}(sk,R)$. Correctness ensures that the output $A$ computed by the reveal algorithm is equal to the expected output $f_c(X,Y)$ summarized in Table 4.

Now we build a simulator $S_C$ that given the input $(X, \text{rnd}, A = f_c(X,Y))$ simulates the clients view as follows:

1. The simulator uses $Q' \leftarrow (SD\text{-QUERY}(pk,X))$ to compute a query depending on the domain size with $\text{rnd}$ as internal randomness.

2. We categorize the client’s output based on the range of $f_c(X,Y)$ into 3 groups:

   $$A \in \{0,1\}$$

   For: F-Match, Th-Match, Tv-Match, X-Agg

   $$Z$$

   For: PSI-CA, CA-Agg, Ret-Agg

   Depending on the range category, the simulator computes the server response $R'$ as follows using the circuit-privacy simulator to ensure equivalent noise levels:

   $$R' \leftarrow \begin{cases} \text{HE.Enc}(pk, r \cdot A) & A \in \{0,1\} \\ \text{HE.Enc}(pk, A) & A \in Z \end{cases}$$

   where $r \leftarrow Z_q^*$ and $r_j \leftarrow Z_q^*$ are random values.

3. The simulator returns $(X, \text{rnd}, Q', R', A)$.

   Now we show that the distribution returned from the simulator $S_C$ is indistinguishable from $\text{View}_c$. The three variables $X, \text{rnd}$ are taken from the input and are guaranteed to have the same distribution between the simulation and the view. Therefore, we only need to show that the joint distribution for the query and the server response are indistinguishable – conditional on the common $X, A$, and $\text{rnd}$ variables.

   Both the query $Q$ and response $R$ are ciphertexts. As discussed in ‘ciphertext indistinguishability’ in Appendix C.1, we are in a semi-honest scenario where the distinguisher knows both the public and private keys $(pk, sk)$. Our HE scheme is both IND-CPA and circuit private so we only need to show that these ciphertext pairs, $(Q, Q')$ and $(R, R')$, decrypt to the same value. Queries are computed following $Q \leftarrow (SD\text{-QUERY}(pk,X))$. The query function only encrypts the input set $X$ as the query so both $Q$ and $Q'$ should decrypt to the same value. The server’s response $R$ depends on the client’s output $A$ and this relation is specified in our $\text{REVEAL}$ functions. Our

---

Footnote: When evaluating F-Match, the simulator chooses random variables from $Z_q$ instead of $Z_q^*$ to ensure the same false positive probability as the real-world execution.
correctness property ensures that the following relation between \( R \) and \( A \) holds in the real-world:

\[
R \leftarrow \begin{cases} \{ b \} & b = \begin{cases} 0 & A = 0 \\ Z_q^* & A = 1 \end{cases} \\ \langle \{ b_j \} \rangle & b_j = \begin{cases} 0 & A[j] = 0 \\ Z_q^* & A[j] = 1 \end{cases} \\ \langle A \rangle & A \in \mathbb{Z} \end{cases}
\]

It is straightforward to see that the underlying plaintext of \( R' \), produced in step (2) by \( S_C \), follows the same distribution.

**Client privacy.** We simulate the view of servers to ensure client privacy. Simulating the server’s view is considerably simpler than the client’s as the server only observes ciphertexts encrypted under the client’s key. In this simulation, the adversary is a semi-honest server and the distinguisher does not have access to the client’s secret key. Moreover, our HE scheme is IND-CPA, which simplifies ciphertext indistinguishability to ensuring \(|c| = |c'|\) (see Appendix C.1).

Let the server’s view be View_{server} = (\( Y, \text{rand}, Q, R \)). We build a simulator \( S_Y \) that given the input \((Y, \text{rand})\) proceeds as follows:

1. The simulator chooses two random variables \( r_1 \) and \( r_2 \) with the same size as the query and the server response then encrypts them.

\[
Q' \leftarrow \text{HE.Enc}(pk, r_1), R' \leftarrow \text{HE.Enc}(pk, r_2)
\]

2. The simulators return \((Y, \text{rand}, Q', R')\).

The variables \( Y \) and \( \text{rand} \) are taken from the input and have the same distribution between the simulation and the view. The two variables \( Q' \) and \( R' \) are encrypted under the client’s key. Without the knowledge of the secret key \( Q \equiv Q' \) and \( R \equiv R' \) hold independent of their content.

**C.3 Malicious server**

Now, we study the setting where the server is malicious. In this setting, the client is honest and server privacy is not applicable. Our framework provides no correctness guarantee in this setting. The malicious server can force a corrupted response that depends on the client input or fix the outcome independent of the query. Despite the lack of correctness guarantee, malicious servers cannot learn any information about the client’s private data. We restate client privacy (Definition 3) more formally, then prove Theorem 2 by giving a tight reduction from our scheme’s client privacy to the IND-CPA security of our HE encryption scheme. During this proof, we assume that the client’s input fits into a single batched ciphertext, which holds throughout our evaluation. Adjusting the proof to support input encrypted in \( k \) ciphertexts is straightforward and gives a \( k \)-fold advantage to the adversary.

**Definition (Client privacy).** A PCM protocol is client private if no PPT adversary \( A \) exists such that:

\[
\Pr \left[ \begin{array}{l}
\rho \leftarrow \text{HE.ParamGen}(1^\ell) \\
(pk, sk) \leftarrow \text{HE.KeyGen}(p) \\
(st, X_0, X_1) \leftarrow A(pk) \\
Q_b \leftarrow (SD-)\text{query}(pk, X_b) \\
b' \leftarrow A(st, Q_b)
\end{array} \right| X_0 = |X_1|, b = b' > \frac{1}{2} + \epsilon.
\]

**Proof.** Let \( A \) be an adversary that can break the client privacy property with a non-negligible probability \( \epsilon \). We build a new adversary \( A' \) that can break the IND-CPA security (Definition 5) of our HE scheme with the same probability \( \epsilon \).

1. The adversary \( A' \) starts an IND-CPA challenge and receives a public key \( A'(pk) \).
2. The adversary \( A' \) calls \((st, X_0, X_1) \leftarrow A(pk)\).
3. Depending on the domain size, \( A' \) converts sets \( X_0 \) to \( m_a = (x_i) \) or \( m_a = (z_i) \) following the logic of \( (SD-)\text{query} \).
4. The adversary \( A' \) continues the IND-CPA challenge with \((st, m_0, m_1)\) and receives \( A'(st, c_b) \).
5. The adversary \( A' \) passes the challenge \( b' \leftarrow A(st, Q_b = c_b) \) to \( A \) and returns \( b' \) as the output.

We show that the adversary \( A \) cannot distinguish interaction with \( A' \) from our protocol. The adversary \( A \) has two interactions in the client privacy challenge. The first interaction is getting a fresh public key \( pk \) which is the same between the IND-CPA and client privacy challenges. In the second interaction, \( A \) receives a query \( Q_b \) produced by \((SD-)\text{query} \). We know that \((SD-)\text{query} \) consists of two steps: convert \( X \) into \( p = (x_i) \) or \( p = (z_i) \) which \( A' \) performs in (3) and encrypting \( p \) with \( pk \) which is performed as part of IND-CPA challenge. This ensures that \( c_b \) is computed in the same way as \( Q_b \) and follows the same distribution. The adversary \( A' \) runs one instance of client privacy with \( A \) and succeeds the IND-CPA as long as \( A \) succeeds leading to the same \( \epsilon \) advantage.

**C.4 Malicious clients**

When addressing malicious clients, client privacy is irrelevant and correctness does not apply either as the server has no output. Therefore, we only need to address our protocols’ server privacy.

**Theorem 3.** Our protocols provide server privacy against malicious clients if the HE scheme is IND-CPA and strongly input private.

Unfortunately, direct application of real-world/ideal-world simulation on our protocols in the malicious setting is not possible. The biggest challenges in simulation proofs in the malicious setting is that the adversary is not required to use its input and random tape during the execution. Therefore, the simulation needs to extract the effective input that the malicious adversary uses to determine the corresponding output. In our protocols, the server only receives an encrypted query from the client and there is no further interaction, such as having ROM calls in the client, to provide any extraction opportunity. Therefore, the semantic security of our HE scheme prevents extracting the effective inputs. To address this challenge, we adapt the ideal-world paradigm and introduce a new notion for simulating HE protocols called cipher-world. Cipher-world is inspired by trapdoor commitments and allows the trusted party to decrypt
We formally prove that this leakage does not impact evaluator’s privacy. First, both ideal-world and cipher-world oracles below to highlight their differences:

- Ideal-world Decrypt & Check
- Cipher-world

The cipher-world oracle which leads to setting $A \leftarrow \bot$ when one of step (4.a) checks fail. (2) The adversary $A'$ follows the input restriction. In this scenario, both the cipher and ideal oracles compute the same output ensuring that $A = f(X, Y)$. This proves that the leakage of cipher-world can be bound to $L = \{O_{\text{Ext}}\}$.

Now we need to show that the adversary $A$ cannot distinguish $(sk, A)$ produced in our simulation from the output of the cipher-world. Both the simulation and the cipher-world oracle are directly using the extraction oracle $O_{\text{Ext}}$ to produce the secret key $sk$ which ensures secret key indistinguishability. We study two cases for $A$:

1. The adversary $A$ does not follow the input restriction. In this case, the cipher oracle responds with the failure symbol $\bot$. The adversary $A'$ performs the same input verification process as the cipher oracle which leads to setting $A \leftarrow \bot$ when one of step (4.a) checks fail. (2) The adversary $A'$ follows the input restriction. In this scenario, both the cipher and ideal oracles compute the same output ensuring that $A = f(X, Y)$. This proves that the leakage of cipher-world can be bound to $L = \{O_{\text{Ext}}\}$.

We assume that a PPT adversary $A$ exists such that $A$ gains more advantage from interacting with a cipher oracle instead of an ideal oracle than $L = \{O_{\text{Ext}}\}$. We build a new adversary $A'$ that given an ideal oracle $\text{IDEAL}(Y, \cdot)$ and an extraction oracle $O_{\text{Ext}}$ can simulate the view of $A$.

1. $A'$ initiates a new interaction with $A$ and receives $(pk, c = [X]) \leftarrow A(\cdot)$.
2. $A'$ uses the extraction oracle within $L$ to extract the secret $sk \leftarrow O_{\text{Ext}}(pk)$.
3. $A'$ decrypts $A$’s query $X \leftarrow \text{HE-Dec}(sk, c)$.
4. $A'$ verifies whether $X$ passes input restrictions.
   a. If any check fails, $A'$ sets $A \leftarrow \bot$.
   b. Otherwise, $A'$ interacts with the ideal world oracle with the decrypted input and sets $A \leftarrow \text{IDEAL}(X, Y)$.
5. $A'$ finishes the execution $\mathcal{A}(sk, A)$.

We need to show that the adversary $A$ cannot distinguish $(sk, A)$ produced in our simulation from the output of the cipher-world. Both the simulation and the cipher-world oracle are directly using the extraction oracle $O_{\text{Ext}}$ to produce the secret key $sk$ which ensures secret key indistinguishability. We study two cases for $A$:

1. The adversary $A$ does not follow the input restriction. In this case, the cipher oracle responds with the failure symbol $\bot$. The adversary $A'$ performs the same input verification process as the cipher oracle which leads to setting $A \leftarrow \bot$ when one of step (4.a) checks fail. (2) The adversary $A'$ follows the input restriction. In this scenario, both the cipher and ideal oracles compute the same output ensuring that $A = f(X, Y)$. This proves that the leakage of cipher-world can be bound to $L = \{O_{\text{Ext}}\}$.

We showed that our cipher-world provides the same server (evaluator) privacy as the original ideal-world. Note that the cipher-world is one-sided and does not make any security claim about clients (queriers). To prove that our protocol provides server privacy, we have to show that the real-world view can be simulated given access to a cipher-world oracle.

$$\{\text{CIPHER}^\text{Client}_{\mathcal{C}}(x, y)\} \subseteq \{\text{REAL}^\text{Client}_{\mathcal{A}}(x, y)\}$$

$$S^\prime_{\mathcal{C}}(x, \text{rnd}, A, \text{CIPHER}(Y, \cdot)) \subseteq \text{View}_{\mathcal{A}}(x, y) = (x, \text{rnd}, Q, R, A)$$

We build a simulator $S^\prime_{\mathcal{C}}$ that given a PPT real-world malicious client $\mathcal{A}$ and a cipher-world oracle $\text{CIPHER}(Y, \cdot)$ with the server’s input, simulates the real-world as follows:

1. $S^\prime_{\mathcal{C}}$ initiates a new interaction with $A$ and receives $(pk, Q = [X]) \leftarrow A(\cdot)$.
2. $S^\prime_{\mathcal{C}}$ interacts with the cipher oracle and learns $(sk, A') \leftarrow \text{CIPHER}((pk, Q))$. 

**Figure 7: Structure of the cipher-world and its difference with the ideal-world.**
We split our analysis into three cases:

(a) The guarantee follows from combining (1) our semi-honest correctness from Appendix C.2 and (2) knowing that the query decrypts to \[\langle A \rangle\equiv \text{reveal}(sk, f, Q, t)\].

(b) The simulator \(S_C'\) performs \(R' \leftarrow S_{\text{si}}(sk, f, Q, t)\).

(c) Adversary \(A\) only learns the response \(R\) if the decryption succeeds. Therefore, Simulator \(S_C'\) checks if the decryption \(\text{HE-Dec}(sk, R')\) succeeds. Otherwise, \(S_C'\) sets \(A' \leftarrow \bot\).

Now, we show that the real view \((X, \text{rnd}, Q = [X^T], R, A)\) is indistinguishable from the simulated view \((X, \text{rnd}, Q, R', A')\). The simulator \(S_C'\) does not use variables \(X\) and \(\text{rnd}\) as there is no guarantee that malicious clients will use their input or random tapes. As \((X, \text{rnd}, Q)\) are directly taken from the input, we only need to show that \((R, A) \equiv (R', A')\) conditional on the common variables. We split our analysis into three cases:

1. **Malicious queries which do not represent a set.** When the client is malicious there is no guarantee that the query represents a set. In Section 6.3, we designed (SD-\text{-}QUERY\text{-}CHECK) functions and proved that they randomize the outputs of our protocols when the query does not represent a set as long as the HE abstraction holds. Our simulator \(S_C'\) relies on the cipher oracle to detect when the query does not represent a valid set in step 3 and assigns a uniformly random value \(t\) to be encrypted as the response \(R'\). To ensure that \(R'\) has an indistinguishable noise from the real response \(R\), instead of directly using the encryption in step 5, \(S_C'\) uses the simulator \(S_{\text{si}}\) from the strong input privacy property (Definition 7). Our simulator follows the same \text{reveal} process to compute the output \(A\) from the response as the real protocol. Since \(R \equiv R'\), we will have \(A \equiv A'\) as long as the server response \(R'\) decrypts successfully.

2. **The malicious query decrypts to the set \(X'\).** When the query represents a set, (SD-\text{-}QUERY\text{-}CHECK) produces an encrypted zero and does not impact the output of the protocol (i.e., adding \([0]\) is neutral). Knowing that the query is an encryption of the set \(X'\), the protocol ensures that \(A \equiv f(X', Y)\) as long as the decryption of \(R\) succeeds. This guarantee follows from combining (1) our semi-honest correctness from Appendix C.2 and (2) knowing that the query decrypts to the same value as (SD-\text{-}QUERY\text{-}pk, X'). The simulator \(S_C'\) follows a similar process to compute \(R\) from \(A\) as our semi-honest simulator \(S_C\) with the difference of replacing \(\text{HE-Enc} \text{with} S_{\text{si}}\) (i.e., relying on strong input privacy instead of circuit privacy).

3. **Failed decryption.** Unlike the semi-honest setting where we know that the client’s query is freshly encrypted, the server may receive queries with a high noise level. This may lead to producing server responses that fail the decryption. The use of \(S_{\text{si}}\) in step 5 ensures that the response of \(S_C'\) has the same noise level as our real-world response. Therefore, the decryption of \(R'\) fails if and only if the decryption of \(R\) fails. When the decryption fails, the real-world

Figure 8: Computation cost for performing small domain PSI-CA. Two systems provide different security levels: Ruan et al. support 80-bit security while ours provide 128-bit security.

D EXTRA BENCHMARKS

In this section, we provide extra details on our evaluation and add more benchmarks. First, we compare our small domain PSI layer to an existing small domain paper. Second, we provide more detail on how we design and evaluate generic solutions with the same privacy and functionality as our document search engine and provide extra performance plots. Third, we compare our document search engine to one of the fastest OT-based PSI protocols which does not satisfy our privacy requirements.

D.1 Small-domain protocols

In this section, we evaluate the performance of our small domain PSI-CA protocol and compare it to existing work. We focus on Ruan et al. [67] in this section. We compare with Shimizu et al. [69] in Section 11. We do not consider Bay et al. [5] here, as it focuses on a multi-party scenario, which leads to higher costs.

The code for the protocol of Ruan et al. is not available but the paper provides a detailed cost analysis. We use the same scenario and the same CPU (Intel Core i7-7700) to allow us to directly compare performance without requiring us to rerun their protocol from scratch. Moreover, we extend and optimize their approach for a many-set scenario. Ruan et al. use bit-vectors encrypted with ElGamal [25] or Paillier [52] encryption to perform PSI. We extend their approach to only compute the query once and apply it to many sets. Their detailed performance benchmark allows us to compute the cost of performing a many-set query with \(N\) sets. In Fig. 8, we show the computation cost with a fixed input domain size (\(|ID| \in \{256, 4096\}\)) and varied the number of sets. The cost does not include the key exchange. The performance of our scheme is comparable to Run et al. – which scheme is performing best depends on the specific scenario.

Despite having the same operating point for both approaches, they have very different security guarantees. Ruan et al. assume a semi-honest privacy model and use Paillier keys with 1024-bit RSA primes which only provide 80-bit security. Extracting more
information than cardinality from their protocol is trivial for malicious clients. On the other hand, we provide full 128-bit security and protect against malformed queries by misbehaving clients (see Section 6.3).

D.2 Circuit-based protocols

In this section, we provide more details on our evaluation of the generic solutions in the document search scenario of Section 11.2. We expand on their threat model and properties. Moreover, we report and compare the server computation cost of all approaches.

Generic SMC. We use a high-level SMC compiler, EMP toolkit [77], to design and evaluate circuits providing the same properties as our search engine. More specifically, we use the ‘EMP-sh2pc’ branch of the compiler that provides security in a two-party semi-honest setting and supports both boolean and arithmetic circuits.

We encode each input as a 32 bits binary value, which results in a higher false-positive rate due to encoding keywords than our framework, where we encode keywords using 39 or 44 bits. We use a private equality check offered by EMP for comparing encrypted set elements. To determine whether one keyword of the client set has a match in a given document, we perform equality tests against all keywords of a document and perform an OR over the comparison results. To perform the full matching, we do an AND over the matching status of all client keywords. This produces a 1-bit result for each document determining its relevance. The F-Match process does not create any extra false-positive in this approach.

Now we have to aggregate \( N \) 1-bit document matching statuses according to our X-Agg and CA-Agg policies. The X-Agg variant is straightforward and we use an OR to check if any document is relevant. To count the number of relevant documents, we first convert binary matching statuses to integers encoding ‘0’ or ‘1’ to enable us to continue the computation with an arithmetic circuit. Then, we compute the sum of these integer statuses.

Circuit-PSI. We choose Chandran et al. [10] as a state-of-the-art circuit-PSI paper that is secure against semi-honest adversaries. Circuit-PSI protocols perform an intersection between the sets of two parties and secret share the output among them. This enables using circuits to privately compute arbitrary functions over the intersection. Despite the capability of Chandran et al. to be extended with circuits to compute F-Match matching and X-Agg or CA-Agg aggregation, we decide to not extend their circuit and use the time necessary for computing the intersection as a lower bound on the cost of searching. Since the PSI protocol of Chandran et al. is a single set protocol, we run \( N \) instances of Circuit-PSI sequentially to simulate searching \( N \) documents. We use the default parameters decided by Chandran et al., meaning that each item is encoded using 32 bits with an additional false positive rate of \( 2^{-30} \) due to computation.

Server’s computation cost. We have already reported the end-to-end latency, communication cost, and client’s computation cost in the main body (Fig. 6). We report the server’s computation cost in Fig. 9. Starting from 16 documents, our framework has lower server computation than Chandran et al. [10]. On the other hand, the EMP solutions have better server efficiency than our scheme which is not surprising as our framework outsources the computation load from thin clients to the server. Despite our outsourcing, our CA-Agg search only increases the server cost by a factor of 2.5x and X-Agg by a factor of 30x when searching 1k documents.

D.3 OT-based protocol

There are efficient PSI protocols that are based on the oblivious transfer in both the semi-honest (such as SpOT-light [53]) and the malicious setting (such as PaXoS [54]). As discussed in Section 3, this line of research focuses on computing one-to-one equality tests between the client and server which leaks information about each server set and cannot satisfy our privacy requirements. Despite providing a lower privacy guarantee, we compare our approach to the SpOT-light protocol as a baseline cost.

Document search with SpOT-light. We follow the document search setting from the Section 11.2 and evaluate the cost of using SpOT-light to search \( N \) documents. SpOT offers 128-bit security in a semi-honest setting and accepts 256-bit input elements which bypasses the false-positive rate of mapping keywords. However, SpOT is (1) a single-set protocol and (2) does not support privacy extensions such as computing relevance without leaking the intersection cardinality to the client (i.e., private set matching) or aggregating the search result of multiple documents similar to our X-Agg and CA-Agg variant. We handle the single-set limitation by running \( N \) sequential PSI interactions to search \( N \) documents, but we do not add any countermeasure for the lack of matching or aggregation functionality. We encountered concurrency issues (with async IO) when running SpOT. This issue gets amplified when repeating the protocol \( N \) times. Instead of directly running the code, we benchmarked the cost of each interaction through multiple runs with \( N = 8 \), then extrapolate the cost for all entries.

We report the end-to-end latency, computation, and communication costs of SpOT-light in Fig. 10. In the single-set setting and for a small number of documents, SpOT provides better performance. However, as soon as reaching 32 documents, our CA-Agg variant starts to provide better latency, computation, and communication than SpOT despite providing better privacy. When searching 1k documents, our framework improves latency by a factor of 10–65x, communication by a factor of 1.7–27, and client’s computation by a factor of 1800–24,800x depending on the search functionality.
E SOLVING MATCHING IN MOBILE APPS

We do not separately evaluate the matching in the mobile apps scenario as it is similar to the chemical similarity scenario. The set of attributes to be matched can be represented using a small domain as the number of attributes is limited and they have few possible values. Matching of individual records can be implemented using the threshold matching (Th-Match) protocol. This allows for approximate matches. The results can then be combined using naive aggregation to reveal the matching indices to the querier. Since Th-Match is simpler than the Tv-Match protocol and the threshold for matching is likely smaller than the chemical similarity case, we expect better performance for matching than chemical similarity.

F PSI-SUM

A benefit of our framework’s modular design is extensibility. To show the ease of adding new functionality, we design a new protocol called PSI-SUM in this section which is getting more popular in the literature due to its use in private ad-monetization systems [32, 44, 82]. In the PSI-SUM protocol, the server assigns a weight to each of its elements and the client wants to compute the sum of weights of common elements, i.e., PSI-Sum(X, (Y, W)) = \sum (i | i \in X \land i \in Y) W_i.

We add this new protocol in our PSI layer following the structure in Fig. 3. We define the PSI-SUM algorithms in Algorithm 8. The PSI-SUM process computes a binary inclusion status \( \llbracket t_i \rrbracket \) for each server element \( y_i \). The server then proceeds similarly to ePSI-CA to compute the encrypted weighted sum. The server can continue processing this value in the next layers, such as checking for a threshold value on the sum, or return \( \llbracket W \rrbracket \) to the client which decrypts it to obtain the answer (see PSI-SUM-reveal). Our extensions such as ensuring query well-formedness and many-set can directly apply to this protocol without any extra effort.

**Algorithm 8 Adding PSI-SUM capabilities.**

```plaintext
function PSI-SUM-process(pk, Q = \langle \llbracket x_i \rrbracket \rangle, Y, W = \langle w_i \rangle)
    \llbracket t_i \rrbracket \leftarrow \text{HE.IsZero}(pk, \text{HE.IsIn}(pk, y_i, \langle \llbracket x_j \rrbracket \rangle))
    \llbracket W \rrbracket \leftarrow \sum i \in [n] w_i \cdot \llbracket t_i \rrbracket
default Psi-SUM-SD-process(pk, Q = \langle \llbracket z_i \rrbracket \rangle, Y, W = \langle w_i \rangle)
    \langle \llbracket t_i \rrbracket \rangle \leftarrow \text{PSI-SD-process}(pk, \langle \llbracket z_i \rrbracket \rangle, Y)
    \llbracket W \rrbracket \leftarrow \sum d_i \in D w_i \cdot \llbracket t_i \rrbracket
default Psi-SUM-reveal(pk, M = \llbracket W \rrbracket)
    return \text{HE.Dec}(sk, \llbracket W \rrbracket)
```

Figure 10: The end-to-end latency (upper-left), communication cost (lower-left), and client and server computation cost (right) of the document search.