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ABSTRACT
Recently proposed systems aim at achieving privacy using locality-sensitive hashing. We show how these approaches fail by presenting attacks against two such systems: Google’s FLoC proposal for privacy-preserving targeted advertising and the MinHash Hierarchy, a system for processing location trajectories in a privacy-preserving way. Our attacks refute the pre-image resistance, anonymity, and privacy guarantees claimed for these systems.

In the case of FLoC, we show how to deanonymize users using Sybil attacks and to reconstruct 10% or more of the browsing history for 30% of its users using Generative Adversarial Networks. We achieve this only analyzing the hashes used by FLoC. For MinHash, we precisely identify the location trajectory of a subset of individuals and, on average, we can limit users’ trajectory to just 10% of the possible geographic area, again using just the hashes. In addition, we refute their differential privacy claims.

KEYWORDS
LSH, FLoC, MinHash, SimHash, Privacy

1 INTRODUCTION
Locality-sensitive hashing (LSH) [26] is a group of hash functions that map, with high probability, similar objects to the same hash. Comparing hashes instead of entire objects then results in an efficient procedure that has been used, for example, for plagiarism detection [32], detecting duplicate websites or images [17, 22], dimensionality reduction [5], and clustering [15].

Recent works [2, 9, 21, 27] have used LSH to process sensitive data, where it is assumed that the hashes can be made public without compromising the users’ privacy. For example, Google proposed FLoC [27], a method for private targeted advertising. FLoC uses LSH to map browsing histories to hashes such that users with similar browsing histories likely have the same hash. The hashes are then grouped into cohorts. The idea is that each cohort contains users with similar browsing histories. The advertiser then learns only each cohort’s identifier rather than each user’s browsing history.

A second example is Apple CSAM [2], designed to detect child sexual abuse material in iCloud photos while also preserving user privacy. It uses LSH to map images to hashes such that similar images have the same hash. This allows Apple to detect if abusive images are on a device. The hashes are intended, however, to prevent Apple from learning anything not related to abusive images.

We illustrate how systems that attempt to provide privacy using LSH fail to achieve their privacy objectives. In particular, LSH hashes leak information about its input, since the hashes do not provide security properties like pre-image resistance. None of the referenced works, however, were concerned by the privacy implications of this information leakage or considered its seriousness. We therefore investigate the severity of the leakage by developing attacks on two recent applications: FLoC [27] and the MinHash Hierarchy system [9].

FLoC is a system for private targeted advertising, proposed by Google. It uses SimHash to cluster users so that users with similar browsing histories are likely to be in similar cohorts. It aims at providing \( k \)-anonymity [33] while computing cohorts useful for targeted advertisements.

MinHash Hierarchy is a system for analyzing traffic trajectories. It computes statistics on location trajectories of mobile devices for urban planning, while ensuring differential privacy for these devices. It works by having cell stations store hashes that represent subsets of all mobile devices passing by.

In this paper, we present three kinds of critical attacks on FLoC, which we illustrate using the MovieLens dataset [14]. First, we present a pre-image attack on SimHash using integer programming. We then design a Sybil attack [10] that generates dozens of histories per second whose hash matches the target hash. We demonstrate how this attack breaks FLoC’s \( k \)-anonymity, and hence we can identify individuals in cohorts. Furthermore, using Generative Adversarial Networks (GANs) [12, 13], we partially reconstruct plausible histories from just the target hash. With this attack, we show how to break FLoC’s privacy claims and infer some of the websites visited by users. Specifically, we can reconstruct 10% or more of the history of at least 30% of the users. Although FLoC is no longer used by Google, these attacks highlight the privacy limitations of LSH-based systems.
In the context of the MinHash Hierarchy, we demonstrate using taxi trajectories in the city of Porto,\(^1\) that we can decide for some individuals whether they followed a particular trajectory, violating their differential privacy guarantee. Our attack narrows down the taxi drivers’ trajectories, on average, to around 10% of the city’s area, which corresponds to a neighborhood of Porto.

In both of these proposals, our attacks show that if the hashes can measure the similarity of objects, then they also contain fingerprints of the objects themselves. The amount of data in this fingerprint is bounded by the hash size, and while larger hashes provide more utility, they also contain more sensitive information. We are the first to evaluate this information leakage by attacking \(k\) within these systems by design. Furthermore, even stronger approaches to privacy like differential privacy are still insufficient in addressing these limitations without significant system redesign, as we explain in Section 8.

We emphasize that our main contribution extends beyond our attacks. Namely, we argue that privacy systems based on LSH are generally vulnerable to attacks that allow the extraction of sensitive information from the hashes, which are available to adversaries within these systems by design. Furthermore, even stronger approaches to privacy like differential privacy are still insufficient in addressing these limitations without significant system redesign, as we explain in Section 8. Our work aims at increasing awareness about the vulnerabilities of LSH-based privacy systems and highlighting the importance of developing tools that can rigorously certify the privacy properties of these systems.

Overall, our contributions are the following. First, we present a pre-image attack on SimHash using integer programming. Second, we implement practical Sybil attacks on FLoC by finding pre-images of a target SimHash. We show that this breaks the \(k\)-anonymity promised for FLoC by isolating specific users in a cohort. Third, using GANs, we implement a privacy attack that reconstructs more than 10% of the browsing history of at least 30% of users based only on the FLoC hash. We also show how to amplify this attack to increase the size of the reconstructed history by exploiting changes in users’ SimHash. Finally, for the MinHash Hierarchy system, we present privacy and pre-image attacks that identify a subset of the individuals that visited a given check-point. We also show that we can track users to narrow down their trajectory to an average of 10% of the city area, which corresponds to a local neighborhood.

## 2 FEDERATED LEARNING OF COHORTS

In this section, we give some preliminaries on locality-sensitive hashing (Section 2.1). Afterwards, we present SimHash, a class of LSH, and FLoC, a proposal for privacy-preserving targeted advertisements (Section 2.2).

### 2.1 SimHash

Locality-sensitive hashing (LSH) is a class of hash functions mapping similar inputs to similar outputs [26]. These hash functions are usually neither collision nor pre-image resistant like cryptographic hash functions.

In this section, we explain locality-sensitive hashing (LSH) and SimHash, a popular instance proposed by Charikar [7] and used by FLoC for privacy-preserving targeted advertising. In particular, Google researchers used SimHash to detect near duplicate websites by FLoC for privacy-preserving targeted advertising. In particular, Google researchers used SimHash to detect near duplicate websites using a pseudo-random generator that takes \(d\) as the seed. Then we compute \(y^{(D)} = \sum_{d \in \mathcal{D}} y^{(d)}\) and the SimHash is \(z^{(D)} = \text{sgn}\left(y^{(D)}\right)\), where sgn applies the sign function elementwise to each entry of \(y^{(D)}\). Note that the SimHash \(z^{(D)} \in \{0, 1\}^n\) is a binary vector.

We now give an intuition of why the SimHash is locally sensitive. Suppose that \(D\) and \(D’\) are two browsing histories of the same size that differ in only one element. Then the sets of fingerprint vectors for \(D\) and \(D’\) differ in at most one vector. As a result, the sum \(y^{(D)}\) of fingerprint vectors in \(D\) is probably similar to the sum \(y^{(D’)}\). Therefore, \(z^{(D)}\) and \(z^{(D’)}\) are probably the same. Note that the greater the number of different elements that \(D\) and \(D’\) have, the less likely it is that \(z^{(D)} = z^{(D’)}\).

We illustrate this computation for \(\ell = 5\) in Table 1. We have two browsing histories with three domains and a 5-bit target SimHash. The two browsing histories only differ in one domain and the resulting SimHash values only differ by one bit. Note how a slight change in the input changed only one bit of the resulting SimHash.

### 2.2 Application of SimHash to Privacy

In this section, we present Federated Learning of Cohorts (FLoC) [27]. FLoC is a proposal from Google researchers to partially replace third-party cookies and perform privacy-preserving targeted advertisements. The idea is that users are grouped into cohorts so that users with similar browsing histories are assigned to the same cohort. Each cohort is then assigned an identifier. Instead of revealing personal browsing histories to advertisers, only the cohorts’ identifiers are revealed.

#### 2.2.1 Clustering of SimHashes

The FLoC proposal states that a SimHash is computed in the client’s browser and serves as a history fingerprint, and only the hash is shared with a central clustering server. This server assigns each user a cohort identifier, where a cohort is a cluster of users with similar SimHashes. We illustrate the clustering procedure in Fig. 1 and describe it below.

---

\(^1\) Porto is the second largest city of Portugal with 232,000 citizens occupying 41 km\(^2\), since it includes the surrounding urban area.  

### Table 1: Example of a SimHash computation.

<table>
<thead>
<tr>
<th>Hist. 1</th>
<th>Domain fingerprints (y^{(d)})</th>
<th>Hist. 2</th>
<th>Domain fingerprints (y^{(d)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>google</td>
<td>0.07 0.03 -0.26 0.76 1.11</td>
<td>google</td>
<td>0.20 0.29 -0.26 0.76 1.11</td>
</tr>
<tr>
<td>youtube</td>
<td>0.07 0.03 -0.26 0.76 1.11</td>
<td>youtube</td>
<td>0.20 0.29 -0.26 0.76 1.11</td>
</tr>
<tr>
<td>sum:</td>
<td>0.59 -0.04 0.11 0.76 2.24</td>
<td>sum:</td>
<td>0.98 0.94 0.64 1.4 0.26</td>
</tr>
<tr>
<td>sign:</td>
<td>1 0 0 1 1</td>
<td>sign:</td>
<td>1 0 0 1 1</td>
</tr>
</tbody>
</table>
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Let \( \mathcal{D} \) be the set of browsing histories of a given set of users. For a bitstring \( \sigma \in \{0, 1\}^n \) and \( \prec \) the prefix operator on strings, let \( C_\sigma = \{ D \in \mathcal{D} : \sigma \prec 2^{|\sigma|} \} \); that is, \( C_\sigma \) contains all users (i.e., browsing histories) whose SimHash has \( \sigma \) as a prefix. We call \( C_\sigma \) a cohort and we say that a cohort is \( k \)-decomposable, for \( k \in \mathbb{N} \), if \( |C_\sigma| \geq k \) and \( |C_{\sigma^1}| \geq k \). The clustering procedure starts with a clustering \( C = \{ C_e \} \), where \( e \) is the empty bitstring; that is, there is only one cluster at the start containing all users. Then a value \( k \in \mathbb{N} \) is fixed. As long as there is a \( k \)-decomposable cluster \( C_\sigma \in C \), the procedure replaces \( C_\sigma \) with \( C_{\sigma^1} \) and \( C_{\sigma^0} \). The idea is that each cohort in \( C \) provides \( k \)-anonymity, while containing a set of users with similar browsing histories.

Fig. 1 illustrates the result of the clustering procedure on a set of eight users. The table given there shows the SimHash of the browsing history of each user and an identifier of the cohort to which they have been assigned by the clustering procedure. Note how each cohort has \( k = 2 \) users. The tree in the figure illustrates how the clustering procedure divided 2-decomposable cohorts until reaching the clustering assignment depicted in the table.

### Table 1: Criteo’s example of the evolution of the most frequent topics browsed by a large cohort (= 10 000 users)

<table>
<thead>
<tr>
<th>Cohort ID</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1k</td>
<td>book</td>
</tr>
<tr>
<td>1k-2k</td>
<td>guide</td>
</tr>
<tr>
<td>2k-3k</td>
<td>vegetable</td>
</tr>
<tr>
<td>3k-4k</td>
<td>roll</td>
</tr>
<tr>
<td>4k-5k</td>
<td>weekly</td>
</tr>
</tbody>
</table>

### Table 2: CafeMedia’s extracted interest keywords of the selected cohorts (see the complete table in [23])

<table>
<thead>
<tr>
<th>Cohort IDs</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1k</td>
<td>music</td>
</tr>
<tr>
<td>1k-2k</td>
<td>support</td>
</tr>
<tr>
<td>2k-3k</td>
<td>grade</td>
</tr>
<tr>
<td>3k-4k</td>
<td>questions</td>
</tr>
<tr>
<td>4k-5k</td>
<td>season</td>
</tr>
</tbody>
</table>

### Table 3: Attack summary table

<table>
<thead>
<tr>
<th>Attack Name</th>
<th>Privacy Properties</th>
<th>Type of Attack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-image</td>
<td>Pre-image resistance</td>
<td>Pre-image Attack</td>
</tr>
<tr>
<td>Sybil</td>
<td>k-anonymity</td>
<td>Forgery Attack</td>
</tr>
<tr>
<td>GAN-IP</td>
<td>User Browsing Privacy</td>
<td>Privacy Attack</td>
</tr>
</tbody>
</table>

### 3 ATTACKS ON FLoC

In this section, we present attacks that break FLoC’s privacy properties. We first present a pre-image attack on SimHash (Section 3.1) that breaks its pre-image resistance property. In our experiments, the pre-image attack can be used to mount a Sybil attack to break its \( k \)-anonymity property as well (Section 3.2). Using Generative Adversarial Networks (GANs) [12, 13], we propose the GAN-IP attack, which recovers parts of the browsing history of real users, since GANs can be used to generate plausible browsing histories for users in a target cohort (Section 3.3). The GAN-IP attack can reconstruct 10% or more of the history in at least 30% of the cases, breaking FLoC’s guarantees of keeping browsing histories private. Table 4 and Fig. 2 summarize and illustrate our three attacks.

We remark that the pre-image attack differs from the GAN-IP attack in that the former only produces histories that match a specific SimHash. Our GAN-IP attack is more powerful because it produces images that resemble real-user histories from a particular target population. The results can be exploited to infer information about the real-user histories, as we show in Section 4.

We give an overview of the GAN-IP attack. Using a GAN we generate plausible user histories, which we give to an integer program. For each history, the integer program finds a non-empty subset of the history that matches the given target SimHash. Fig. 3 illustrates the GAN-IP attack. We can optionally apply the GAN’s discriminator on the integer program’s output, as shown in the
Figure 2: How an attacker extracts private information from FLoC. First, the attacker takes a cohort ID \( \gamma \) and then uses the GAN-IP attack to create fake browsing histories whose SimHash contains \( \gamma \) as prefix. These SimHashes make the cohort decomposable, so FLoC’s clustering algorithm divides the cohort into smaller cohorts. The attacker exploits the fake histories to infer websites visited by real users.

![Diagram](image)

Figure 3: Pipeline: integer programming on the generator outputs. The green boxed part is optional.

by increasing capabilities, are operators of any website, tracking websites, and also Google itself.

We used the SimHash implementation from Chrome Version 91 according to capability 1. Our Sybil attack depends on knowledge of the target user’s cohort ID (capability 2) and the ability to generate new users (capability 3). We train the model used for the GAN-IP attack on a publicly available dataset of movies, which the FLoC authors also used for evaluation. There also exists proprietary datasets of browsing histories that can be used in the real attack (capability 4).

3.1 Integer Programming Pre-image Attack

We now show how to compute pre-images of SimHashes using integer linear programming. Assume a set \( D = \{d_1, \ldots, d_n\} \) of domains (e.g., output by the GAN’s generator) and a SimHash \( z \in \mathbb{R}^d \) and we want to find a subset \( D^* \subseteq D \) whose SimHash is \( z \).

We start by observing that \( D^* \) must fulfill the following condition, by the definition of SimHash,

\[
\text{sgn} \left( \sum_{d \in D^*} \eta_{d,j} \right) = z_j, \quad \text{for } j \leq \ell,
\]

where \( \eta_{d,j} \) is the \( j \)-th entry of \( \eta_d \). If we unfold the definition of \( \text{sgn} \), this condition becomes: for \( j \leq \ell \), \( \sum_{d \in D^*} \eta_{d,j} \geq 0 \), if \( z_j = 1 \), and \( \sum_{d \in D^*} \eta_{d,j} < 0 \), otherwise. We can rewrite this condition to:

\[
(2z_j - 1) \sum_{d \in D^*} \eta_{d,j} \geq 0, \quad \text{for } j \leq \ell.
\]

We see that finding a pre-image of the SimHash \( z \) reduces to finding a subset \( D^* \subseteq D \) that fulfills these \( \ell \) inequalities. We next show how to do this using integer programming. We first represent subsets of \( D \) as bitstrings in \( \{0, 1\}^n \). A bitstring \( x = (x_1, \ldots, x_n) \in \{0, 1\}^n \) denotes the subset \( \{d_i : i \leq n, x_i = 1\} \). If \( x^* \) is the bitstring representation of \( D^* \), we can then rewrite the condition as:

\[
(2z_j - 1) \sum_{i \leq n} \eta_{d,j} x_i \geq 0, \quad \text{for } j \leq \ell.
\]
The optimal solution is that fulfills the conditions. Hence, this program searches for the SimHash prefixes longer than 22 bits are unlikely to be used. This of the remaining domains.

The right-hand side. This means that the domain of the history in the left-hand side of Table 1 choose the SimHash of the right history (google.com)

below and.

Table 5: Benchmark of GAN – Integer Program

<table>
<thead>
<tr>
<th>SimHash Length</th>
<th>Success Rate</th>
<th>Int. Program Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>100%</td>
<td>0.52 s</td>
</tr>
<tr>
<td>10</td>
<td>95%</td>
<td>2.01 s</td>
</tr>
<tr>
<td>15</td>
<td>64%</td>
<td>5.03 s</td>
</tr>
<tr>
<td>20</td>
<td>34%</td>
<td>5.89 s</td>
</tr>
<tr>
<td>25</td>
<td>11%</td>
<td>12.83 s</td>
</tr>
</tbody>
</table>

This leads to the following linear integer program:

\[
\begin{align*}
\text{max} & \quad \sum_{i \in n} x_i \\
\text{s.t.} & \quad (2z_j - 1) \sum_{i \in n} \eta_{d,j} x_i \geq 0, \text{ for } j \leq \ell \\
& \quad x_i \in \{0, 1\},
\end{align*}
\]

Note that by maximizing \(\sum_{i \leq n} x_i\), we seek the largest subset \(D^* \subseteq D\) that fulfills the conditions. Hence, this program searches for the largest subset of \(D\) that yields the desired SimHash \(z\). The maximization is also necessary to avoid outputting \(x = 0^n\), which is a trivial solution. We summarize these insights with the following theorem.

**Theorem 1.** Assume given a SimHash \(z\) and the integer program \(IP(D)\) above. If \(x^* \in \{0, 1\}^n\) is an optimal solution to the program below and \(x^* \neq 0\), then the SimHash of \(x^*\) is \(z\).

As illustration, we present the integer program with a history \(D\) containing exactly google.com, youtube.com, and Facebook.com. This is the history in the left Table 1 As a target SimHash, we choose the SimHash of the right history (10111). We get the following integer program. We maximize \(\sum_{i \leq 3} x_i\) with the constraints

\[
\begin{align*}
(2 \cdot 1 - 1) \cdot (0.88 \cdot x_1 + 1.11 \cdot x_2 + 1.61 \cdot x_3) & \geq 0 \\
(2 \cdot 1 - 1) \cdot (0.62 \cdot x_1 + 0.76 \cdot x_2 + 0.62 \cdot x_3) & \geq 0 \\
(2 \cdot 1 - 1) \cdot (0.67 \cdot x_1 - 0.26 \cdot x_2 + 1.55 \cdot x_3) & \geq 0 \\
(2 \cdot 0 - 1) \cdot (0.18 \cdot x_1 - 1.79 \cdot x_2 + 0.03 \cdot x_3) & \geq 0 \\
(2 \cdot 1 - 1) \cdot (2.03 \cdot x_1 - 1.51 \cdot x_2 - 0.07 \cdot x_3) & \geq 0.
\end{align*}
\]

The optimal solution is \((x_1, x_2, x_3) = (1, 1, 0)\). We conclude that the Facebook.com domain of the history in the left-hand side of Table 1 must be removed to match the target SimHash for the history on the right-hand side. This means that the netflix.com domain of the right history is redundant, since it does not change the SimHash of the remaining domains.

Although finding a pre-image of SimHash is NP hard, our integer programming attack is very efficient for the used bit lengths and history sizes, as illustrated in Table 5. We vary the SimHash bit length from 5 to 25 in increments of 5. For 8 billion people, a SimHash length of 25 bits yields average cohort sizes of less than 240 users. Such cohorts would be invalid as they do not respect the minimum size of at least 2000 users required by FLoc. Therefore, SimHash prefixes longer than 22 bits are unlikely to be used. This is why the SimHash length in Floc trials varied from 13 to 20 bits. For a given SimHash length, we sample a real history and compute its corresponding SimHash. The integer program then starts with a history \(D\) of 32 elements, which can be either random or generated using a GAN introduced in Section 3.3.

In Table 5, the second column reports the percentage of histories generated by the GAN for which we could find a subset matching the target SimHash. We also report the average runtime in the third column. These results are based on executions on four different histories of real users generating at least 25 pre-image histories with the same SimHash.

This demonstrates that it is very efficient to find pre-images for a target SimHash. This facilitates creating fake users and inferring private information about the browsing history of real users.

### 3.2 Sybil Attack

The privacy goals of Floc is to achieve \(k\)-anonymity for the users [27]. A Sybil attack floods a system with real users by generating fake (Sybil) entities. We show how integer programming can be used to mount a Sybil attack to deanonymize users hiding in clusters. The Sybil attack can isolate and identify users in a cohort, breaking the \(k\)-anonymity property of Floc.

Let \(u\) be a target user, let \(z\) be the SimHash of their browsing history, and let \(\sigma\) be \(u\)’s cohort ID, that is, the prefix \(\sigma\) of \(z\) such that \(z\) is contained in the cohort \(C_\sigma\) computed by Floc’s clustering procedure (see Section 2.2.1). Note that \(\sigma\) is known to Floc. We show next how to infer additional information about \(z\).

We first generate some arbitrary bitstrings \(z_1, \ldots, z_M\) such that \(\sigma < z_i\) for all \(i \leq M\). For each \(z_i\), we use our pre-image attack to generate a set \(S_i\) of fake user histories whose SimHash is \(z_i\); we call these the Sybil users. Let \(S_\sigma = \bigcup_i S_i\) be the union of these histories.

When these histories are sent to the clustering procedure, the procedure adds them to \(C_\sigma\), as \(\sigma\) is a prefix common to all strings in \(S_\sigma\). By making \(S_\sigma\) sufficiently large, we make \(C_\sigma\) decomposable (see Section 2.2.1). The clustering procedure will then divide \(C_\sigma\) into \(C_{\sigma0}\) and \(C_{\sigma1}\). If we then look at \(u\)’s cohort ID, we see that it changes from \(\sigma\) to either \(\sigma0\) or \(\sigma1\), revealing one extra bit of \(u\)’s SimHash. Furthermore, since we own the Sybil users and know their SimHashes, further iterations of this process will reveal increasingly many bits of \(u\). After sufficiently many repetitions (approximately \(\log_2(k) \approx 11\) iterations), \(\sigma\) becomes a longer string \(\sigma'\) so that \(C_{\sigma'}\) contains only \(u\) and a subset of our Sybil users. This breaks the \(k\)-anonymity of Floc.

In Fig. 4, we demonstrate this attack on a toy example. At timestamp 1, we have the cohorts \(C_0\) and \(C_1\). The minimum size for a cohort is \(k = 2\). Mounting a Sybil attack to extend the prefix length of some cohorts, we generate two fake Sybil users, which are assigned to cohort \(C_0\). The new Sybil users make \(C_0\) \(k\)-decomposable, so the clustering procedure partitions \(C_0\) into \(C_{00}\) and \(C_{01}\). Observe that \(C_{01}\) consists now of two Sybil users and one real user. So the attacker can approximate the browsing history of that user using the generated browsing histories of the Sybil users.

### 3.3 GAN-IP Privacy Attack

The browsing histories generated by our integer program may not resemble a browsing history produced by a human. To produce a more realistic distribution of browsing histories and to gain more insights on the histories hidden in a cohort, we combine GANs with our integer programming attack to produce the GAN-IP attack.
Generative Adversarial Networks (GANs) can generate new samples from the same distribution as the training data. A GAN consists of two neural networks, a generator $G$ and a discriminator $D$. They compete against each other during training. The generator learns to produce realistic samples with the objective of deceiving the discriminator, while the discriminator learns to differentiate between the generated and real samples. From the implementations available, we chose LeakGAN [13] because it is designed for text generation. However, our attack should work with any GAN that can be adapted to produce users’ histories.

We now present the GAN-IP attack. Suppose that we are given a SimHash $z$ of a given browsing history $h$ and that we want to produce a set $H$ of histories whose SimHashes are all equal to $z$. First, we use the LeakGAN to produce a set $H'$ of histories that resemble a sample from the distribution of browsing histories. Then, for each $f \in H$, we attempt to compute a solution $x_f$ of $IP(f)$, the integer program induced by $f$. The desired set $H$ is \[ \left\{ x_f : f \in H, IP(f) \text{ has a non-trivial solution} \right\}. \] The attack is illustrated in Fig. 3.

To summarize, we can combine our three attacks to extract private information as follows. First, we use a GAN to learn a distribution of users’ histories such that, in approximately 30% of the cases, the generated user will share 10% or more of the history with the target user in the cohort. Using the GAN’s generator, we then produce fake browsing histories that resemble histories from real users. Afterwards, we compute from this generated history a subset that matches a particular SimHash prefix of a target cohort using the IP-attack. These matching histories allow us to mount a Sybil attack, breaking not only the $k$-anonymity of users, but extending the prefix length used to assign the cohort. This leaks more of the users’ SimHash, forming a self-reinforcing loop for the IP-attack, inferring parts of the users’ browsing history.

4 ATTACK IMPLEMENTATION FOR FLOC

For demonstration purposes, the GAN was trained to generate movie histories consisting of at most 32 histories and using only the 5000 most watched movies. However, our attack can be extended to larger movie histories and larger sets of movies. The GAN model can only predict domains that are present in the training data. If the training data is too large, contextualized models can be created, taking into account additional information sources to more precisely target specific populations. In the complete GAN-IP attack, new domains of interest to the attacker can be added to the integer programming part. We divided the MovieLens dataset into a training set and a test set. The training set contains 120,000 histories and the test set 5000 histories. The LeakGAN used by the GAN-IP attack was trained for 12 hours using an Nvidia GeForce RTX 2070 Super GPU.

We chose the values for the maximum history length (32), token size (5000), and train-test split for the GAN to be similar to the settings of the LeakGAN’s experiments. Higher values significantly increase training and generation times. For comparison and reproducibility purposes, we employed the LeakGAN model as is, adhering to software package requirements from 2017. Note that over the past five years there has been considerable progress in software and hardware for training machine learning models. Therefore, with updated software libraries and hardware, we expect the existing limitations to be significantly mitigated.

We evaluate our GAN-IP attack with 5 movie histories sampled from the test set. For each movie history $h_i$, with $i \leq 5$, we compute its SimHash $s_i$ and give it as input to the GAN-IP attack, which produces a set of movie histories $\hat{H}_i$ whose SimHash is also $s_i$. The set $\hat{H}_i$ contains at least 200 histories and $s_i$ is 15 bits long. We evaluate the quality of $\hat{H}_i$ with $I_i = \frac{1}{|\hat{H}_i|} \sum_{h \in \hat{H}_i} |h \cap h_i|$, the average number of movies that the generated histories of the GAN-IP attack have in common with the target history $h_i$. The quality of our attack is then $q = \frac{1}{5} \sum_i I_i$. When reporting $q$, we also report the standard deviation of $I_1, \ldots, I_5$. We measure $q$ on various GAN models. As a baseline, we can use a random generator instead of the GAN’s generator. Note that $q$ indicates how much of the browsing history generated by our attack can be used to infer the movie history of a user with the same SimHash. Hence, our attacks shall maximize this value $q$. 

Figure 4: Sybil attack example

For data protection reasons, we do not have access to a public browsing history dataset. To evaluate our attacks, we instead use the MovieLens dataset [14]. An entry in this dataset contains movies watched by users over a period of time. Note that a movie history reflects a user’s preferences and can be used to generate movie recommendations for that user. For these reasons, the MovieLens dataset acts as a good proxy to evaluate how our attacks would work in real browsing histories. We also remark that FLoC’s whitepaper also used this same dataset to evaluate FLoC [27].

We launch our GAN-IP attack on different movie histories from the MovieLens dataset. We demonstrate that the movie histories produced by our GAN-IP attack contain on average at least 10% of the movie histories targeted by our attack. Furthermore, in about 50% of our tests, the movie histories produced by the GAN component alone contain at least 10% of the targeted histories. This demonstrates that the GAN-IP attack can extract information that was intended to remain private by the FLoC system.
We computed its SimHash and then generated a set of fake movie histories with a higher number of common movies. This is promising because the GAN-IP attack can extract sensitive information from the SimHash. Table 6 reports the number of common movies for three versions of the GAN-IP attack: RAND, GAN-41, and GAN-61. In parenthesis we give on average (in percentage) the part of the full generated movie that uses only a random generator instead of a GAN to produce the history. For the random generator the values are 32 and 17. This sets the upper bound on the number of common movies, since the histories filtered by the integer program are only about half of the maximal length. Observe how GAN-41 produces higher values of \( q \) than GAN-61 and RAND. Hence, stopping the training at iteration 41 yields histories with more movies in common with the target history.

The use of GANs significantly improves the attack’s quality. To demonstrate that the GAN-IP attack provides significant information, we compare the movies in the histories produced by RAND, GAN-41, and GAN-61. Fig. 5 is a histogram that shows, for \( n \leq 11 \) and each version of the GAN-IP attack, how many histories \( h \) were produced such that \( |h \cap h_i| = n \), for some \( i \leq 5 \). The number of movies that our generated histories have with the target histories is between 0 and 11. Observe how GAN-41 and GAN-61 in comparison with RAND have higher common movie counts with the target history. Therefore, histories generated with these GANs leak on average more information about the target history.

In Fig. 6, we present an analogous histogram, but for the history produced only by the GAN. That is, we take the history \( h' \) produced by the GAN before it was passed to the integer programming to produce the history \( h \).

In Table 8, we show an example of a movie target history, a history generated by the GAN, and a history generated by our GAN-IP attack. The real history \( h \) (on the left) is from the test set. We computed its SimHash and then generated a set of fake movie histories using the GAN. The history \( h' \) in the middle is an example of such history. We gave this history as input to the IP-attack and then generated the history \( h \) on the right. The SimHash of \( h \) matches the \( h' \) in the middle and 50% of its movies are from \( h \). In blue we show the movies that \( h \) and \( h' \) have in common.

4.3 Discussion

From the histograms we see that the random generation has few movies in common with the target history. However, our GAN model evaluated at two different checkpoints has many more histories with a higher number of common movies. This is promising but only the tail of the distribution is on the higher counts, with a maximum of 9 common movies for one history of GAN-41 in Fig. 5. In Fig. 6 both GAN-41 and GAN-61 have one history with 11 and 10 common movies with the target. Moreover, GAN-41 has 4 histories with 9 common movies while GAN-61 still only has one. On average, the number of common movies with a target history is around 2 (see Table 6).

The histories generated by GAN-41 and filtered by integer programming have on average 12% movies in common with the target histories. In around 28% of the cases, the subset of movies selected by the IP attack matching the target SimHash reconstructs more
than 10% of the target history. Hence, the GAN-IP attack successfully breaks FLoC privacy claims and infers parts of the target user’s history.

Although the overall accuracy of our attacks is not very high, our attacks are limited to processing a single iteration of FLoC at one time stamp. However, if an attacker were to execute our attack over an extended time period, the results could be significantly amplified. While the SimHash of users likely changes with each iteration (once per week), the majority of the browsing patterns, like a user’s favorite websites, persists. Consequently, if our attack consistently generates the same website across multiple weeks, it becomes more probable that the user has indeed visited that website. Similarly, the union of sets of generated websites is more likely to encompass all the websites that the user likes to visit, compared to a single browsing history alone. Note that we did not specifically assess the extent of amplification, as the MovieLens dataset varies from actual website histories in that it does not reflect the tendency of users to frequently revisit their popular websites.

Since Google runs the clustering algorithm, it is ideally suited to perform the GAN-IP attack. We therefore note some of Google’s capabilities that can make the attack more efficient. First, Google collects anonymized browsing histories of Chrome users that agreed with data collection in the Chrome User Experience Report. This gives them a significantly larger dataset of real browsing histories compared to the MovieLens dataset that we used. Second, Google has significantly more computational resources. Therefore, our results should be viewed only as a lower-bound of what a more powerful adversary can achieve.

The generated history shares on average a non-negligible percentage of common movies with the unseen target history. The attack thus succeeds in revealing potentially sensitive information about the target user and, by extension, sensitive information about other users in the same cohort. Our attacks therefore break the $k$-anonymity and history-privacy properties claimed by FLoC.

5 MINHASH HIERARCHY

In this section, we present the MinHash Hierarchy [9], which is a proposal for computing statistics on mobile entities’ location trajectories. One example of such a statistic is the most popular route in a city. The MinHash Hierarchy can compute such statistics by placing cellular base stations, called checkpoints, in a city and assigning a bitstring to each vehicle. Each checkpoint collects the set of bitstrings of the vehicles that pass nearby, using mobile devices stored in the vehicle. Afterwards, each checkpoint stores a MinHash signature, which is the MinHash of $X$.

We mainly focus on the MinHash aspect of the MinHash Hierarchy and we therefore simplify its exposition.

5.2 Application of MinHash to Privacy

In this section, we present the MinHash Hierarchy [9], which is a proposal for computing statistics on mobile entities’ location trajectories. One example of such a statistic is the most popular route in a city. The MinHash Hierarchy can compute such statistics by placing cellular base stations, called checkpoints, in a city and assigning a bitstring to each vehicle. Each checkpoint collects the set of bitstrings of the vehicles that pass nearby, using mobile devices stored in the vehicle. Afterwards, each checkpoint stores a MinHash signature, which is the MinHash of $X$.

We mainly focus on the MinHash aspect of the MinHash Hierarchy and we therefore simplify its exposition.

5.2.1 MinHash Signatures. We present here how the MinHash signatures are computed. Let $n$ be the number of vehicles driving in a city. First, $m \ll n$ checkpoints are distributed throughout the city. Then $k \in \mathbb{N}$ hash functions $h_1, \ldots, h_k$ are fixed. The recommendation is to let $h_i(x) = ax + b \mod p$, with $i \leq k$, $a, b, p \in \mathbb{N}$, and $p > n$ prime, as shown before. However, if needed, cryptographic one-way functions can be used instead.

Each checkpoint maintains a MinHash signature $s = (s_1, \ldots, s_k)$ so that, at any time, $s$ is the MinHash of the set of vehicles that passed by the checkpoint so far. To ensure this, $s_i$ is initially set to $\infty$, for $i \leq k$, as the MinHash of the empty set is $\infty$. Next, whenever a vehicle whose assigned bitstring $x$ passes by the checkpoint, $s_i$ is updated to min$(s_i, h_i(x))$, for $i \leq n$.

With the checkpoints’ MinHash signatures, Ding et al. [9] proposed the MinHash Hierarchy to efficiently perform common path queries, such as finding the most frequented roads in a city during a given time interval. The process uses intersection and union operations defined for MinHash signatures of checkpoints to estimate the Jaccard similarities. Our attack focuses on the MinHash signatures and should work irrespective of the operations used to derive a given MinHash signature.

5.2.2 Wrong Differential Privacy Claim. Ding et al. [9] claim in Theorem 5.1 that the MinHash Hierarchy provides differential privacy for the vehicles. We show that this claim is wrong. We start by recalling the definition of differential privacy. An algorithm $A$ is $\epsilon$-differentially private if for any of $A$’s possible outputs $O$ and for all databases $D_1$ and $D_2$ that differ in only one individual [11]:

$$P[A(D_1) = O] \leq e^\epsilon \cdot P[A(D_2) = O].$$

In our context, a database $D$ is a set of location trajectories, each individual is a trajectory, and the Algorithm $A$ is the one used by a checkpoint to compute its MinHash signature. For simplicity and...
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Hierarchy. We also assume that the attacker can access each checkpoint (black: passed, white: not passed, gray: unknown). The lookup table reveals some checkpoints that were visited by some vehicles.

without loss of generality, we can assume a MinHash length of \( k = 1 \); so there is only one single hash function \( h \).

We refute Theorem 5.1 from [9] with the following counterexample. Let \( D_1 = \{t_1, \ldots, t_n\} \) and let \( D_2 = D_1 \setminus \{t_n\} \). Suppose that \( h(t_1) > \cdots > h(t_n) \). Therefore, \( A(D_1) = h(t_n) < A(D_2) \), as \( t_n \notin D_2 \). Hence, \( P[A(D_1) = h(t_n)] = 1 \) whereas \( P[A(D_2) = h(t_n)] = 0 \). Since \( e^\epsilon > 0 \), for any \( \epsilon \in \mathbb{R} \), Eq. (7) cannot hold when \( \Omega = h(t_n) \).

6 ATTACKS ON MINHASH HIERARCHY

Our counterexample in Section 5.2.2 demonstrates that an attacker with side knowledge can tell if a particular vehicle passed through a particular checkpoint. However, it does not tell us how much information it leaks in practice. Therefore, in this section, we present an attack breaking the privacy properties of the MinHash Hierarchy system that can be used directly to narrow down the area in which a vehicle traveled. In our experiments, we narrowed down the potential trajectory area to 10% of the total area (in the number of checkpoints). The attack is illustrated in Fig. 7.

Attacker model We assume that the attacker wants to infer the trajectories of the vehicles whose data is collected by the MinHash Hierarchy. We also assume that the attacker can access each checkpoint’s signature, knows the hash functions used to compute the signatures, and can efficiently compute collisions for them.

Note that the MinHash Hierarchy fulfills the requirements above. In particular, the network operator can access the checkpoint hashes, as they are needed as input to the MinHash Hierarchy. So this system can use our attack to reconstruct trajectories, which is precisely what MinHash Hierarchy tries to avoid. Furthermore, the hash functions used by the MinHash Hierarchy are just permutations. Due to this implementation choice, we can not only compute signature collisions, but we can also invert the permutation, extracting the user identifier. Should it instead use cryptographic hash functions with a large hash length like 256 bits, it would still be possible to precompute a look-up table with the hashes of all users. This is because the input space is the set of all mobile users and the cardinality of this user set is small.

We now present our attacks. Suppose that we are given a vehicle identified with bitstring \( v \) and let \( z = (z_1, \ldots, z_n) \) with \( z_i = h_i(v) \), for \( i \leq n \), be the signature of \( v \). Let \( C \) be the set of checkpoints in a geographical area. For a checkpoint \( c \in C \), we denote its signature by \( s(c) = (s_1(c), \ldots, s_n(c)) \). We use Algorithm 1 to partition \( C \) into three subsets \( B_z \) (black), \( G_z \) (gray), and \( W_z \) (white). \( W_z \) denotes all checkpoints \( c \) such that \( z_i < s_i(c) \), for some \( i \leq n \). Note that this condition means that the vehicle is not in the set of vehicles that passed through \( c \). Otherwise, \( s_i(c) \leq z_i \), \( B_z \) contains all the points not in \( W_z \) such that \( z_i = s_i(c) \), for some \( i \leq n \). Note that if \( c \in B_z \), then it is very likely, except for a rare hash collision, that the vehicle passed through \( c \). Finally, \( G_z \) contains all other checkpoints in \( C \): checkpoints not in \( W_z \) for which \( z_i < s_i(c) \), for all \( i \leq n \). Note that if \( c \in G_z \), then it is still likely that the vehicle passed through \( c \), but not as likely as if \( c \in B_z \).

Algorithm 1: Attack on MinHash Hierarchy

\[
\begin{align*}
1. & \quad W_z \leftarrow \emptyset \\
2. & \quad \text{for } i = 1, \ldots, n \text{ do} \\
3. & \quad \quad \text{for } c \in C \text{ do} \\
4. & \quad \quad \quad \text{if } z_i = s_i(c) \text{ then} \\
5. & \quad \quad \quad \quad \quad B_z \leftarrow B_z \cup \{c\} \\
6. & \quad \quad \quad \text{end if} \\
7. & \quad \quad \text{if } z_i < s_i(c) \text{ then} \\
8. & \quad \quad \quad W_z \leftarrow W_z \cup \{c\} \\
9. & \quad \quad \text{end if} \\
10. & \quad \text{end for} \\
11. & \quad \text{end for} \\
12. & \quad B_z \leftarrow B_z \setminus W_z \\
13. & \quad G_z \leftarrow C \setminus (B_z \cup W_z) \\
14. & \quad \text{return } W_z, G_z, B_z
\end{align*}
\]

Theorem 2. Let \( v \) be a vehicle with signature \( z \) and let \( c \) be a checkpoint.

- If \( c \in W_z \) then \( v \) cannot have passed through \( c \).
- If \( c \in B_z \) then \( h_i(v) = h_i(v') \), where \( i \leq n \) and \( v' \) is some vehicle that passed through \( c \).

Proof. If \( c \in W_z \), then \( z_i < s_i(c) \), for some \( i \leq n \). Recall, by the definition of MinHash, \( s_i(c) = \min \{h_i(v') : v' \in V_z\} \), where \( V_z \) denotes all vehicles that passed through \( c \). Hence, \( v \notin V_z \); otherwise, \( s_i(c) \leq h_i(v) = z_i \), which is a contradiction.

For the second claim, note that if \( c \in B_z \), then \( z_i = s_i(c) \), for some \( i \leq n \). By the definition of MinHash, we have \( h_i(v) = z_i = s_i(c) \), for some vehicle \( v' \in V_z \).

We emphasize that the hash functions used by MinHash Hierarchy are not collision-resistant. Even if they use cryptographic hash functions with a large length, the set of mobile users is small enough that one can precompute a look-up table with the hashes of all users. Therefore, if \( c \in B_z \), then \( v \) is likely to have passed through \( c \).

Observe that \( G_z \cup B_z \) describes all possible checkpoints the vehicle could have visited. In our experiments, we found that on average \( G_z \cup B_z \) contains only around 10% of all checkpoints in \( C \).
Table 7: Example signatures for vehicles $v$ and checkpoints $c$

<table>
<thead>
<tr>
<th>$c$</th>
<th>$(s_1(c), s_2(c))$</th>
<th>$v$</th>
<th>$(z_1(v), z_2(v))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$</td>
<td>(8, 12)</td>
<td>$v_1$</td>
<td>(9, 11)</td>
</tr>
<tr>
<td>$c_2$</td>
<td>(6, 3)</td>
<td>$v_2$</td>
<td>(2, 8)</td>
</tr>
<tr>
<td>$c_3$</td>
<td>(2, 7)</td>
<td>$v_3$</td>
<td>(12, 13)</td>
</tr>
<tr>
<td>$c_4$</td>
<td>(4, 11)</td>
<td>$v_4$</td>
<td>(7, 10)</td>
</tr>
<tr>
<td>$c_5$</td>
<td>(11, 5)</td>
<td>$v_5$</td>
<td>(5, 18)</td>
</tr>
</tbody>
</table>

To illustrate this attack, consider a scenario with 20 vehicle trajectories, 5 checkpoints, and 2 hash functions. The vehicle MinHash is $z = (z_1, z_2) = (9, 11)$. We compare each checkpoint’s signature entries to the corresponding vehicle hash. Considering vehicle $v_1$ and the 5 checkpoints in Table 7, our attack returns $W_z = \{c_1, c_3\}$ because at least one of the hashes is greater in the checkpoint signature. $B_z = \{c_4\}$ because the checkpoint is not in $W_z$ and at least one hash is equal. $G_z = \{c_2, c_3\}$ contains the remaining checkpoints.

### Identifying Vehicles

Algorithm 1 takes as input a trajectory and identifies the checkpoints that could have been visited in that trajectory. It is also possible to modify this algorithm so that the input is a checkpoint and the output is the subset of vehicles from a set $V$ that potentially visited that checkpoint. The result is Algorithm 2. This algorithm produces, from a given checkpoint $c$, three sets of vehicles: $W_c$, containing the vehicles that certainly did not pass through $c; B_c$, the vehicles that must have passed through $c$ (except in the rare case of a hash collision); and $G_c$, containing the remaining vehicles. For example, suppose that we run this algorithm with checkpoint $c_4$ as input and with $V$ as the 5 vehicles listed in Table 7. Then $W_c = \{v_2, v_4\}$ since $z_1(v_2) < s_1(c_4)$ and $z_1(v_4) < s_1(c_4)$. $B_c = \{v_1\}$ since $z_1(v_1) = s_2(c_4)$. Finally, $G_c = \{v_3, v_5\}$ contains the remaining checkpoints.

**Algorithm 2 Estimating vehicles passing through $c$**

1: $W_c \leftarrow \emptyset$
2: for $i = 1, \ldots, n$ do
3:   for $v \in V$ do
4:     Compute $z = (z_1, \ldots, z_n)$ with $z_i = h_i(v)$
5:     if $z_1 = s_1(c)$ then
6:       $B_c \leftarrow B_c \cup \{v\}$
7:     end if
8:     if $z_1 < s_1(c)$ then
9:       $W_c \leftarrow W_c \cup \{v\}$
10:    end if
11: end for
12: end for
13: $B_c \leftarrow B_c \setminus W_c$
14: $G_c \leftarrow V \setminus (B_c \cup W_c)$
15: return $W_c, G_c, B_c$

**Theorem 3.** Let $v$ be a vehicle.

- If $v \in W_c$, then $v$ cannot have passed through $c$.
- If $v \in B_c$, then $h_i(v) \equiv h_i(v')$, for some $i \leq n$ and $v'$ some vehicle that passed through $c$.

The proof is analogous to the previous one. Observe again, that for MinHash Hierarchy, if $v \in B_c$, then $v$ is likely to have passed through $c$ as one can easily precompute a look-up table with the hashes of all vehicles. This theorem shows that we can narrow the set of vehicles that passed through $c$ to the set $G_c \cup B_c$.

### 7 Attack Implementation for the MinHash Hierarchy

In this section, we experimentally validate that our attack on MinHash Hierarchy substantially narrows down the set of possible checkpoints visited by a vehicle to approximately only 10% of all checkpoints in the area.

#### 7.1 Dataset

The dataset used in the original paper [9] is not publicly available. We thus use another public dataset of vehicle location trajectories [24] for the city of Porto, Portugal. Each entry in the dataset defines a vehicle trajectory. The trajectory is described as a list of points, where each point is a pair containing the latitude and longitude of the taxi at a given time point.

#### 7.2 Methodology

For our experiments, we take the first $n = 30,000$ trajectories in the Porto dataset. As some trajectories contain points that are far outside the city, we removed all points containing an extreme latitude or longitude. We defined a latitude as extreme if it was below 2% or above 98% of all latitudes in these trajectories. We defined a longitude as extreme analogously. We then created a set $C$ of $m = 7744$ checkpoints by fitting an $88 \times 88$ square grid on all points in these trajectories.

To generate the MinHash signature for a vehicle, we compute the MinHash signature of a singleton set containing only the identifying number of the vehicle (taken in the $\{1, \ldots, 30,000\}$ range) using $k = 200$ hash functions. We then computed the checkpoints’ signatures from the vehicles passing by, assuming every trajectory belongs to a different vehicle. Each vehicle’s GPS coordinates in its trajectory generates one update for the closest checkpoint. Finally, we run our attack on MinHash Hierarchy and for the MinHash $z$ of each vehicle, we compute the sets $B_z$, $G_z$, and $W_z$. We then measure $A_z := |G_z \cup B_z|/|C|$, the ratio of checkpoints that our attack identifies as possibly visited by the vehicle to the total number of checkpoints. The quality of our attack is measured by how low $A_z$ is on average for all vehicles we tested. $A_z$ is around 10% ± 5%, showing that on average, we narrow down the set of checkpoints visited by the vehicle to only 10% of all checkpoints in the map.

We execute this attack 5 times. Each time, we use a separate set of 30,000 different trajectories.

#### 7.3 Results

Fig. 8 shows a heatmap with 30,000 trajectories. Each pixel is a checkpoint and its brightness is proportional to the number of vehicles that visited that checkpoint.

Figs. 9a and 9c show two example trajectories, using the square grid from Fig. 8. The checkpoints visited by the vehicle are in black. Fig. 9b and Fig. 9d show the outcome of our attack for these two trajectories, respectively. The checkpoints in $B_z$, $G_z$, and $W_z$ are
Figure 8: Selected trajectories of checkpoint 2D histogram

Figure 9: Example of target and recovered trajectories

marked black, gray, and white, respectively. For the recovery part, we note that trajectory B (28 checkpoints) is hidden within other trajectories (2083 checkpoints). However, some checkpoint signatures had values equal to the vehicle signature (16 checkpoints), and therefore those checkpoints are very likely to be part of the trajectory. For trajectory A, the attack can further isolate the target (27 checkpoints), narrowing it down to only two possible trajectories. More trajectories are included in Fig. 9 for illustration. These trajectories illustrate how, from only the checkpoints’ MinHash signature, our attack can either accurately retrieve the target trajectories or restrict it to a much smaller area, thereby compromising the users’ privacy.

In our dataset with 30,000 trajectories, a trajectory has on average 25.9 ± 15.6 checkpoints. A set of checkpoints found by our attack has on average 805.5 ± 439.7 checkpoints. Recall that the total number of checkpoint is 7744. Hence on average, we can reduce the set of possible checkpoints visited by a vehicle to around 10% of the original set of checkpoints. This means that in a city like Porto we would restrict the trajectory to a neighborhood. Our attack breaks the MinHash Hierarchy’s claimed privacy protection and shows how to confine the target trajectory to a small portion of the map.

Fig. 10 shows the cumulative distribution function (CDF) of the size of anonymity sets for the checkpoints. The CDF is computed based on a dataset of 30,000 trajectories and 7744 checkpoints. Each trajectory is treated as a distinct user, and the x-axis denotes the range of possible anonymity set sizes on a logarithmic scale. The y-axis indicates the percentage of checkpoints where users have an anonymity set size less than or equal to x. Similar plots were observed for the remaining trajectories. Our findings reveal that a significant majority of checkpoints are never visited by anyone (approximately 61%). Furthermore, over 1% of the checkpoints have an anonymity set size of 1 (green area), around 5% (green+yellow) have an anonymity size below 30, and 10% (green+yellow+orange) of the checkpoints exhibit an anonymity set size below 270. These observations highlight that, for a small yet substantial fraction of users, compromising the privacy of their visited checkpoint locations can be accomplished with relative ease.

7.4 Discussion
We have shown that it is possible to isolate trajectories from checkpoint signatures with good accuracy, restricting a vehicle’s potential trajectory to 10% of the checkpoints on average. This breaks the privacy guarantees of MinHash Hierarchy such as differential privacy as claimed by Ding et al.

If a checkpoint c’s MinHash signature contains a vehicle’s hash, then we are certain (modulo the negligible probability of a hash collision) that the vehicle visited this checkpoint. Each checkpoint signature has 200 hash functions. We can therefore deanonymize
We now discuss some mitigations that have been proposed to address the vulnerabilities of LSH-based systems. This is mainly because LSH-based systems were not designed using DP-mechanisms that take into account how LSH-systems work. Our attacks demonstrate that, in its current state, LSH is not suitable for the design of privacy mechanisms. Novel mechanisms, potentially based on differential privacy, would need to be developed to ensure the privacy properties of these LSH systems.

We now discuss in more detail why standard mitigations do not suffice to counter our attacks.

**FloC.** For the FloC proposal, one option is to make the Chrome operated server, which receives the SimHash and assigns the cohort IDs, trusted and unable to read sensitive information. This can be achieved, for example, by a trusted third party. However, this would prevent neither the Sybil nor the GAN-IP attack. This is because any party can observe a user’s cohort ID, which is assigned based on a prefix of the user’s SimHash. The Sybil attack can generate Sybil browsing histories that are mapped to that cohort. As the number of such Sybil histories grow, the users’ cohort ID would become longer and reveal more of the user’s SimHash, which enables the GAN-IP attack.

Recent work [1] proposes using differentially private clustering to compute the cohort IDs. It adds noise to each individual SimHash and then computes from the set $Z$ of all SimHashes a new smaller set $Z'$ of SimHashes, called a coreset. Each SimHash $z$ in the coreset acts as a “representative” of a subset $S_z$ of SimHashes in $Z$ that are close to each other. The SimHash $z$ is computed using an additive-noise mechanism and comes with a positive number that approximately indicates the size of $S_z$. As a result, one cannot infer individual SimHashes in $Z$ from $z$.

The use of coresets prevents us from conducting the pre-image attack on SimHashes from real individuals, as we cannot retrieve them. However, the SimHashes in the coreset are still vulnerable to the other attacks. In particular, we can still perform the Sybil attack on a SimHash in the coreset so that a SimHash there eventually represents mostly Sybil users. This would then isolate real users and we can then conduct the GAN-IP attack to infer parts of the browsing history of those users.

We argue that the best mitigation is a design of a new system that builds on differential privacy from the start, rather than $k$-anonymity, to prevent Sybil attacks. This new system should also avoid leaking information in the LSH hashes. The new proposal of the Topics API [18] appears to satisfy both of these requirements but its implementation must still be formalized to allow a thorough evaluation of its privacy guarantees.

**MinHash Hierarchy.** For the MinHash Hierarchy, the use of differential privacy would provide guarantees about how much information any attack can extract. For example, with a low probability, if a checkpoint would compare its aggregated hash value with a random value instead of the current vehicle hash, it would lower the precision of our attack and give plausible deniability to vehicles.

Recent works propose differentially-private versions of MinHash like PrivRec [37] and PrivMin [36]. However, these proposals provide privacy only for the individual MinHashes and not for systems that process collections of MinHashes, like MinHash Hierarchy. Recall that each checkpoint computes the MinHash of the IDs of mobile devices that pass near the checkpoint. Using PrivMin or PrivRec on each checkpoint provides differential privacy, but only for an individual checkpoint. One must still demonstrate that PrivMin and PrivRec’s DP guarantees can tolerate the computations that MinHash Hierarchy conducts using the MinHashes from multiple checkpoints.

In summary, systems that process sensitive information from users must protect their privacy. Current systems based on LSH can provide stronger guarantees if they are enhanced with appropriate differential-privacy mechanisms, but the state of the art in differential privacy is still unable to provide this. Our work demonstrates
the need for novel solutions that provide better privacy protections for LSH-based systems.

9 RELATED WORK

Attacks on FLoC. Berke et al. [4] emulated the FLoC algorithm producing cohorts over time, using a proprietary (paid) demographic and browsing history dataset. They then attacked the algorithm using the uniqueness of browsing histories over time and tracking sequences of FLoC IDs. They could identify 95% of the users after 4 weeks. Combining this attack with standard fingerprinting techniques would make it even more effective. In addition, with the observed data, they could connect users’ racial backgrounds to their browsing histories, in spite of the fact that they found no direct connection between race and cohorts. Berke et al.’s work focuses on the tracking of individual users and the correlation between cohorts and sensitive demographics. They show that FLoC enables the tracking of individual users, which is an alternative to our Sybil attack. However, they do not reconstruct users’ browsing histories as our GAN-IP attack does. Furthermore, our attack also works without the need of collecting data over a long period, which is a requirement for the attack of Berke et al.

Mozilla also mentioned in their report [28] that FLoC was vulnerable to Sybil attacks. However, their claims were neither formally verified nor experimentally validated. Given that FLoC was only tested during a trial with limited user participation, the majority of attacks remained theoretical with no practical implementation. Our work not only gives a theoretical analysis, but also provides a practical implementation and an experimental evaluation using real datasets.

Attacks on Perceptual Hashing and NeuralHash. Another type of LSH is perceptual hash, which is used for images. A perceptual hash is a fingerprint computed from an input image. It is possible to mount pre-image attacks using conditional adversarial GANs (cGANs), like Pix2Pix [16]. Such GANs learn how to translate images in one style to another (e.g., translating a hand-drawn sketch of a bag to a photo of a bag). The attack trains a cGAN that learns to translate perceptual hashes to possible pre-images with a success rate of 30% [20]. This makes perceptual hash unsuitable for privacy applications. It remains as future work to determine whether cGANs would be successful in mounting pre-image attacks on FLoC or MinHash.

Another instance of a perceptual hashing function is NeuralHash, used by Apple for Child Sexual Abuse Material (CSAM) Detection [2]. To detect abusive images, their system stores hashes computed using convolutional neural networks (CNN) and LSH. Their model is vulnerable to adversarial attacks [3, 19] that can lead to non-abusive images being labeled as abusive. To our knowledge, NeuralHash has not been shown to be resistant to pre-image attacks. It remains as future work to investigate what private information the hash reveals about an image.

Criticisms of FLoC. While we are the first who implemented and evaluated FLoC’s privacy leakage, we were not the first to criticize it. Other browser vendors pointed out FLoC’s potential privacy issues (Mozilla [28], Brave [31], Vivaldi [35]) as well as NGOs (e.g., EFF [8]) and advertisers [30]. For example, FLoC further strengthens already existing hard-to-counter fingerprinting schemes and cohort IDs can be used to further partition users according to browsing behaviors, making tracking easier. Also, FLoC requires a trusted Chrome server that ensures k-anonymity and removes sensitive cohorts. However, to the best of our knowledge, a server fulfilling this requirement has not been presented yet. The Chrome server would allow Google to centralize the collection of SimHashes, creating a conflict of interest for Google. This would also strengthen Google’s monopoly on advertising and tracking.

10 CONCLUSIONS

In this work, we studied two systems that use locality sensitive hashing (LSH) to privately handle user data. The designers of both systems considered LSH to be privacy preserving, and, in both cases, we showed how to reconstruct a significant portion of the private inputs from just the hashes. Namely, for MinHash Hierarchy, we extracted parts of vehicle trajectories that were intended to be hidden by the MinHashes computed by the checkpoints. For Google’s FLoC, we could construct pre-images that enable an efficient Sybil attack, and from the hashes we reconstructed parts of browsing history. Although Google discontinued FLoC, they had tested it on tens of millions of users, underscoring their serious interest in using LSH. Our findings, together with other observed attacks like Apple’s Child Sexual Abuse Material Detection, show that LSH hashes leak substantial information about private data, a fact that has been systematically overlooked.

Our findings show the importance of evaluating the privacy leakage of any system handling sensitive data. We leave for future work the study of other systems, such as the Topics API, systems that use perceptual hashing, and systems that use differential privacy without a proper evaluation of the information leakage under multiple queries.

DATA AVAILABILITY

Further information and updates of this publication are available at https://karelkubicek.github.io/post/floc. Our attacks’ implementations are available at https://github.com/privacy-lsh/floc-minhash. For further details on the FLoC attack, we refer to our technical report [34]. The datasets used to evaluate our work are available from the corresponding publications, namely Porto Taxi dataset by Moreira et al. [24] and MovieLens by Harper et al. [14].
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Table 8: Example for the GAN-IP attack. We highlight intersections of target and generated histories.

<table>
<thead>
<tr>
<th>Target history $h$ from test data:</th>
<th>Generated history $h'$:</th>
<th>Subset of movies selected by int. prog.:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seven (a.k.a. Se7en) (1995)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shawshank Redemption, The (1994)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>