“All apps do this”: Comparing Privacy Concerns Towards Privacy Tools and Non-Privacy Tools for Social Media Content

Abstract: Users report that they have regretted accidentally sharing personal information on social media. There have been proposals to help protect the privacy of these users, by providing tools which analyze text or images and detect personal information or privacy disclosure with the objective to alert the user of a privacy risk and transform the content. However, these proposals rely on having access to users’ data and users have reported that they have privacy concerns about the tools themselves. In this study, we investigate whether these privacy concerns are unique to privacy tools or whether they are comparable to privacy concerns about non-privacy tools that also process personal information. We conduct a user experiment to compare the level of privacy concern towards privacy tools and non-privacy tools for text and image content, qualitatively analyze the reason for those privacy concerns, and evaluate which assurances are perceived to reduce that concern. The results show privacy tools are at a disadvantage: participants have a higher level of privacy concern about being surveilled by the privacy tools, and the same level concern about intrusion and secondary use of their personal information compared to non-privacy tools. In addition, the reasons for these concerns and assurances that are perceived to reduce privacy concern are also similar. We discuss what these results mean for the development of privacy tools that process user content.
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1 Introduction

The pace and amount of information sharing on social media has resulted in users’ revealing private information, about themselves or others. Users report that they regret sharing this information [49, 57], and there have been proposals for ways to help users protect their privacy on social media. For text data, there are proposals for scoring the privacy information contained in users’ social media posts [56] and classifying these posts by the type of personal information they contain [6, 52, 55] with the objective of alerting the user. There are also proposals for anonymizing the social media posts once personal information has been identified [40]. There are similar proposals for image data, in particular for identifying faces and human subjects in photos and applying different transformations to avoid recognition [26, 31].

These proposals rely on access to users’ personal information to provide privacy protection, and so they have an element of risk associated with them. However, only few studies discuss issues of privacy concern and trust about privacy tools themselves [39]. In user perception evaluation studies on privacy enhancing tools such as browser extensions for privacy awareness that detect and block third-party tracking [48] and web browsing privacy protection tools [51], users have indicated that they have privacy concerns about tools that have access to information about which sites they visit. There is some research on the perception of users towards different aspects of privacy enhancing tools [24], but research on privacy tools that process text and image data do not often include evaluation of users’ privacy concerns towards the tool itself. Bracamonte et al. [4, 5] report that privacy concerns have a negative effect on intention of using privacy tools that process users’ social media posts.

Privacy protection is usually not the primary goal of the users, but only their secondary goal [10]. Transferred to our use case this means that the user’s main goal is to post something on social media (either an image or a text or a combination of both). If the privacy-enhancing technology (PET) is integrated into the service (e. g. the
Tor browser [12], the user’s aims become more distinct. Thus, from a scientific perspective, “standalone” PETs which are not integrated into a specific service and can optionally be used for several purposes may give a better view on the users’ motivation to use PETs since they allow us to focus on the usefulness and perception of the PET with regard to privacy protection and interference with other goals of the user can be avoided [22]. This dilution of the user’s aims is particularly strong for health application where the user sometimes has to chose between a function of the health tool and privacy or when the PET is embedded into the health tool, e.g. as it is done in contact tracing apps used to fight the pandemic. In that case the motivation to use or not use such a tool may also depends on the user’s understanding of the tool [44].

One question that has not been addressed is whether users’ privacy concerns about privacy tools are unique to these type of tools or if they are the same privacy concerns that exist for non-privacy tools that process data. It is important to understand users’ privacy concerns in order to be able to address them, either through assurances or through privacy preserving techniques. In this study we aim to answer the following research questions: (1) are users’ privacy concerns towards privacy tools different from privacy concerns towards non-privacy tools?, (2) are the reasons for privacy concern different between these types of tools, and (3) which assurances are perceived to reduce users’ privacy concerns towards privacy tools, and are these different for non-privacy tools?

To answer these questions we conducted a between-subjects experiment with 185 participants recruited on Amazon Mechanical Turk. We described and showed participants a fictitious mobile app, that processed text or image data and transformed them for use on social media platforms. We manipulated the type of tool (privacy or non-privacy) as well as the type of data (text or image) that it processed, and measured participant’s privacy concerns on different dimensions. We also measured participants’ perception of assurances that would reduce their privacy concerns. The results show that for a privacy tool, participants’ level of perceived surveillance concern is higher than for a non-privacy tool, and that the level of perceived intrusion and secondary use of personal information concerns are the same as for a non-privacy tool. In addition, participants’ reasons for privacy concerns are similar for both types of tools. With regards to assurance, the results suggest that the assurance that the tool would have no ads and that the provider would explain how the tool processes the information have an effect that depends on the type of data, with a stronger effect on image data.

2 Related Work

To the best of our knowledge, there is not much research about privacy concerns on privacy enhancing tools for social media. Closest to our work is the study by Bracamonte et al. [5], who evaluated user perception of a privacy tool for social media text, and found that privacy concern was a frequent theme of users’ negative opinion about the tool. In a follow up study [4], performance expectancy (usefulness), social influence and perception of accuracy were found to be positively and privacy concerns about the tool and privacy self-efficacy were found to be negatively associated with user intentions to use a privacy sensitive information detection tool.

However, there is research about privacy enhancing tools for social media and research on privacy concerns towards privacy enhancing tools in general. Thus, we briefly discuss both areas in the following subsections.

2.1 Privacy Enhancing Tools for Social Media

There are a number of proposals to help users manage their privacy on social media, and which rely on user data as input. These proposals can often be separated by the type of data they process: text or images. For text, there are many proposals for the analysis of tweets, that is, social media text of short length. Castillo and Chen [6] propose a model to identify whether tweets reveal specific privacy leaks (pregnancy and drunkenness). Wang et al. [55] analyze tweets to classify them into different privacy categories. Similarly, Tesfay et al. [52] propose a model to identify privacy sensitive information in tweets and classify them based on the EU’s GDPR. Wang et al. [56] propose a model to measure the level of sensitivity of private tweets in tweets. There are also proposals with domain specific objectives. Baron and Townsend [3] propose a tool for helping paramedics to decide if and when they should communicate information about their work to the general public via social media. The Baron-Townsend Intention-To-Tweet (BITT) decision matrix aims to help the users to elaborate their motivation to post e.g. information about an accident and assess the privacy risk for the patients to be identi-
fiable. The idea behind is that if the patients privacy is maintained, the report about an accident can warn others and benefit public safety and/or allow an exchanged and education of peers.

Closely related to contextual text recommendations is the anonymization of text data, to prevent private-attribute inference attacks. Mosallanezhad et al. [38] propose “RLTA” to anonymize text data before publishing it, while preserving the utility of the text. Li et al. [32] also present an approach to obfuscate personal attributes in text data that may lead to the identification of anonymous authors of online review data. For images, Li et al. [31] propose a tool that anonymizes photos, and use this tool to evaluate the effectiveness and user experience of the most common obfuscation techniques. Based on their evaluation, they recommend in-painting [41] and avatars, and find that blurring and pixelating do not sufficiently protect against human and machine re-identification. Hasan et al. [26] propose a model for identifying bystanders in photos, so that obfuscation can be applied to protect their privacy. Finally, there is also ObscuraCam [14], an app for obscuring images.

There are other types of tools to protect users’ privacy on social media. Löbner et al. [35] propose a tool to support users choose their privacy settings. The tool suggests more suitable default settings depending on a low number of questions, which reduces users’ effort in making that decision. While this could naturally restrict the visibility of a post and potentially decrease privacy intrusions by the user’s social media contacts, it would still mean that the provider of the social media site could see and potentially use the posted information. Thus, we do not further elaborate on other similar approaches in this section.

2.2 Privacy Concerns Towards Privacy Enhancing Tools

There are few works that address privacy concerns towards the specific type of tool that we focus on in this study (a privacy tool for social media that takes user data as input). However, there is research on privacy concerns towards other types of PETs. Tor and JonDonym are low latency anonymity services, which redirect internet traffic to conceal a user’s location (IP address). The main idea is to hide communication metadata (like who communicates with whom) to a local eavesdropper. While there has been a lot of research on Tor and JonDonym [37, 47], the large majority of it is of technical nature and does not consider the users and their perceptions. That changed with a series of papers investigating reasons for the (non-)adoption of Tor [20] and JonDonym [17]. Based on the construct of internet users’ information privacy concerns [42, 43] Harborth and Pape found that trust beliefs in the anonymization service played a huge role for the adoption [18, 19]. Further work [21] indicates that the providers’ reputation, aka trust in the provider, played also a major role in the users’ willingness to pay for or donate to these services. In a direct comparison between Tor and JonDonym with a a mixed-method approach [22, 23] it was shown that while the basic rationale of technology use models was applicable the newly added constructs of perceived anonymity and trust improved the explanatory power. This was confirmed by the qualitative study, which also offered new concepts to consider like fear of investigations and reduced accessibility of websites. Additional research on PETs in general found that besides privacy concerns, security concerns with regards to the used PET also play a crucial role in the adoption of PETs [36].

There is also research regarding the user data itself. Balebako et al. [2] designed an app prototype for providing users information on the data shared by mobile apps and interviewed participants about their perception of the privacy app. In response to a question about accuracy, participants’ answers referred to wanting to be assured of the trustworthiness of the app through the assurances of third-parties such as a trusted media source, and trusting it if the reputation of the provider was proven [2]. In a study to evaluate the methods that users rely on for their online privacy, Coopamootoo [8] reported that participants considered that the trustworthiness of PETs and reputation information from trusted third-parties were important. Schaub et al. [48] investigated browser extensions for privacy awareness and detecting and blocking third-party trackers, and evaluated their effect on participants privacy concerns towards tracking. They found that some participants exhibited privacy concerns towards the extension itself, and distrust it or thought that it would track them. They also found that participants privacy concerns towards tracking increased as a result of the extension. Participants reported concern that the extension would gather the information, and they doubted the objective of the extension because it appeared it advertised premium features. Corner et al. [9] also investigated perception of browser add-ons for blocking third-party trackers, asking participants about their perception on the trustworthiness of the add-on. Participants reported that lack of knowledge about it made them not trust it, and were
concerned that the objective was to access their data instead. On the other hand, participants that trusted the app indicated that the reason was because of explanation of its purpose and the information that the add on gave them and because it fulfilled its objective of identifying and blocking trackers.

However, in this paper, we compared concerns and assurances between privacy and non-privacy related tools and additionally have qualitatively evaluated reasons for the users’ privacy concerns.

3 Method

This section defines the underlying research questions and describes the main points of the study protocol, including the design and the execution of the experiment. The study protocol including the full questionnaire is available as supplementary material.

3.1 Research Questions

Research on user perception of PETs has established that users have privacy concerns towards these tools. Research has not investigated whether these concerns are unique or not. Privacy tools that take users’ text or image data as input, detect information and (possibly) apply a transformation have obvious counterparts in non-privacy tools (e.g. tools that analyze the sentiment of social media posts or that apply face filters). Therefore, it is possible to investigate how privacy concerns towards privacy tools compare to concerns about similar non-privacy tools. We define the following research questions for this study.

- R1: Is the level of privacy concern towards privacy tools different from concern towards non-privacy tools? Is that level dependent on the type of data (text or images) that is processed?
- R2: Are the reasons for privacy concerns qualitatively different for a privacy tool than for a non-privacy tool, and for different types of data?

In addition to questions about privacy concern differences, we were also interested in how these concerns might be reduced. Therefore, we also investigate the following research question.

- R3: Which type of assurances do participants think will reduce their privacy concerns? Is this perception affected by the type of tool and the type of data?

To address the research questions, we designed a between-subjects factorial experiment with two factors. The experiment was designed to test the priming effect of the type of tool and data. We defined a Tool type factor, with the levels Non-privacy tool and Privacy tool, and a Data type factor, with the levels Text and Image. The combination resulted in 4 experimental conditions.

3.2 Interface Development

To test the effect of the tool and data type factors on privacy concerns, we developed the interface of a fictitious tool. We defined the characteristics of the tool taking into consideration that its content input, transformation and output should be as similar as possible for all experimental conditions. We also determined that the tool would be described as a mobile app to participants, as apps similar to the non-privacy app described in the study currently exist and many privacy tools are proposed as mobile apps. However, we kept the interface design close to a rough prototype, since aesthetics can have an influence on user perception [34]. The interface was progressively refined; Figure 1a, for text data, and Figure 1b, for image data, show the final version.

The interface structure was divided into detection, inference and transformation sections. The detection section consisted of an example of content (text or image), with highlighted information. For text, we highlighted phrases referring to potentially privacy sensitive topics. For images, we highlighted people’s faces. In the inference section, the tool then showed a message and the topic(s) detected, and showed a suggestion of how this content could be transformed. In the transformation section, we chose to obfuscate the content, an approach taken by existing proposals for preserving privacy [24, 31]. For the text content, the privacy tool removed references to the topic in the highlight, and the non-privacy tool added a relevant emoji after the highlight. For the image content, the privacy tool obscured the faces with a grey smiley sticker, and the non-privacy tool added a sticker above the faces. We chose to obscure the faces with a sticker rather than masking with a solid box to make the transformations in both types of tools more comparable, and because masking is not preferred by users [31]. Finally, the interface showed the options a
user could choose for their content. The text content was obtained from Sentiment140 [13], a dataset collected from Twitter. We chose the dataset for the short length of texts, easier for participants to read, and because text-based privacy tools have also targeted this type of texts [52, 56].

The image content was obtained from COCO [33], a dataset of photos of common scenes and objects, including people. We searched the datasets for content related to topics identified as private or sensitive by existing research [52, 55]. Since the same content would be shown for the Privacy tool and the Non-privacy tool levels, we chose moderately private or sensitive content that would not be completely inappropriate for a non-privacy app.

### 3.3 Task

In the survey, we instructed participants to imagine a scenario where there is a mobile app that can automatically analyze the content that they want to post on social media (“texts” or “photos”). We indicated that the purpose of the app was either to “protect your privacy” (privacy level) or “enhance them for fun” (non-privacy level). The instructions explained that if the app detects that the content contains information that “could be private or sensitive” or “could be enhanced”, it shows a message and gives a suggestion. We indicated that the user had the option to change the content to the suggestion, make changes manually, make no changes or cancel posting. In addition, we indicated that the app was free, was not associated with a social media site (third-party) and that use of the app was voluntary not obligatory. We then showed participants the interface, and 5 examples of content and how the app would highlight it, and instructed participants to imagine that they could post similar content about themselves or about people they know.

### 3.3.1 Ethical Considerations

Our institution’s ethics board has a process for deciding whether a study qualifies as exempt of ethics reviews. The criteria for exemption includes non-medical, non-invasive questionnaire-based research on non-sensitive topics, and our study fell under this qualification. In addition, we provided participants with the following information. We listed the task on Amazon Mechanical Turk with the description of “Give your opinion about an app for social media content” and indicated the approximate time to finish the survey. In the introduction to the task, we included a “note before you start” indicating that the answers would be used in academic research and the instructions on how to answer, after which we included the link to the survey proper. In the survey landing page, we informed participants about the inclusion of an attention question and about the criteria for rejection (bots, unrelated answers). We did not save respondents’ IP addresses. We included a notice that the data would be used in academic research but we did not include a notice on data storage. We did not explicitly mention withdrawal. Finally, we included an open-ended question for feedback and the contact information for the principal researcher at the end of the survey. Participants were from the US. In addition, we did not collect personal information, with the excep-
tion of Amazon Mechanical Turk worker ids, which were necessary to reward participants. The data was then de-identified by removing the worker ids. The data was collected in the United States and analyzed in Japan, thus the European General Data Protection Regulation was not applicable.

3.4 Questionnaire

We measured privacy concern using the Mobile users’ information privacy concerns (MUIPC) scale [59], which was adapted from the Concern for Information Privacy scale [50] to address mobile users’ concerns. The scale considers three dimensions of privacy concern: Perceived surveillance [59], Perceived intrusion [60], Secondary use of personal information [50]. We adapted these items to the scenario in our study (Table 1). The items were measured on a 7-point scale from Strongly disagree to Strongly agree. We also included a follow-up open-ended question (“Please explain your reasons for agreeing/disagreeing to the previous questions on privacy concerns about the app.”).

For measuring the perception of how much would certain assurances reduce privacy concern, we included the question “Please indicate how much would the following privacy assurances and/or provider would reduce your privacy concerns about the app introduced in this survey.” that applied to different types of assurances (Table 2). The types of assurances were obtained from previous research: assurances related to the type of provider [28], related to ads [54], related to institutional assurances stated in privacy policies [61], and related to how the data is processed [29]. The items were measured on a 7-point scale from “Would not lower my privacy concerns at all” to “Would completely erase my privacy concerns”.

In addition, we included single-item questions about intention (“I would use this app in my daily life.”) and willingness to recommend the app (“I would recommend this app to people I know.”), and about satisfaction in the transformation performed by the app. This last item was adapted from Hasan et al. [25]. We included items to characterize the sample: Prior privacy experience [50], Disposition to value privacy [61], items to measure the frequency of posting text/photos on social media, and demographic (age and gender) questions. The questionnaire also included an attention question.

3.5 Survey Pretest and Text/Image Content Validation

We conducted two pretests on the survey, first during an internal workshop with privacy research experts and then with a small number of workers on Amazon Mechanical Turk. In the workshop, we received feedback on questionnaire items, the interface, and the text and image examples that were used in the survey. We calculated an average response time of 10 minutes. A revised version was then pretested with 20 Amazon Mechanical Turk workers. We used the same recruitment conditions and compensation as for the main test, explained in the next section. We additionally compensated workers with a US$1.00 bonus for giving feedback on the survey.

The pretest included questions about the appropriateness of the examples (“The examples of social media posts were appropriate to explain the purpose of the app”) on a 7-point scale from Strongly disagree to Strongly agree. For the Image level, the mean was 6.0, sd=0.54; for the Text level, the mean was 5.9, sd=0.74. In addition, we asked participants about the sensitivity of the five examples of text and image content used in the survey (“Please imagine that the following social media posts are about you or about people you know. With that in mind, how private and/or sensitive do you think the content is?”), rated on a 7-point scale from “Not at all” to “Very much”. For the text examples, the means ranged from 3.2 (sd = 1.75) to 4.9 (sd = 2.38); for the image examples, the mean ranged from 4.2 (sd = 1.62) to 5 (sd = 0.71). This validated that the content was considered moderately sensitive. Finally, we validated that the average time for completing the survey was 10 minutes.

3.6 Participant Recruitment

We recruited participants for our survey using the Amazon Mechanical Turk platform. We limited participation to workers from the USA, who had completed at least 1000 HITs and had a 99% worker approval rating. We set the compensation for participants at US$1.7 for the 10 minute survey, which results in a US$10.20 hourly rate. The survey ran from August 12-13, 2021.


<table>
<thead>
<tr>
<th>Measurement Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS1</td>
</tr>
<tr>
<td>PS2</td>
</tr>
<tr>
<td>PS3</td>
</tr>
<tr>
<td>PI1</td>
</tr>
<tr>
<td>PI2</td>
</tr>
<tr>
<td>PI3</td>
</tr>
<tr>
<td>SU1</td>
</tr>
<tr>
<td>SU2</td>
</tr>
<tr>
<td>SU3</td>
</tr>
</tbody>
</table>

Table 1. Privacy concern dimensions. PS: Perceived surveillance PI: Perceived intrusion SU: Secondary use of information

<table>
<thead>
<tr>
<th>Measurement Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>For-profit</td>
</tr>
<tr>
<td>Non-profit</td>
</tr>
<tr>
<td>Academic</td>
</tr>
<tr>
<td>Data use</td>
</tr>
<tr>
<td>No ads</td>
</tr>
<tr>
<td>No 3rd parties</td>
</tr>
<tr>
<td>Laws/Regulation</td>
</tr>
<tr>
<td>Client-side processing</td>
</tr>
<tr>
<td>Untraceable data</td>
</tr>
<tr>
<td>Process explanation</td>
</tr>
</tbody>
</table>

Table 2. Assurances measurement items.

4 Results

In this section we first describe the sample obtained. We then address the main research questions of the study by comparing the experimental factors’ effect on the privacy concern dimensions, quantitatively and qualitatively. Finally, we analyze the perception of assurances.

4.1 Sample Validation

We collected a total of 250 responses from Amazon Mechanical Turk workers. We identified 45 invalid responses: workers with duplicated responses, and those who had written a completely unrelated answer to the attention question. These responses were rejected; the remaining 205 participants were compensated for answering the survey. We then reviewed the answers to the attention question and frequency of social media posting; we removed from analysis 12 participant who failed the attention question and 8 participants that indicated they never posted on social media. The final sample consisted of 185 responses. The number of responses per condition was Privacy - Text condition, 48; Privacy - Image condition, 51; Non-privacy - Text condition, 41; and Non-privacy - Image condition, 45 responses.

4.2 Participant Characteristics

4.2.1 Demographics

The self-reported gender distribution of participants was 64 (36%) female, 119 (64%) male, 1 non-binary and 1 NA. The participant ages were: between 18-19, 2 (1%); between 20-29, 36 (19%); between 30-39, 17 (51%); between 40-49: 33 (18%); between 50-59, 17 (9%); and between 60-69, 2 (1%). The participants’ reported frequency of social media text posting had a mean = 4.56, sd = 1.94, with a median of 5 (“Once a week”). Image posting frequency had a mean = 3.76, sd=1.93, with a median of 4 (“Multiple times in a month”).
4.2.2 Privacy Experience and Value

We analyzed responses to the Prior privacy experience items separately, because the scale addresses both personal experience and information, and we were interested in characterizing our sample on both of these aspects. The frequency of personally experienced incidents had a mean = 3.34, sd = 1.6, median = 3 ("Infrequently"). The frequency of hearing or reading about information misuse had a mean = 4.72, sd =1.53, median = 5 ("Sometimes"). The frequency of personally being a victim of privacy invasion had a mean = 3.24, sd = 1.69, median = 3 ("Infrequently"). For Disposition to value privacy, we summed the scores of the scale and calculated a mean = 14.37, sd = 4.75, with a median = 15. A one-sample t-test indicated that the mean was significantly higher than the middle of the scale (neutral point). To summarize, on average the participants in our sample reported that they had not frequently been affected by privacy invasion incidents, but that they had sometimes heard or read about them, and they reported a higher than neutral disposition to value the privacy of their personal information.

4.2.3 Interest and Satisfaction

Participants’ intention to use the apps had a mean = 3.87, sd = 1.97, median = 4 ("Neither"), and their willingness to recommend the app had a mean = 4.31, sd = 1.95, median = 5 ("Somewhat agree"). Participants’ satisfaction with the apps’ transformation had a mean = 4.54, sd = 1.68, median = 5 ("Somewhat agree"). The non-parametrical Kruskal–Wallis test conducted on the single-item measures showed no significant differences between the privacy and non-privacy apps, text or image, for any of these variables. In general, participants had a neutral to somewhat positive perception of the apps, and were somewhat satisfied with the transformation.

4.3 Privacy Concerns

To address the research question of whether the level of privacy concern was different among conditions (R1), we quantitatively analyzed the responses to the questions of privacy concern dimension constructs. We first measured the reliability of the privacy concern dimensions’ scales with Cronbach’s alpha: Perceived surveillance had an alpha = 0.91; Perceived intrusion had an alpha = 0.96; and Secondary use of personal information had an alpha = 0.97. All values indicate good reliability and we summed the scores for the analysis.

The separate 2x2 ANOVA on the privacy concern dimensions revealed a significant main effect of the Tool type level on Perceived surveillance $F = 4.77, p = 0.03, \eta^2_p = 0.03$ (small effect size); but no main effect of the Data type level and no significant interaction. Perceived surveillance concern was significantly higher for the privacy tool than for the non-privacy tool (Figure 2). On the other hand, there were no significant effects on Perceived intrusion and Secondary use of personal information. The detail of the ANOVA results are shown in Table 4, and the means and standard deviation of the privacy concern dimensions are shown in 3.

The results indicate that participants have a higher level of concern about their data being collected, and being tracked and monitored by the privacy tool than by the non-privacy tool. On the other hand, participants have the same level of concern about a possible invasion of privacy and about their personal information being shared and misused by the privacy tool as for the non-privacy tool. In addition, those levels of privacy concern are not different whether the tool processes text or image data.

4.4 Reasons for Privacy Concerns

To address the research question of whether the reasons for privacy concern were different (R2), we qualitatively
Table 3. Mean and standard deviation of the privacy concern dimensions.

<table>
<thead>
<tr>
<th></th>
<th>Perceived surveillance</th>
<th>Perceived intrusion</th>
<th>Secondary use of personal info.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>sd</td>
<td>Mean</td>
</tr>
<tr>
<td>Privacy tool</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>14.19</td>
<td>4.75</td>
<td>11.77</td>
</tr>
<tr>
<td>Image</td>
<td>14.53</td>
<td>5.08</td>
<td>11.63</td>
</tr>
<tr>
<td>Non-privacy tool</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>13.00</td>
<td>5.62</td>
<td>12.42</td>
</tr>
<tr>
<td>Image</td>
<td>12.42</td>
<td>5.28</td>
<td>11.22</td>
</tr>
</tbody>
</table>

Table 4. 2x2 ANOVA results for the effect of Tool type and Data type on the privacy concern dimensions.

* indicates significant p-value (p < 0.05).

The process we used to analyze the answers was adapted from the general inductive approach [53], where the “data analysis is guided by the evaluation objectives”. One evaluator reviewed all answers to gain understanding of the reasons and themes included in them. The evaluator identified and defined the categories based on the study questions and on existing privacy research, and created the initial codebook. The codebook was explained and discussed with two coders, who used it to code all answers independently. Many of the participants’ answers referred to multiple themes simultaneously, so each answer was assigned one or multiple categories. We then calculated the inter-rater reliability. Inter-rater reliability indices apply to one-to-one categorization, that is, mutually exclusive categories per answer. Therefore, for the multiple categories, we used the approach to calculate Cohen’s kappa separately for the presence/absence of each category as multiple variables [15].

The initial coding resulted in low agreement between the two coders for some categories, as well as proposals for new categories, so we conducted a second round of discussions of the codebook. As a result, we updated the codebook and the two coders recoded the answers. The results showed low agreement on the No concern category, and we conducted a final review to resolve the differences on that category. The average Cohen’s kappa was 0.65 and the median was 0.66. A value over 0.6 indicates a substantial agreement [30], and this level of agreement applied to the majority of categories. The only case where the level of agreement was slight (< 0.2) was for the “Know about me” category. After the process to resolve the disagreements, the remaining comments where there was still no resolution or agreement between the coders were not used to drive the qualitative analysis or discussion.

We further classified the categories into subconcepts and concepts. Table 5 shows the categories, with example quotes from the Privacy (“PET”) and Non-privacy (“Fun”) levels. The result of the analysis shows that, with one exception, participants referred to similar concepts in their answers for both types of tools. We focused on the similarities and differences at the tool type level, since we did not identify clear differences at the data type level. We have mapped our findings to the three concepts “Beliefs and attitudes”, “Privacy and security concerns”, and “Need for assurances” and describe our categorization in the next subsections.
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Table 5. Results of the coding of the answer to the open-ended question, including quotes. PET: Privacy tool. Fun: Non-privacy tool.
4.4.1 Beliefs and Attitudes

This concept refers to comments that indicated beliefs or attitudes of the participants.

Trust

Answers for the subconcept of Trust were the most frequent answers. In particular the Institutional (dis)trust, described answers that painted all apps or providers, that is, the app ecosystem, as trustworthy or untrustworthy (Fun1). We can gather from the answers in this category that participants’ trust and distrust apply to the privacy tool regardless of its stated objective. A participant in the privacy tool condition indicated: “I don't trust any company with my personal information. [...]”.

The Tool (dis)trust category described answers where participants claim to either trust or distrust the tool but did not make generalizations to other apps (Fun2, PET2). We considered both trust and distrust in both of these categories, but answers that evidenced distrust were more frequent. This type of answer was often found together with the participants’ specific concern aspects such as the collection, selling and misuse of data. Trusting and distrusting comments were balanced regardless of the tools’ objective and there was no clear tendency visible.

Privacy Mindset

General privacy concerns (Fun3, PET3) and No concerns (Fun4, PET4) describe answers where participants indicated that they have or have no privacy concerns in general. Gave up on privacy describes answers where participants have resigned to the state of privacy violations (PET1). Participants are aware that privacy violations exist, but feel that they cannot do anything about them. Furthermore, we found several comments from the participants about the expected business model of the proposed tool, namely the Perception of profit motivation for the privacy tool as well as for the non-privacy tool. Participants were worried that since the tool was said to be free, the only way to make revenue would be to sell their data (Fun5, PET5).

As the name indicates, Nothing to hide described answers where participants’ did not consider that their information needed to be kept private at all (Fun6, PET6). Self-efficacy describes answers that reflected participants self-perceived ability to avoid privacy risks (Fun7, PET7). Limited information taken by the tool describes answers that showed participants’ assumptions about the type of information that the tool would require and concluding that this would limit possible privacy violations (Fun8, PET8). Avoidance of unnecessary apps describes answers where the participants explained that they try to have a minimum number for apps (Fun9, PET9). Often this comment was connected with the participants’ concerns that their data was sold or shared and/or the comment that they do not need a tool like this (holds for the privacy and non-privacy tool). Finally, the Privacy objective of the tool was the only category that applied to the privacy tool exclusively. Some participants indicated that they were not concerned about their privacy because the tool objective was to protect their privacy (PET17).

4.4.2 Privacy and Security Concerns

This concept refers to privacy and security concerns towards the app or its providers (in contrast to general privacy concerns or no privacy concerns from the privacy mindset subconcept). For the privacy tool, the answers touched upon the same concerns as for the non-privacy tool: that the data would be gathered and sold to be used without the users' approval.

Surveillance

Participants were concerned about the Data collection of the tool in general (Fun10), and the privacy tool was also a source of this concern: “Although the app would prevent personal information from being publicly published, the app itself would have a “database” of information [...]”. They also specifically referred to the possibility of the tool Tracking them, i.e. their location (Fun11, PET11).

Intrusion

The Know about me category described participants concerns about intrusion, although these were less frequent. Participants were concerned that the tool would know about their “characteristics, routine” (PET12),
although they did not always mention possible misuse of this knowledge.

**Secondary Use**
The categories *Data misuse* (Fun14, PET10) and *Sell/share data* (Fun13) similarly applied to both types of tools. Referring to the privacy tool, a participant indicated that their privacy concern was “Because all apps seem to take data and sell them for money.”. And a participant in the Non-privacy level indicated “all apps do this. they all collect information and sell it. nothing is free”. These two categories were often found together with *Data collection* in the same answer. Participants were concerned that their data would be used for other things than the tools’ primary purposes.

**Security Risks**
In addition, there were also answers that we categorized as *Security risks*, which described concern about the possibility of hacking or leaks (PET13).

4.4.3 Need for Assurances
This concept groups answers that related to participants’ request for details about the tool and the provider.

**Technical**
*Technical* categories referred to questions about how *Data processing* was conducted (Fun15, PET14), or the type of *Tool permissions* that existed to control access to data in the mobile device (Fun16, PET15).

**Information**
In the *Information* categories, the *Unknown reputation* category consisted of answers that mentioned requiring more information about the provider or from other sources regarding the trustworthiness of the tool (Fun17, PET16). We did not provide information about the fictitious provider beyond stating that it would not be the social media site, so we had expected that participants’ concerns would be related to questions about reputation, but relatively few answers fell under this category. Finally, the *No information about the tool* category referred to participant’s request or need to know more about the tool, such as it’s privacy policy (Fun18), or in general. For the privacy tool, a participant indicated that “(they) didn’t see any information about their rules on data sharing”.

4.5 Perception of Assurances
To address the research question of whether assurances are perceived to reduce participants’ privacy concerns (R3), we conducted separate 2x2 ANOVA for the each of assurance types. The results showed no significant main effect of tool type or data type on any of the assurance types, but there was a significant interaction effect on the *No ads* assurance, F = 4.018, p = 0.047, η² = 0.02 (small effect size) and on the *Process explanation* assurance, F = 6.169, p = 0.014, η² = 0.03 (small effect size). Table 7 shows the detail of the results for the *No ads* and *Process explanation* assurances. The post hoc Sidak-adjusted pairwise mean comparison showed no significant differences between each condition for either of the assurances, which may be due to low power of the test. The non-significant comparisons difficult the interpretation of results, but we report the conditions with the largest difference for reference. For the *Process explanation* assurance, the contrast between the *Non-privacy tool - Image* and *Privacy tool - Image* conditions had the largest difference with an estimate = -0.889, SE = 0.35, p = 0.058. Figure 3 shows the interaction plots.

Next, we conducted separate one-sample t-tests to evaluate if the means were significantly higher from the neutral score of 3, that is if participants thought these assurances would reduce their privacy concerns. All results were significant with a Bonferroni-adjusted p < .001. Table 6 shows the means for all assurances by condition. The results show that participants considered that all types of assurances presented would reduce their privacy concern to some extent or other.

As Figure 3 illustrates, assurances related to data processing (that the data would be processed client-side and that the user data cannot be traced back to them) were the ones with higher means, that is, that participants thought would reduce their privacy concerns more. Next were the assurances that the provider would provide explanation about how the app analyzes the data and that the data would not be sold.
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Fig. 3. Interaction plots (mean and standard error) for perception of assurances. Higher values indicate a stronger perception that the assurance would reduce privacy concerns.

5 Discussion

Taken as a whole, the results of the study suggest a negative situation for privacy tools. At best, participants have the same level of privacy concerns towards privacy tools than towards non-privacy tools. At worst, participants report more concern that the privacy tools will collect their personal information and monitor their behavior, compared to non privacy tools. That is, that the priming effect of the privacy purpose of the tool is an increase in perceived surveillance concern.

On the other hand, the reasons that participants give for their privacy concern towards both tools are very similar. In particular, the frequent mentions of institutional distrust towards the app ecosystem indicate that the current widespread situation of online data collection, selling and use (in particular for ad revenue) negatively affects all types of tools. The quantitative results show that the level of perceived surveillance concern was higher for the privacy tool, but we did not find that the reasons reported in the open-ended questions clearly explained why there was a difference. Xu et al. [59] indicates that Perceived surveillance pertains specifically to the act of collecting the data, but the answers that mentioned data collection were similar in number as those that mentioned selling or sharing of data and data misuse, for both types of tools. The analysis of the assurances that participants’ thought would lower their privacy concerns also do not offer hints for the difference in surveillance concern. However, we note one of the assurances that was most positively perceived was related to the data collection aspect: the assurance that the data would remain in the device. We showed that both types of tools take the same data as input and process it in a similar way (detecting some information and transforming the content) and therefore the difference likely comes from the priming effect of the privacy objective of the tool, but we lack information to clearly state why this affects the surveillance dimension and not the others. Future research should investigate in detail the reasons for the differences found.

Table 6. Mean of assurances items per experimental condition.

<table>
<thead>
<tr>
<th>Assurance</th>
<th>Privacy tool</th>
<th>Non-privacy tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text</td>
<td>Non-profit</td>
<td>Academic</td>
</tr>
<tr>
<td>For-profit</td>
<td>3.71</td>
<td>3.98</td>
</tr>
<tr>
<td>Non-profit</td>
<td>3.58</td>
<td>3.63</td>
</tr>
<tr>
<td>Academic</td>
<td>4.15</td>
<td>4.39</td>
</tr>
<tr>
<td>Data use</td>
<td>3.56</td>
<td>3.88</td>
</tr>
<tr>
<td>No ads</td>
<td>3.21</td>
<td>3.69</td>
</tr>
<tr>
<td>No 3rd parties</td>
<td>4.27</td>
<td>4.67</td>
</tr>
<tr>
<td>Laws/Regulation</td>
<td>4.13</td>
<td>4.26</td>
</tr>
<tr>
<td>Client-side processing</td>
<td>4.48</td>
<td>4.92</td>
</tr>
<tr>
<td>Untraceable data</td>
<td>4.27</td>
<td>4.94</td>
</tr>
<tr>
<td>Process explanation</td>
<td>4.00</td>
<td>4.67</td>
</tr>
</tbody>
</table>

Table 7. 2x2 ANOVA results for the effect of Tool type and Data type on the perception of No ads and Process explanation assurances.

<table>
<thead>
<tr>
<th></th>
<th>F-value</th>
<th>p-value</th>
<th>F-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool type</td>
<td>0.201</td>
<td>0.654</td>
<td>1.284</td>
<td>0.259</td>
</tr>
<tr>
<td>Data type</td>
<td>0.032</td>
<td>0.858</td>
<td>0.111</td>
<td>0.740</td>
</tr>
<tr>
<td>Tool x Data</td>
<td>4.017</td>
<td>0.047 *</td>
<td>6.169</td>
<td>0.014 *</td>
</tr>
</tbody>
</table>

* indicates significant p-value (p<.05).
Expectations on the Tool Provider’s Business Model
Comments about privacy concerns because the tools have been announced to be free are in line with observations from Han et al. [16] who found that consumers expect paid apps to have better security and privacy behaviors than their free counterparts. However, in the same paper it was also stated that there is no clear evidence that paying for an app will avoid extensive data collection in practice since often the paid and free version of the app share a common code base including third-party libraries and requesting dangerous permissions. Thus, this might be a misperception on the users’ side.

Relation between Concerns and Assurances
The observation that the level of privacy concern was rather high is reflected by finding frequent comments on all three dimensions of the MUIPC scale used to measure the privacy concerns: Perceived surveillance, Perceived intrusion, and secondary use. There were also comments that addressed concerns regarding Security risks, Perceived control, and Trust. We found comments on the expected business model (free versus paid tools), about the processing of the data which could be mapped to process explanation and client-side processing, which relate to the assurances that we investigate in this study. However, we also found comments related to the assumption that the tool provides permissions and on the reputation of the provider, which were not included in the list of assurances. This suggests that further research could focus on the influence of other types of control assurances on privacy concerns.

Privacy-by-Design for Privacy Tools
The qualitative answers show that there are participants that give the benefit of the doubt due to the privacy objective of the tool. Emphasis on the privacy objective, in combination with assurances such as being clear who provides the app, may help reduce privacy concerns in some participants. However, a strong reason for participants’ concerns was their perception of the state of app ecosystem with regards to the selling, sharing and misuse of data. And participants’ report that assurances related to how their data is processed would reduce their concern.

Unfortunately, proposals for privacy tools do not often include discussions of how users’ data would be protected. Naturally, researchers do not assume that they would themselves misuse the personal information, but as participants’ indicate, there are hacking and leakage security risks.

From a technical point of view, the data processing of the privacy tools described in our study does not differ from the non-privacy tools. Therefore, one way to address this issue is to use techniques that maintain the privacy of the data being processed, and to design the privacy tools in a way that minimizes data collection and storage. While privacy by design [7] can help with the implementation, privacy preserving techniques, such as Federated Learning [58], Homomorphic Encryption [45], Secure Multiparty Computation [46] or Differential Privacy [11] can be used to ensure technically that the user data stays private. These efforts are not trivial, as these techniques can affect the performance and implementation costs of the solutions Bagdasaryan et al. [1].

In addition, data privacy preserving techniques can be difficult to communicate to users, who may not grasp the technical details. Thus, it is important to educate the users about the tool and explain them how it works. A recent study [44] on the German contact tracing app (Corona Warn App) asked participants of a survey four questions about the Corona Warn App and compared it with their privacy concerns. Since the Corona Warning App was designed with privacy in mind, non surprisingly those who could answer three or all four questions correctly had significantly less privacy concerns than participants with a lower number of correct answers. However, since there was also a correlation between users of the Corona Warn App and knowledge about the app, the question of causality is still open: Are users more knowing and have less privacy concerns because they use the app or do knowing users have less privacy concerns, and thus use the app?

5.1 Limitations

The study has a number of limitations. The main limitation is related to the generalizability of results. We used a fictitious app and only showed an interface screenshot. Although many proposals for privacy tools such as the one we describe exist, there are no implementations that we could use while controlling for factors such as provider and the effect of design aesthetic. Nevertheless, this limits how believable the scenario is for the participants, and their responses may be different for real apps. Another barrier to generalizability is the content used for the examples of how the tool would work. We used text and images from publicly available datasets,
so there is a limit to how strongly participants may have associated that content with content they would post themselves, and this could have biased the results. We did not follow an ideal process for informed consent, as we did not include mention of the possibility of withdrawing from the study, and did not mention how the participants’ data would be handled. We did not include ethnicity or other demographic questions besides age and gender, and we did not analyze whether the results were dependent on these characteristics. Finally, we recruited participants from Amazon Mechanical Turk, which may have introduced bias. Amazon Mechanical Turk works have a have been reported as likely to use social media, but they are also reported to have higher privacy concerns [27].

6 Conclusion

Although the fact that users have concerns towards privacy tools that process user data has been reported in evaluation of these tools, no studies have addressed whether the issue is unique to the privacy tools or the same as for other tools that process user data. In this study, we addressed the question of whether these concerns are different, by conducting an experiment and analyzing the results quantitatively and qualitatively. The results showed that privacy tools appear to be at disadvantage: for the dimension of perceived surveillance, participants report a higher level of concern than for the non-privacy tools. And for dimensions of perceived intrusion and secondary use of personal information concern, participants have the same level of privacy concern. In addition, the reasons for this concern are also similar, and participants’ opinions on the data practices of the app ecosystem affect privacy tools as well. Finally, participants prefer assurances about data processing, which reflects their main reasons for concern. Future research in planned to investigate in more detail which type of assurances would work to reduce privacy concerns towards privacy tools.
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Appendix

We describe the research objective and questions, study design, criteria for recruiting participants and the survey instrument of the present study.

Research Objective

The objective of the present study is to evaluate how privacy concerns towards privacy tools compare to concerns towards non-privacy tools. Specifically, we evaluate the following research questions:

- Is the level of privacy concern towards privacy tools different from concern towards non-privacy tools? Is that level dependent on the type of data (text or images) that is processed?
- Are the reasons for privacy concerns qualitatively different for a privacy tool than for a non-privacy tool, and for different types of data?

Study Design

To address the research questions, we designed a between-subjects factorial experiment with two factors:

- Tool type: The type of tool that processes the data, with the following levels:
  - Privacy tool: the purpose of the tool is to preserve privacy.
  - Non-privacy tool: the purpose of the tool is enjoyment or fun, not related to privacy.
- Data type: The type of data that the tool processes, with the following levels:
  - Text: only words or characters such as emojis.
  - Images: only image content such as photos.

The combination results in 4 experimental conditions.

Criteria for Participants Recruited

We used the Amazon Mechanical Turk platform to recruit participants. The task was posted on the platform as follows:

- Description: Give your opinion about an app for social media content. 10min. approx.
- Keywords: social media, content, survey

The criteria (qualifications) for participants were as follows:

- Worker approval Rate (%) greater than or equal to 99%
- Number of HITs approved greater than or equal to 1000
- Location is US

Survey Instrument

This section contains the description of the survey and questions shown to participants. The first subsection shows the description of the task and access to the survey, the second subsection shows the questionnaire itself.

Description and Access to the Survey

Amazon Mechanical Turk workers that accessed the task were shown the following information, followed by a link to the survey.
Task
Give your opinion about an app for social media content

Important
Please complete only 1 HIT. We cannot accept duplicated responses.

Note before you start:
- The answers you provide will be used in academic research.
- The survey should take around 10 minutes.
- Use a desktop computer or a laptop for this task, not a mobile device.

Instructions:
- Click on the link below to complete the survey.
- In the survey, you will be asked to input your Amazon Mechanical Turk WorkerID. Please make sure to fill it correctly.
- At the end of the survey, there will be a confirmation message with a completion code to paste into the box below.
- Make sure to leave this window open as you complete the survey. When you are finished, return to this page to paste the code into the box.

Thank you.

Survey

The following is the full survey for the study. * indicates mandatory questions.

Opinion on App for Social Media Content

Thank you for participating in this survey.

Note before you start:
We have included a question to monitor attention. There are no right or wrong answers (except to the attention question), so please give your honest opinion. In addition, please be aware that we will monitor and reject bot-generated answers, or answers that are completely unrelated to the question.
There are 19 questions in this survey

A note on privacy:
This survey is anonymous.
The record of your survey responses does not contain any identifying information about you, unless a specific survey question explicitly asked for it. If you used an identifying token to access this survey, please rest assured that this token will not be stored together with your responses. It is managed in a separate database and will only be updated to indicate whether you did (or did not) complete this survey. There is no way of matching identification tokens with survey responses.

Instructions

Please imagine the following scenario
—— [Privacy - Text condition] ——
There is a mobile app that can automatically analyze the texts you want to post on social media to protect your privacy.
The app works as follows:
- You can write the text that you want to post and the app will automatically analyze its content.
- If the app detects that the text contains information that could be private or sensitive, it shows a message and gives a suggestion.
- The app also highlights the most important parts that can be transformed.

—— [Non-privacy - Text condition] ——
There is a mobile app that can automatically analyze the texts you want to post on social media to enhance them for fun.
The app works as follows:
- You can write the text that you want to post and the app will automatically analyze its content.
- If the app detects that the text contains information that could be enhanced with emojis, it shows a message and gives a suggestion.
- The app also highlights the most important parts that can be transformed.

—— [Privacy - Image condition] ——
There is a mobile app that can automatically analyze the photos you want to post on social media to protect your privacy.
The app works as follows:
You can upload the photo that you want to post and the app will automatically analyze its content.

If the app detects that the photo contains information that could be private or sensitive, it shows a message and gives a suggestion.

The app also highlights the most important parts that can be transformed.

—— [Non-privacy - Image condition] ——
There is a mobile app that can automatically analyze the photos you want to post on social media to enhance them for fun.

The app works as follows:

- You can upload the photo that you want to post and the app will automatically analyze its content.
- If the app detects that the photo contains information that could be enhanced with stickers, it shows a message and gives a suggestion.
- The app also highlights the most important parts that can be transformed.

—— [All conditions] ——
You can choose one of the following options:

- Change the post to the suggestion
- Make changes manually: you can modify the suggestion, choose different transformation options, or change the post completely.
- Post without making any changes
- Cancel posting.

Other information about the app:

- The app is free.
- The app is a third party app, and not associated with a social media site.
- Use of the app is voluntary not obligatory.

Below is an example of how the app would work:

[Interface image corresponding to the condition]

Below are some examples of content and how the app would highlight it.

Please check them, imagining that you could post similar content about yourself or about people you know.

[5 examples of highlighted text or images, depending on the condition]

Q1. What was highlighted in example 3?*

Q2. Please indicate your agreement/disagreement with the following statements:*

- I would use this app in my daily life.
- I would recommend this app to people I know.
- I can think of people I know who would use this app.
- Using the app would get annoying.
- The app's automatic suggestion is satisfying.

- Strongly disagree
- Disagree
- Somewhat disagree
- Neither
- Somewhat agree
- Agree
- Strongly agree

Q3. Please explain your reasons for agreeing/disagreeing to the previous questions about the app. (open-ended)

Next, we will ask you some questions regarding privacy concerns that you may have about the app introduced in this survey.

Q4. Please indicate your agreement/disagreement with the following statements about the app introduced in this survey:*

- I believe that the location of my mobile device would be monitored at least part of the time by the app.
- I am concerned that the app could be collecting too much information about me.
- I am concerned that the app could monitor my activities on my mobile device.

- Strongly disagree
- Disagree
- Somewhat disagree
- Neither
- Somewhat agree
- Agree
- Strongly agree

Q5. Please indicate your agreement/disagreement with the following statements about the app introduced in this survey:*

- I feel that as a result of my using the app, others would know about me more than I am comfortable with.
- I believe that as a result of my using the app, information about me that I consider private would be more readily available to others than I would want.
• I feel that as a result of my using the app, information about me would be out there that, if used, will invade my privacy.
  - Strongly disagree
  - Disagree
  - Somewhat disagree
  - Neither
  - Somewhat agree
  - Agree
  - Strongly agree

Q6. Please indicate your agreement/disagreement with the following statements about the app introduced in this survey:*
• I am concerned that the app could use my personal information for other purposes without notifying me or getting my authorization.
• When I give personal information to use the app, I am concerned that it could use my information for other purposes.
• I am concerned that the app could share my personal information with other entities without getting my authorization.
  - Strongly disagree
  - Disagree
  - Somewhat disagree
  - Neither
  - Somewhat agree
  - Agree
  - Strongly agree

Q7. Please explain your reasons for agreeing/disagreeing to the previous questions on privacy concerns about the app.

Q8. Please write any other privacy concerns you have about the app.

Q9. Please indicate how much would the following privacy assurances and/or provider would reduce your privacy concerns about the app introduced in this survey.*
• The provider is a reputable for-profit company.
• The provider is a non-profit organization.
• The provider is an academic organization.
• The provider’s privacy policy says that they will only use your data for improving the app.
• The app doesn’t have ads.
• The provider’s privacy policy says that they will not sell your data to third parties.
• The provider’s privacy policy says that they follow laws and regulations for personal data protection.
• Your data is processed in your own mobile device, and not sent to the provider.
• Your data is processed so that it cannot be traced back to you.
• The provider explains how the app analyzes your content to detect and transform it.
  - 1. Would not lower my privacy concerns at all
  - 2
  - 3
  - 4
  - 5
  - 6
  - 7. Would completely erase my privacy concerns

Q10. Please write any other assurance and/or any information that would reduce your privacy concerns.

Q11. Please indicate your agreement/disagreement with the following statements:*
• Compared to others, I am more sensitive about the way my personal information is handled.
• Keeping my information private is the most important thing to me.
• Compared to others, I tend to be more concerned about threats to my information privacy.
  - Strongly disagree
  - Disagree
  - Somewhat disagree
  - Neither
  - Somewhat agree
  - Agree
  - Strongly agree
Q12. Please answer about your previous privacy experience.*
- How often have you personally experienced incidents whereby your personal information was used by some company or e-commerce web site without your authorization?
- How much have you heard or read during the last year about the use and potential misuse of the information collected from the Internet?
- How often have you personally been the victim of what you felt was an improper invasion of privacy?
  - Never
  - Less than once in a month
  - Once in a month
  - Multiple times in a month
  - Once in a week
  - Multiple times in a week
  - Once in a day
  - Multiple times in a day

Q13. Please answer about your social media posting behavior.*
How often do you write a text post on social media?
How often do you post photos on social media?
  - Never
  - Very infrequently
  - Infrequently
  - Occasionally
  - Sometimes
  - Frequently
  - Very frequently

Q14. Do you use or know a mobile app similar to the one introduced in this survey?*
  - I have installed a similar app and use it frequently
  - I have installed a similar app and use it frequently
  - I have installed a similar app but I don’t use it much
  - I have installed a similar app but I don’t use it much
  - I know a similar app but I haven’t installed it I know a similar app but I haven’t installed it
  - I don’t know a similar app I don’t know a similar app

Q15. Please write any other opinion or comment you wish to give about the app or the survey.

Demographics
Q16. Please indicate your age*
  - 18 - 19
  - 20 - 29
  - 30 - 39
  - 40 - 49
  - 50 - 59
  - 60 - 69
  - 70 +

Q17. Please indicate your gender*
  - Female
  - Male
  - Other (write-in)

Q18. Please enter your Amazon Mechanical Turk Worker ID*
Thank you for your participation.
Completion code: [generated code]
Please paste the code in the Amazon Mechanical Turk page.
Submit your survey.
Thank you for completing this survey.