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ABSTRACT
Personal Privacy Assistants (PPAs) can support users in managing
their privacy. Conducting a user study, we provide qualitative and
quantitative insights into how users imagine their PPA and how
PPAs designs can appear for different user groups. We highlight
five aspects derived from the literature that are essential when
designing a PPA: What features should the PPA have? How should
the PPA learn the users’ preferences? What level of user involve-
ment in its decisions should the PPAs have? Which vendor should
offer the PPA? What data are users willing to disclose to their PPA?
Our results provide a holistic view of user perceptions of PPAs. We
identify two user groups that differ in their characteristics, such
as technology affinity and privacy concerns, and have different
ideas of a PPA in terms of automation level and provider, for exam-
ple. We discuss our results in relation to the literature and derive
recommendations for designing PPAs to fulfill user needs.

KEYWORDS
Personal Privacy Assistant, User Study, Interview, Privacy by De-
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1 INTRODUCTION
For many users, protecting their digital privacy remains a chal-
lenging task. So-called Personal Privacy Assistants (PPAs) are a
promising approach to help users manage their privacy. The re-
search literature already contains various concepts [8, 25, 53], pro-
totypes [34, 38], and real world systems [1, 39] of PPAs for differ-
ent contexts, such as online social networks [12, 38, 39], Internet
of Things (IoT) devices [5, 9, 10, 19, 49] or mobile app permis-
sions [34, 43, 45]. Previous studies have tended to focus on specific
aspects of the PPA such as its functionality [31] or level of automa-
tion [8]. Moreover, users have mostly not been involved in the
design of PPAs from the outset, but have only been asked for their
opinions on prototypes or finished PPA designs already developed
without user involvement as part of evaluation studies. However,
this does not correspond to the user-centered product development
process long established in UX design [23], which is intended to
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ensure that a product is designed precisely according to the needs
of users and therefore takes them into account in all steps. We fill
this gap by taking a holistic user-centered approach, which is state
of the art in product development and begin by raising the research
question:

• RQ 1: How do users imagine their PPA?

Answering this question will lead us to better understand the
user context, the users’ needs and perceptions. Previous research
suggests that users differ in their perceptions of a PPA and one
solution may not fit all [40, 46, 53]. Therefore, we investigate the
existence of different user groups by answering the research ques-
tion:

• RQ 2: How do different user groups imagine their PPA?

We picked mobile app permissions as a use case, because it is an
everyday use case that is relevant for a broad target group and at the
same time generic enough to derive implications for other contexts.
To address our research questions, we first reviewed the literature
and then conducted a user study. (1) Literature Analysis: We deeply
analyzed the existing literature on PPAs and derived five essential
aspects to consider when designing PPAs: functions and features of
the PPA, preference learning of the PPA, level of user involvement
in the PPAs decisions, vendor of the PPA, and data disclosure to the
PPA. (2) User Study: We mapped the five aspects mentioned above
in the form of stations in an online survey. For an overview see
Figure 1. In these stations, we asked 636 participants in total to de-
sign their PPA. To ensure that participants understood the material
and to understand the background to their design decisions, we
initially accompanied 12 participants in the process with in-depth
interview questions as part of a pilot study. The results indicate
that users primarily want their PPA to set privacy settings for them
and notify them of harmful app accesses. The preferred way for
the PPA to elicit participants preferences is to use a questionnaire.
Most participants consider a national hacker association to be the
vendor of their PPA. Participants are most likely to disclose their
data if they see a point in doing so, such as providing informa-
tion about the purpose of their PPA. However, different users also
imagine their PPA differently. Our analyses reveal two groups that
differ significantly in a variety of user characteristics (e. g., age and
privacy concerns) and their ideas about PPA design (e. g., level of
user involvement, vendor, data disclosure). The contributions of
this work are fourfold:
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• We provide a deep analysis of the literature on PPAs and a
synthesis on five essential aspects to consider when design-
ing PPAs.

• Building on the literature, we explore the design space of
PPAs and present a holistic picture of how users imagine
their PPA.

• We identify two statistically significantly different user groups
and show their different ideas of a PPA.

• We show how different elements from the design space for
PPAs can fulfill psychological needs of the users. Based on
this, we give concrete recommendations for the design of
the PPA to fulfill user needs and contribute to a positive user
experience.

2 RELATEDWORK
We have carefully analyzed the literature on Personal Privacy Assis-
tants (PPAs) and derived five aspects that we think are essential to
consider when designing PPAs: functions and features, preference
learning, level of user involvement in the PPAs decisions, vendor
of the PPA, and data disclosure to the PPA. In the following, we
provide an overview of related work on PPAs and go on to review
research on the aspects mentioned above.

2.1 Personal Privacy Assistants (PPAs)
Privacy is according toWestin [57, pg.7] “the claim of individuals [...]
to determine for themselves when, how, and to what extent information
about them is communicated to others”. However, users face a variety
of challenges when trying to enforce this claim. These include a
feeling of being overwhelmed [3], and a lack of awareness and
knowledge by users of how they can protect their privacy [51].
PPAs are a promising approach to address these issues. These are
systems that know the intentions of their users and support them
in managing their privacy in their own interests [8, 54]. They are
usually web applications [39] or applications that users install on
their devices, such as smartphones [9].

One example for a PPA stems from Sadeh et al. [48]. Their PPA
is a mobile app that allows users to discover and control what data
is collected about them by Internet of Things (IoT) technologies
in their environment. The PPA shows on a map the IoT devices,
such as cameras, in the user’s neighborhood. Beside this example,
the research literature already contains various concepts [8, 25,
53], prototypes [34, 38] and real world systems [1, 39] of PPAs for
different contexts, such as Online Social Networks (OSN) [12, 38, 39,
54], IoT devices [5, 9, 10, 19, 49] or mobile app permissions [34, 43,
45]. Despite of proposing design [43] and digital architecture [45]
solutions for mobile app permissions, there is either a lack of a
generalized design space [43] or the user’s perspective remains
quite unnoticed [45]. To account for this, in our study we will
derive a design space for PPAs from related work and explore the
user perception of the various aspect concerning a PPA design.
By deriving a design space for PPAs and extensively analyzing
the literature on PPAs we propose functions and features that are
necessary and demanded by users.

Previous studies have focused on different aspects of PPAs, such
as their functionality [31], their level of automation [8] or ways to
learn users’ preferences [40]. However, the number of studies on

user perspectives on PPAs is limited. Notable studies come from
Liu et al. [34], Colnago et al. [8], and Stoever et al. [53] that each
follow a different methodological approach.

In a field study Liu et al. [34] showed the effectiveness of PPAs
for mobile permission management when tailored to specific user
groups, in this case tech-savy and privacy-conscious participants.
For their PPA, they first developed privacy profiles for users, then
determined which profile best fits each user, and finally determined
mobile app permissions based on the selected profile. Further they
provide evidence that profile-based recommendations are found
helpful by users. Adding to this, in our study we examine how a
broader range of users perceives preference learning giving impor-
tant insights for developing user profiles and preference learning.

Using semi-structured interviews with 17 participants, Colnago
et al. [8] investigated how users perceive PPAs with different levels
of automation and expanded on the work of Liu et al. [34]. They
find “that participants weigh the desire for control against the fear of
cognitive overload” [8, pg.1] when choosing the automation level
of the PPA and recommend modular PPAs with configurable lev-
els of automation. As this finding shows the importance to pay
attention to the users’ needs in developing a PPA, it is only ap-
plicable to the three investigated hypothetical implementations
with increasing levels of automation. While Colnago et al. [8] focus
on qualitative findings through interviews, we complement their
qualitative insights into user’s perception of the three investigated
implementations with a large-scale quantitative study. We take up
the aspect of automation in terms of different user involvement in
PPA decisions and look at both qualitatively and how it relates to
other design aspects of a PPA.

Providing a novel research approach, Stoever et al. [53] explored
in a pilot study with help of a user workshop users’ perceptions on
different aspects of a PPA. Their results give a hint that different
user types have different ideas about their PPA. Following up on this,
in research question RQ2, we investigate how different user groups
imagine their PPA and identify two user groups (Pragmatists and
Fundamentalists) which follow Westin’s privacy classification [29,
57].

The given diversity of literature on PPAs suggests that there are
a variety of aspects to consider when designing a PPA. Although
there is evidence that it is important to consider different PPA
aspects together from a user perspective because they influence
each other [19], this has been little researched (e. g., [34]). We have
analyzed the literature on PPAs in depth and clustered it into five
aspects that we believe are essential to consider when designing
PPAs. These aspects are the starting point for the five stations that
form the core of our pilot and main study and are now described
below.

2.2 Functions and Features of the PPA
PPAs can fulfill different functions. Functions describe the goal
that a product should fulfill. Features are the implementations of
functions [11]. We analyzed the literature on PPAs and assigned the
features studied therein to a total of five functions. An overview of
the extracted functions and features can be found in Table 1. These
five functions with a total of ten associated features (see Table 1)
form the basis for Station 1 of the user study.
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Figure 1: The figure shows the five stations with themes covered and methods used. The stations form the basis for the pilot
and main study.

Table 1: Functions and features of a PPAs derived from the literature.

Functions Features Literature

Setting configuration: Wherever pri-
vacy settings are possible, the PPA sets
them in the user’s interest.

Setting configuration: Wherever settings are possible that affect the
user’s privacy, the PPA sets them in their interest.

[5, 34]

Support with decisions: The PPA
helps the user to make their decisions
in line with their privacy preferences.

Indicator: Privacy indicator that rates apps in the store. [27, 52]
Reminder: Reminder of personal privacy preferences. [34]
Recommendations: Step by step guide for privacy settings. [19, 34, 39]

Create awareness: The PPA informs
the user when their privacy is violated
or not fulfilled in their sense.

Notification - apps: Notifications when applications want to access
privacy compromising information.

[1, 34]

Notification - devices: Notification about devices in the user’s envi-
ronment that could affect their privacy.

[8, 10, 37, 42, 49]

Statistics: Statistics about the user’s privacy behavior. [2, 34]

Teach knowledge: The user can use
their PPA to learn how to better protect
their privacy.

Learning units: Learning units about privacy. [14, 19]

Motivate: The PPA motivates the user
to manage their privacy.

Praise: Praise for privacy-relevant behavior. [26]
Gamification: Gamification in form of privacy challenges and rewards. [14]

2.3 Preference Learning of the PPA
For optimal personalized functionality, the PPA can learn users’
preferences and create a profile based on it [33–35, 39]. Here, the
literature also provides multiple possibilities:

• Data: The PPA determines the users’ preference based on
the data they provide to them [44].

• Automatically: The PPA automatically determines the users’
preference based on the existing permissions for the users’
apps [30, 38, 54].

• Questions: The PPA determines the preferences based on
questions [34, 44].

• Fictitious Scenarios: The PPA provides the users with ficti-
tious scenarios with decision options, which are used to
determine the users’ preferences [21].

• Select Profile: The PPA presents profiles to the users to choose
from [5]. These profiles can be based on Westin’s personas
(Fundamentalist, Pragmatist, and Unconcerned) [29, 57].

• Notifications: The PPA provides the users with fictitious no-
tifications with decision-making options to determine their
preference [34].

These six possibilities of how the PPA can learn users’ preferences
serve as the basis for Station 2 of the pilot and main study.

2.4 Level of User Involvement in the PPAs’
Decisions

Related work shows, that the level of user involvement in the deci-
sions of the PPA can range from high involvement, where the PPA
is little automated (e. g., [24, 38]) to low involvement with a fully
automated PPA (e. g., [58]). An example for high user involvement
is described by Kasaraneni et al. [24]. Their self-learning privacy
assistant gives users a privacy score at the moment they want to
share information, and users can then decide whether or not to
proceed. An example of low user involvement is Wijesekera’s [58]
approach, whose goal is to automatically make privacy decision
without the user’s intervention. Colnago et al. [8] investigated
user perceptions of different levels of automation in PPAs and rec-
ommended that approaches are needed that address the differing
automation preferences of users. In Station 3 of our study, we will
therefore investigate what level of involvement in the PPAs deci-
sions users prefer. We also aim to set these involvement preference
in the context of various other PPA aspects.
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2.5 Vendor of the PPA
Colnago et al. [8] found that users desire the possibility to choose
the source of the PPAs recommendation. Also, Stoever et al. [53]
suggest that the vendor’s intent plays a role. Vendors can be large
tech companies with different geographic locations (Europe, North
America, Asia) with different products (telecomunication providers,
OSNs, smartphone providers), NGOs, privacy activists, companies
already offering a PPA, government organizations, or research in-
stitutions. In Station 4 of our pilot and main study, we want to shed
light on which providers users prefer and why.

2.6 Data Disclosure to the PPA
Research shows that certain user data, e. g., extracted from Facebook
posts [44], can be helpful to build a user profile and thus creating a
helpful PPA. However, users are not always willing to share their
data and differentiate which data they share and with whom [20].
What data users are willing to share with a PPA is still unclear and
will be investigated in Station 5 of our study.

3 METHOD
We conducted a survey study to quantitatively explore the design
space for a PPA (RQ1). Furthermore, we were interested in whether
different user groups have different preferences for their PPA (RQ2).
We first conducted a qualitative pilot study to gain a deeper un-
derstanding of users’ ideas about the PPA. In this pilot study, we
used think aloud and semi-structured interviews to understand
why participants make certain choices when designing their PPA.
Since we used the survey questionnaire as basis for the interviews,
the pilot study also served to ensure that the study material was
understandable and complete. In the following, we first introduce
the method of the pilot study and then present in detail the method
of the main study.

3.1 Pilot Study
In the following, we present the study procedure, information on
data collection, data analysis, recruitment and participants and
ethical considerations of the pilot study.

3.1.1 Procedure. The core of the pilot study is the online survey
used in the main study (see Section 3.2 for details), which partici-
pants answered in a one-on-one interview setting using think aloud.
In addition, the participants were asked several semi-structured
interview questions before, during, and after completing the survey.
We used think aloud, where a researcher encouraged the partici-
pants to speak out their thoughts while completing the study, to
assess participants’ understanding of the study material. The in-
terview questions aimed to gain deep insights into the thoughts
and decisions of the participants. For the survey and interview
questions, the reader is referred to Appendix A. The entire study
materials can be found here [55].

3.1.2 Data Collection and Analysis. Interviews were conducted
remotely [36] using the Zoom video-call tool and recorded using
Zoom’s recording function and stored locally only [60]. The inter-
views lasted between 22-46 minutes. The responses from the five
stations and the final questionnaire were collected using the online
survey tool SoSci Survey [32]. We manually transcribed the audio

recordings of the interviews into written form. We then conducted
a thematic analysis following six phases suggested by Braun and
Clarke [5] and using MAXQDA as software support [56]. First, one
researcher went through all transcripts and coded the data on the
sentence level to iteratively develop a codebook, going back and
forth several times. The codebook was then discussed with another
researcher and refined throughout the discussions. Then, two re-
searchers independently coded the interview transcripts using the
final codebook. Discrepancies between the results of the two cod-
ing runs were discussed and codes were adjusted accordingly. The
codebook with its themes and categories can be found in Appen-
dix B. For the descriptive analysis of the survey responses, we used
SPSS [22].

3.1.3 Recruitment and Participants. To recruit participants, we de-
signed a flyer that we distributed online and offline. For this we used
mailing lists from our university, forum postings, local pin boards,
and our personal network. As a prerequisite for participation, we
specified that participants must be at least 18 years old and had
access to a computer with Internet and audio out and in. Techni-
cal knowledge was not required. We offered to help with setting
up the video conference, which some participants took advantage
of. Participants were paid with 15€ for their participation with an
average completion time of 34 minutes. Compensation was more
than the minimum wage of 9.60€ in Germany at the time the study
was conducted. The sample consisted of 12 participants residing in
Germany. We stopped recruiting for the study because we already
reached data saturation after the tenth interview. Eight of them
identified as women and four as men. Four participants were full or
part-time employees, two were self-employed and five were unem-
ployed, retired or in education. Three participants were between
21-25 years old, two between 26-30, one between 31-35, one be-
tween 56-60, three between 61-65, one between 66-70 and one older
than 70. All participants owned a smartphone. The technological
affinity of the sample was MD = 3.83 out of 6 points (min=1.11,
max=4.55, SD=1.10). The sample’s privacy concerns were out of
7 points MD = 7 for all three subscales (controlmin=3, SD=1.14;
collectionmin=3, SD=1.14; awarenessmin=6, SD=0.28).

3.1.4 Ethical Considerations. The study follows the guidelines of
the ethics committee of our institution that also provides a compre-
hensive checklist for the review of the research project. To protect
participants’ privacy, we limited the collection of personal data to
a minimal amount. Prior to the study, all participants received a
consent form (contained data protection policy), which they had to
agree to. All participants were informed that they could quit the
study at any time without negative consequences, in which case all
their data would be deleted, and ensured that their data was handled
only by members of our research group. We furthermore provided
the participants with contact information from the examiners and
researchers, so participants could also reach out to them after study
completion. The survey data was only stored on national servers
that comply with national privacy regulations. Although we used a
video-call tool, participants had the opportunity to turn off the cam-
era for the interview. Furthermore, the data was anonymized during
the transcription process. Recordings were only stored locally on
computers of the research team and deleted after transcription. The
study complied with national privacy regulations.
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3.2 Main Study
After the exploratory nature of the pilot study, which was intended
to provide qualitative insights into participants’ design choices
and ensure that the material was understood and complete, the
goal of the main study was to gain quantitative insights into our
research questions: (RQ1) How do users envision their PPA and
(RQ2) How do different user groups imagine their PPA? In the
following, we present the study procedure as well as information
on data collection, data analysis, recruitment and participants and
ethical considerations.

3.2.1 Procedure. After agreeing to the consent form, we asked
participants to answer some preliminary questions, including their
demographics and the Technology Affinity Scale [13]. Afterwards
participants received an introduction about the goal of the study
and a general definition of a PPA (see Appendix A). Using a survey
questionnaire, we asked participants to create their PPA within five
stations (see Figure 1). The implementation of the five stations was
identical in both studies. We learned from the pilot study where par-
ticipants had problems understanding our instructions and made
small adjustments in the instructions for the main study. For ex-
ample, in Station 4, we noticed that it was easier for participants
to understand if we asked ‘Who should develop the PPA?’ instead
of ‘Who should offer the PPA?’. In the main study, the instructions
were also written, in contrast to the pilot study. Furthermore, we
made an adjustment in the main study in station 5, where we asked
participants to rate what data they would disclose to the PPA us-
ing a 7-point Likert scale instead of a 5-point scale (as in the pilot
study) to better represent possible variances. In contrast to the pilot
study, participants in the main study received additional survey
questions instead of the final interview. Finally we included the
Internet User’s Information Privacy Concerns (IUIPC) 8 Scale [17]
to measure participants’ privacy concerns. The survey questions
are in Appendix A. The entire study material can be found here [55].
The basis of the participatory interviews is formed by five stations
covering five essential aspects of a PPA, which we derived from the
literature. The five stations are now described below.

Station 1: Features of the PPA In Station 1, the participants
should determine what features their PPA should have. We decided
to focus on features because they are more concrete and relevant
for the participants than functions. We first asked participants to
assign images of various features to a category (absolutely desired,
nice to have, do not need) using drag and drop. In the second step,
participants were asked to prioritize the features that their PPA
absolutely must have. All features from which participants could
choose were derived from the literature. An overview can be found
in Table 1, an example illustration in Figure 2.

Station 2: Preferences Learning of the PPA In Station 2, par-
ticipants exploredways how the PPA could learn about their privacy
preferences and create a privacy profile. To do this, they were able
to select the option that appealed to them most from six illustrated
options: data, automatically, questions, fictitious scenarios, notifi-
cations. For an example see Figure 2.

Station 3: Level of User Involvement in the PPAs’ Deci-
sions In Station 3, we asked participants to use a slider to set their
preferred level of involvement in the PPAs decisions between 1 (no
automation) and 101 (full automation). No automation means that

Figure 2: The figure shows examples of design choices in Sta-
tion 1 (Feature: Notification - apps) and Station 2 (Preference
learning: Fictitious scenarios).

the PPA is in constant contact with the user, informs them about
every decision and always involves them. Full automation means
that the PPA runs in the background and the user does notice as
little of the PPA as possible.

Station 4: Vendor of the PPA In Station 4, 12 different ven-
dors (including a short description) who could possibly provide the
PPA were presented to the participants. Participants were asked to
rate which vendor they consider more trustworthy and which less
trustworthy and finally chose a vendor for their PPA. The possi-
ble vendors were large tech companies with different geographic
locations (Europe, North America, Asia) with different products
(telecommunication or smartphone providers, OSNs), NGOs, pri-
vacy activists, companies already offering a PPA, governmental
organizations, and research institutions. For the detailed and com-
plete list of vendors, see Appendix A.

Station 5: Data Disclosure to the PPA In Station 5, we asked
participants to determine the data they are willing to disclose to
their PPA. This data is used by the PPA to generate a user profile
and thus to fulfill its function more optimally. Using a Likert scale,
we assess the extent to which participants are willing to disclose
the following data to their PPA: demographic variables, identity,
personality traits, knowledge of data protection, purpose of the
PPA, organizations about which they have privacy concerns, and
information from OSN profiles.

3.2.2 Data Collection and Analysis. The survey was implemented
using SoSciSurvey [32]. For the analysis of the survey responses,
we used SPSS Version 28.0.1.0 [22] to perform descriptive and in-
ferential statistical analyses.

3.2.3 Recruitment and Participants. The participantswere recruited
via the online participant recruitment platform Clickworker [16]
with random sampling within the country’s population to achieve
heterogeneity in terms of the participants’ gender, age, education
and location. Our research questions are purely exploratory and do
not involve any concrete hypotheses. Therefore, we did not perform
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any sample size calculations in advance. However, we wanted to
have a large enough sample to increase the likelihood that the data
set would include participants with different preferences and allow
for exploratory analysis. The study took on average 14 minutes to
complete, and participants received 2.38€, which corresponds to
an hourly rate of 10.20€ and thus exceeds the minimum wage of
9.60€ in Germany at the time the study was conducted. A total of
N = 705 German participants took part in our study. A total of
69 participants were excluded because they did not complete the
questionnaire, their response time was particularly short, or they
did not pass the attention checks. From the final sample (N = 636)
a total of 265 identified as women, 362 as men, six as other/diverse,
and three did not specify their gender. All participants were at least
18 years old with the following distribution: 191 were between 18
and 30, 192 were between 31 and 40, 111 were between 41 and 50,
101 were between 51 and 60, and 41 over 61 years old. In terms of
education, 0.3 % had not finished high school, 55.8 % had finished
school, and 44.2 % held a university degree. The technological affin-
ity of the sample was M = 4.22 (SD = 0.92) out of 6 points. The
sample’s privacy concerns were out of 7 pointsM = 5.6 (SD = 1.18)
for the subscale control, M = 6.26 (SD = 1.01) for the subscale
awareness, andM = 5.53 (SD = 1.22) for the subscale collection.

3.2.4 Ethical Considerations. We took the same ethical precautions
for the main study as for the pilot study. For more details see Sec-
tion 3.1.4. Furthermore, we did not conduct video-calls in the main
study. Participants were provided with contact details at the first
page of the survey questionnaire (informed consent) to give them
the opportunity to ask questions.

4 RESULTS
In the following, we present the results of our studies. First, we
describe how participants imagine their PPA (RQ1) along the five
stations. This is followed by the results on differences between
user groups (RQ2). We present both the quantitative results of the
main study and the qualitative ones that emerged from the thematic
analysis of the pilot study. The codebook of the thematic analysis
can be found in Appendix B.

4.1 RQ1: How do Users Imagine their PPA?
4.1.1 Features of the PPA. In Station 1, we asked participants to use
card sorting to rank various features as to whether they desire them.
Figure 3 provides an overview of which features participants of the
main study would like to see in their PPA, which they consider to
be nice to have, and which they do not need. The majority of the
participants would like their PPA to notify them if an app accesses
information that threatens their privacy (72.4 %; N = 557) and sets
privacy settings for them (70.2 %; N = 553). The notification feature
is ranked as the most important function of their PPA by 36.7 % of
respondents (see Table 2). On the other hand, most respondents
do not want features such as praise (53.3 %) and gamification ele-
ments (53.8 %). These wishes are also reflected in the results of the
thematic analysis of the interviews conducted in the pilot study,
in which participants distinguish between awareness-focused and
support-focused aspects of their PPA. Among the awareness as-
pects, most participants feel it is important that their PPA keeps
them informed, Participant (P) P07: “that’s basically the point of a

Figure 3: The figure shows the results of Station 1 (preferred
features) from our main study.

privacy assistant for me, that I want to know when someone is maybe
somehow or why influencing my privacy”. This applies especially
to critical situations. Thus, the PPA should create transparency
and for some participants take on the function of a learning guide.
Like P11 expresses “Then I also always learn something through my
PPA”. Regarding the supportive aspects of their PPA, participants
express the desire, that their PPA should support them by remem-
bering privacy decisions made, reducing complexity, and providing
situational support, e. g., when downloading an app.

Table 2: Results of Station 1: Number of participants who
rated the feature as the most important. The percentage of
the total sample (N = 540) is given in parentheses. For tech-
nical reasons, it was not possible to save the answer to this
question for all participants, so the sample size here differs
from the other questions.

Main Study (N=540)

Setting configuration 151 (28.0 %)
Indicator 42 (7.8 %)
Reminder 8 (1.5 %)
Recommendations 55 (10.2 %)
Notification - apps 198 (36.7 %)
Notification - devices 35 (6.5 %)
Statistics 14 (2.6 %)
Learning units 15 (2.8 %)
Praise 12 (2.2 %)
Gamification 10 (1.9 %)

4.1.2 Preferences Learning of the PPA. An important question is
how the PPA learns users’ privacy preferences. An overview of the
results can be found in Table 3. In Station 2, we asked participants to
select the preference learning approach that most appealed to them.
The option that the PPA asks questions (33.8 %; N = 363) was the
most favored, followed by the option to choose a profile (19.3 %; N
= 363). Automatic learning based on previous behavior was chosen
by only a few (7.1 %; N = 363). The interviews of the pilot study
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reveal that participants reject this option because their (previous)
behavior does not necessarily reflect their privacy wishes. When
determining preferences, it is important to some of the interview
participants that they are not forced into a profile and that they
have the opportunity to readjust their settings.

Table 3: Results of Station 2: Number of participants who
chose the corresponding design as their preferred design for
how the PPA should learn their privacy preferences. The
percentage of the total sample (N = 636) is given in paren-
theses.

Main Study (N=636)

Data 60 (9.4 %)
Automatically 45 (7.1 %)
Questions 215 (33.8 %)
Fictitious scenarios 88 (13.8 %)
Profile 123 (19.3 %)
Notifications 105 (16.5 %)

4.1.3 Level of User Involvement in the PPAs’ Decisions. In Station
3, we asked participants to use a slider to set their preferred level
of involvement in the PPA decisions between 1 (no automation)
and 101 (full automation). No automation means that the PPA is in
constant contact with the user, informs them about every decision
and always involves them. Full automation means that the PPA
runs in the background and the user does notice as little of the
PPA as possible. Participants indicated that, on average, they would
like to be moderately involved in their PPAs decisions (M = 54.02;
SD = 30.19; N = 621). However, looking at the distribution of the
answers, as shown in Figure 4, there seem to be two groups here:
Participants who prefer to be more involved (low automation) in
their PPAs decisions and participants with a desire for less involve-
ment (high automation). A more detailed description of the two
groups can be found in Appendix B. The thematic analysis of the
interviews in the pilot study reveals that some conditions must
be met for participants to accept automation of the PPA. These
include the fundamental trust of the user in the PPA. Trust is also
influenced by the transparency and the perceived reliability of the
PPA. Furthermore, it is important to the interviewees to retain
control over the PPA, but they are willing to accept an increase of
automation over time, when the PPA has learned the preferences.
Participants differentiate which aspects of the PPA they would like
to be more and less automated. Especially in time-critical situations,
e. g., downloading an app on the go, and for recurring decisions, the
participants tend to want more automation. When determining pri-
vacy preferences and making important privacy-relevant decisions,
participants prefer to be more involved.

4.1.4 Vendor of the PPA. In Station 4, participants were asked to
assess the trustworthiness of potential PPA vendors and select their
favorite one. The final vendor selected most often in the main study
was a national hackers organization (28.1 %; N = 629) followed by
a national university (26.9 %; N = 629) and least often Facebook
(0.3 %; N = 629), whereby the national university was most often
(92.7 %; N = 565) rated as trustworthy. For more detailed results see

Figure 4: The figure shows the results of the main study
from Station 3: Distribution of frequencies of desired in-
volvement (1 - high involvement/no automation to 101 - low
involvement/full automation).

Table 4: Results of Station 3: Average level of involvement
that participants overall, the low automation/high involve-
ment group, and the high automation/low involvement
group, desire from their PPA.

Main Study

Overall involvement M = 54.02; SD = 30.20; N = 621
High involvement (<51) M = 23.5; SD = 12.97; N = 277
Low involvement (≥51) M = 78.5; SD = 12.6; N = 344

Appendix B. The thematic analysis of the interviews of the pilot
study reveals that trustworthiness, along with competence, is the
central criterion considered when deciding on a vendor. Factors in-
fluencing trust in a vendor are diverse and range from participants’
gut feelings, which are influenced by the vendor’s brand image,
for example, to the vendor’s perceived independence (e. g., from
undemocratic governments). The vendors’s business model (user
data as a central element) and the general handling of data also
play a role here.

4.1.5 Data Disclosure to the PPA. In Station 5, we wanted to find
out what data users are willing to share with their PPA to ensure
that it functions optimally. To do this, they were asked to rate items
on a Likert scale from 1 (strongly disagree) to 7 (strongly agree). In
order for the PPA to function optimally, participants are on average
most willing to disclose the purpose for which they want to use the
PPA (M = 3.93; SD = 1.032; N = 623) as well as the organizations
about which they have privacy concerns (M = 3.86; SD = 1.123;
N = 627). They are less likely to disclose information from their
online social media account (M = 2.70; SD = 1.283; N = 617) and
their identity to the PPA (M = 2.84; SD = 1.314; N = 626). For more
detailed results, the reader is referred to Appendix B. The interviews
show that participants express a general desire that their PPA uses
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and collects as little data as possible - also because they are afraid of
data misuse. Related to this, some participants do not want service
connections through the PPA (e. g., the connection of their social
media profile). Participants are not willing to disclose their data if
they do not see the point or added value in it.

4.2 RQ2: How do Different User Groups
Imagine their PPA?

To answer our RQ2, we chose an exploratory approach. To this
end, we first performed cluster analyses [7]. For the analysis of
the interval scaled data we used the ward method with squared
Euclidean distance. For the analysis of the categorical variables we
used a two-step cluster analysis with log-likelihood as distance mea-
sure. All variables included, however, we were not able to identify
a satisfactory differentiated cluster. Therefore, we used graphical
inspection of the results of the pilot and main study as a starting
point for further analysis. These showed a bimodal data distribution
for the involvement question, indicating two user groups. A bino-
mial logistic regression was performed to determine the effect of
age, privacy knowledge, motivation and concerns, and technology
affinity and to predict the likelihood of preferring a PPA with high
or low user involvement. The binomial logistic regression model
was statistically significant, χ2 = 54.87, p < .001., resulting however
in a low amount of explained variance [4], as shown by Nagelk-
erke’s [41] R2 = .1. We further analyzed the two groups: If we divide
participants from the main study according to their predefined in-
volvement level into a high/low automation (< 51 %; N = 277) and
low/high automation (≥51 %; N = 344) group, we see that they differ
significantly withM = 23.55 (SD = 12.97) in the high andM = 78.55
(SD = 12.59) in the low involvement group. To explore differences
between these two groups, we ran t-test for unpaired samples for
interval scaled data and Pearson chi-squared test for lower scaled
data. An overview of all values of the significance test can be found
in Appendix B. We found statistically significant differences among
others in terms of age, technology affinity, motivation to protect
their privacy, and privacy concerns of the users (see Table 10). No
significant differences appeared between the two groups in terms of
gender, highest education, knowledge to protect their privacy and
preferred vendor of the PPA. Westin has classified users in terms
of their privacy concerns and refers to users with low concerns
as Unconcerned, with medium concerns as Pragmatists and with
high concerns as Fundamentalists [29]. Our study results show
that users who prefer a high-automation PPA report significantly
lower privacy concerns, therefore we give this user group the name
“Pragmatists” following Westin’s classification. The users of the
low-automation group, who show rather high privacy concerns, we
call “Fundamentalists”. In the following, we will describe these two
user groups and their PPA designs, focusing only on aspects where
the two groups differ significantly. An overview of the user charac-
teristics and PPA design choices of the two groups is provided in
Table 5.

4.2.1 User Group 1: Pragmatists. Pragmatists are typically under
30 or over 51 years old, tend to install new apps on their smart-
phones several times a month, and are less technology affine than
Fundamentalists (M = 4.135; SD = .92). They typically showmedium
or low motivation to protect their privacy and report on average

lower privacy concerns than “Fundamentalists” in all subscales of
the IUIPC: control (M = 5.47; SD = 1.15), collection (M = 5.33; SD =
1.21), awareness (M = 6.10; SD = 1.09). As the main feature of the
PPA, notification about app access is particularly popular among
Pragmatists, but other features such as settings, recommendations,
and the privacy indicator are also popular in this group (see Ta-
ble 10). Among Pragmatists the most popular way for the PPA to
learn users’ preferences is through questions and some can imagine
their PPA learning their preferences automatically. As mentioned
above, Pragmatists want their PPA to be rather highly automated
(M = 78.55; SD = 12.59). The the most frequently chosen vendor
in the pragmatists group is a university. Pragmatists are signifi-
cantly more willing to disclose information about their identity,
personality traits, and their online social network profile to the
PPA. No differences were found between the groups with regard to
the willingness to share their age, their knowledge of privacy, the
purpose of the PPA, and the organization about which they have
privacy concerns.

4.2.2 User Group 2: Fundamentalists. Fundamentalists are typi-
cally between 31 and 50 years old, tend to install new apps on
their smartphones less than once a month, and are more likely
to be technology affine (M =4.33; SD =0.92). They typically show
high motivation to protect their privacy and have comparatively
high privacy concerns in all subscales: control (M =5.81; SD =1.15),
collection (M =5.78; SD=1.18), awareness (M = 6.43; SD=0.86).
Fundamentalists particularly often want their PPA to inform them
about app accesses as the main function (see Table 10). The most
popular way for the PPA to learn users’ preferences is through
questions. While some Pragmatists can imagine the PPA learning
their preferences automatically, this variant is not very popular
among Fundamentalists. More popular here are the fictitious sce-
narios. As mentioned above, Fundamentalists want their PPA to be
rather low automated (M=23.55; SD=12.97). Among Fundamental-
ists, a national hacker association is the most frequently chosen
vendor. Fundamentalists are statistically significantly less willing
to disclose information about their identity, personality traits and
their online social network profile to their PPA.

5 DISCUSSION
In this section, we first summarize the findings in comparison with
the results of related work. We will then present a design space
for a need-sensitive PPA also providing concrete recommendations
how to adress user needs in the PPA design.

5.1 RQ 1: How do Users Imagine their PPA?
Functions and Features: Our study shows that most participants
want their PPA to create awareness of privacy-prone app access,
and furthermore, to set privacy settings for them. This aligns with
the findings of Colnago et al. [8], who stated that users have a
desire for awareness of privacy violations and at the same time
want the control to change this. Surprisingly, the desire for aware-
ness through notifications related to app access for many, and to
devices in the environment for only a part of the participants. An
explanation could be, that the PPA for mobile app permissions as a
study framing could have led to less focus on IoT devices as a poten-
tial privacy threat. Our results reveal that in line with Colnago et
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Table 5: Differences between the user groups Pragmatists and Fundamentalists in terms of user characteristics and PPA design.
Statistically significant differences are marked with *.

Fundamentalists Pragmatists

User characteristics

Age: 31-50 years* Age: under 30 and over 51 years*
Technology affinity: comparatively high* Technology affinity: comparatively low*
Privacy concerns: comparatively high* Privacy concerns: rather low
High motivation to protect privacy* Low or medium motivation to protect privacy*
Rarely install new apps* Install new apps more often*

Preferred features Setting configuration Setting configuration
Notification-app Notification-app

Preference learning Questions Questions or profile selection

Level of involvement High* Low*

Preferred vendor Hacker association National university

Data disclosure Less willing to disclose information about their iden-
tity, personality traits and their online social net-
work profile to their PPA*

More willing to disclose information about their
identity, personality traits and their online social
network profile to the PPA*

al.’s results [8] participants value educational aspects and perceive
their PPA also as a learning guide. At the same time, however, they
do not necessarily want learning units, gamification, and praise
but would rather learn through context-related demonstration of
their own behavior as well as situational presentation of alternative
possibilities for action.

Preference Learning: Participants prefer that their PPA learns
their preferences through questions. This confirms Lui’s [34] ap-
proach of assigning users to a preference profile of a PPA using
questions. Our study illustrates that participants do not want the
PPA to automatically learn their behavior. In the pilot study, we
learned that one reason is that participants find that their previous
behavior does not reflect what theywant. Also Colnago et al. [8] had
already found out that for users the source of the recommendations
of their PPA is crucial and that already existing user preferences
are not considered optimal for this.

Level of User Involvement in the PPAs’ Decisions: On av-
erage, participants want a medium to lower level of involvement.
However, a closer look at the data reveals that there are two groups
of users: Users who want a low level of involvement (Pragmatists)
and users who want a high level of involvement (Fundamentalists),
with a larger group of those who want a low level of involvement.
Colnago et al. [8] have already shown that participants differ in
their evaluation of the automation level of the PPA. Our results
can complement these findings. We could see that the degree of
involvement desired by the participants differs in different situa-
tions. Especially in the initial preference learning phase users prefer
rather high involvement, likewise in critical situations. In recurring
decision-making situations they want to be less involved. In addi-
tion, certain conditions, especially trust in the PPA, must be met
for users before they allow automation.

Vendor of the PPA: Participants most frequently chose a na-
tional hacker association as the vendor for their PPA. The interviews
show that the vendor plays a central role for the users, which is in

line with previous research [8]. Competence and trustworthiness
of the vendor influence the decision for a vendor.

Data Disclosure to the PPA: In general, study participants
are more willing to share data with their PPA if they see a direct
benefit to it, which is in line with previous research [15, 20]. In
general, participants demand that their PPA be as data-sparse as
possible so that it does not become a privacy threat itself. This is
an major requirement for a PPA, which has not been considered in
the literature so far. Hence, there is a need to develop methods to
capture privacy preferences of users in a privacy-friendly way. That
considered together with the desire of some of the participants for
highly automated PPAs, reveals a certain trade-off: Users want to
protect their privacy while having the convenience of automation.

5.2 RQ2: How do Different User Groups
Imagine their PPA?

The pilot study already indicates that there are two different user
groups that have different ideas of a PPA. The main study con-
firms this assumption. Following Westin’s privacy classification,
we call the first group of users the Fundamentalists, who have com-
paratively high privacy concerns [29]. The second group, we call
Pragmatists, because they report rather medium privacy concerns.
The two groups differ statistically significantly in a number of user
characteristics (e. g., age, technology affinity) and in their ideas
about the design of a PPA (e. g., level of automation, vendor). Classi-
fying users into personas has also proven to be a helpful approach in
the context of privacy for developing products that better meet user
needs [46]. In the context of PPAs, personas have been successfully
used to classify users according to their privacy preferences and to
make appropriate privacy settings and recommendations [6, 33, 40].
With our findings on the two user groups corresponding to the
Westin personas Pragmatists and Fundamentalists, we go a step
further and propose to design PPAs according to the needs of these
groups.
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5.3 Design Space for a Need-Sensitive PPA
With our study, we aimed to understand what is important to users
in the design of a PPA. Underneath the aspects expressed may lie
basic psychological needs that users are trying to satisfy [59]. A
need is according to Ryan and Deci “an energizing state that, if
satisfied, conduces toward health and well-being but, if not satisfied,
contributes to pathology and ill-being” [47, pg.74]. Hassenzahl et
al. [18] follow up on the work of Ryan and Deci [47] and Shel-
don et al. [50] and propose seven needs that they consider most
important in the context of experience with technology (user expe-
rience). These include beside autonomy, competence, relatedness,
security, meaning, stimulation, and popularity [18]. Zimmermann
and Gerber [59] confirm that users aim to fulfill these needs by
using digital applications. While Zimmermann and Gerber [59]
show that meeting these needs sometimes overweighs privacy con-
cerns and prevents the use of privacy-friendly alternatives, Kraus
et al. [28] reveal that some of the needs - namely autonomy, com-
petence, meaning, and stimulation - can also act as a motivator for
security and privacy actions on smartphones. Since a PPA is an
application that is intended to promote privacy actions and provide
users with a positive experience, we will take a closer look at these
needs in the context of a PPA. Based on our results, we summarize
the design space we studied for the PPA and show how different
design elements can address different user needs. We highlight
how these design elements were evaluated by our participants and
provide recommendations for the development of a PPA. For this
purpose, we refer to the needs proposed by Hassenzahl et al. [18],
which we elaborate in the following for the PPA design space:

Autonomy describes the feeling of living according to one’s own
ideas [18]. For the PPA design, this means the users’ feeling of living
according to their own privacy preferences. The PPA could support
this by setting preferences for users, a feature that was requested by
most of the study participants. It is important that users can trust the
PPA to act in their best interest. To establish a reliable relationship,
our study participants demand that the PPA is transparent about
its actions and give them final control to make adjustments. For
a PPA to act in the user’s interest, it must learn their preference
correctly. There are several ways to do this, which we discussed in
Station 2. Our results suggest that participant control is particularly
important here. This means that the PPA should not necessarily
determine preferences automatically, but involve users by asking
specific questions or example scenarios. To consider the user need
for control in the design of the PPA we recommend the following:

• Implement privacy settings as a main feature. As a main fea-
ture, the PPA should make privacy settings for users to allow
them to live according to their own privacy preferences.

• Increase the users’ trust in the PPA through control and trans-
parency. Users want the possibility to see what actions the
PPA has taken and to adjust them if necessary. This can be
implemented in the form of a dashboard, for example.

• Involve user in the preference learning process: Users want to
understand how the PPA learns their privacy preferences and
make sure these are learned correctly. Hence, they want to
be involved in the learning process. This can be implemented
by using questions to learn the user preferences rather than
an automated approach.

Competence is the feeling of being capable and effective [18]. On
the one hand, this can mean that users can effectively implement
their privacy preferences with the help of the PPA, and on the other
hand, they can acquire new privacy competencies through the PPA.
The first can happen, for example, through the PPA’s recommen-
dations on how privacy preferences can be implemented. This is a
feature that many of our study participants rated as desired. When
designing this feature, it is important to consider different user
types we identified in our data (see Section 4.2) in order not to limit
the experience of competence. Pragmatists are characterized by a
tendency to have a low affinity for technology and a lowmotivation
to deal with privacy. Here, it could be useful to address the most im-
portant settings and to formulate the recommendations in a simple
and easy-to-understand manner in order to avoid overwhelming
them. The fundamentalists, on the other hand, are more technology-
savvy and motivated to deal with privacy. In this case, it may be
useful to provide detailed recommendations with technical details
in order to enhance the experience of competence. Privacy skills in
general can be promoted through the inclusion of learning units.
Also, revealing the user behavior through statistics and correspond-
ing recommendations for action can encourage users to reflect and
adjust their behavior. These design elements are especially useful
for users who see their PPA as a learning companion, as was for-
mulated in our pilot study. To increase the privacy competence of
the users, we make the following recommendations for the PPA
design:

• Consider user types when designing recommendations. The
design of recommendations provided by the PPA should take
into account the different technical affinities and motivations
of users to deal with privacy.

• Design the PPA as a learning companion for interested users.
A part of the users can imagine the PPA as a learning com-
panion that actively supports them to reflect and adapt their
privacy behavior. This can be implemented through statistics
that show the user their privacy behavior and suitable recom-
mendations for behavioral changes. The companion should
also not need too much attention, e.g. through gamification
aspects.

Security relates to the feeling of having pleasant habits and rou-
tines [18]. Here, the PPA design is on the one hand about being able
to implement the privacy preferences as comfortably as possible.
This can be done, for example, by using targeted automation. For
example, many study participants can imagine the PPA taking over
decisions for them in time-critical situations or those that recur. At
the same time, the results of our pilot study show that the PPA’s
actions must not disrupt familiar routines or the user experience
when using other applications. One approach here could be for
the PPA to make transparent not only its actions but also possible
consequences for the use of other apps. To satisfy the users’ need
for security, we recommend the following:

• Allow different levels of automation for different aspects of
the PPA. The desired level of automation varies for users
in different situations or use cases. While in time-critical
situations and for recurring decisions, the PPA should act as
automated as possible, most users want little automation in
the first contact with their PPA and for important decisions.
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• Note that the PPA’s actions do not interfere with the user expe-
rience of other apps. This wish can be realized, for example,
if the PPA transparently shows the user the consequences
of its actions. For example, prohibiting location sharing for
a navigation app can lead to restrictions, but for other apps
it only protects the users’ privacy.

• Minimize data collection of the the PPA and be transparent
about its purpose. Users express concerns that the PPA as
such becomes a privacy threat with the data it collects about
them. Therefore, they want the PPA to use and collect as
little data as possible and not share data.

Meaning is the feeling of experiencing meaningful moments,
consciously, personal development or gaining new insights [18].
For the PPA, this can mean making their own privacy behavior
transparent to users. For example, in the form of statistics that show
how often a user is exposed to a privacy risk. In order to encourage
personal development, the PPA can provide the user with concrete,
small-step, and individualized options for changing behavior.

• Avoid overwhelming the user. Too many notifications or too
much information can overwhelm users and lead to fatigue.
This can be avoided by the PPA giving an appropriate number
of notifications and focusing on information that is particu-
larly relevant to the user. How many and which information
users want can also be determined for each user when in-
stalling the PPA.

• Provide the user with concrete and manageable recommen-
dations for action. To encourage personal development and
strengthen their self-efficacy, the PPA should provide con-
crete and manageable recommendations for action. For ex-
ample, the PPA can suggest privacy-harming apps that the
user does not use to be removed from the smartphone.

Stimulation describes the feeling of discovering new things and
getting enough stimulation [18]. In the case of the PPA, this can
mean that users are informed about existing privacy threats, gain
knowledge about privacy in general or their privacy behavior and
are encouraged to reflect and adapt their own behavior. One way
to implement this is to provide notifications when an app makes
accesses that endanger privacy. This is a function that the majority
of the study participants would like to see and rate as the most im-
portant function. Stimulation can also be generated through the use
of gamification elements, but the majority of the study participants
rated this as not needed. Stimulation can also be influenced by the
degree of automation of the PPA. If the PPA runs fully automatically
in the background and neither involves the user in decision-making
nor actively informs them - which is desired by some of the partici-
pants - this can mean lower stimulation. Conversely, the PPA can
generate targeted stimulation in the user through notifications and
information. Here, however, it is important to find an appropriate
measure that does not overwhelm or causes fatigue.

• Implement notifications as a main feature. Notifications about
privacy-threatening app access is an often desired feature
that can be implemented as a targeted and helpful stimula-
tion.

• Take into account different needs for stimulation. There are
users who want to see as little as possible of their PPA and

can therefore quickly be overwhelmed or annoyed by stimu-
lation elements such as gamification or notifications. These
different needs for stimulation must be taken into account.
This can be implemented, for example, by designing the PPA
specifically for the user needs of the user types that we have
identified in our data.

Relatedness and Popularity: These two needs proposed by Has-
senzahl et al.[18] are important in the design of technology, but
they appear only in the margin in our data, which is why we dis-
cuss them only briefly. Relatedness describes the feeling of having
regular close contact with other people who care about one [18]. In
the PPA design, this can be implemented, for example, through pri-
vacy recommendations from friends or challenges with friends. Our
study participants do not express a need for gamification elements
in the PPA. In general, the need for relatedness was not mentioned
much in our participant responses. It would be interesting to see if
it plays a role in other use cases or with specific target groups. For
example, the issue could become more relevant when parents use
a PPA to set privacy preferences for their children. Furthermore,
it could be that, e. g., adolescents, who are not represented in our
sample, are more open to gamification elements in a PPA. Popularity
refers to the feeling of being liked and respected and influencing
other people with one’s own behavior. This need could even be
restricted by a PPA, for example, if the PPA makes suggestions for
alternative apps such as messenger, which then excludes the user
from their social group. When designing the PPA, it is therefore
important to ensure that people with a strong need for popularity
are not put at a disadvantage.

6 LIMITATIONS AND FUTUREWORK
In our study, we focused on one use case (“Mobile App Permission”)
in order to avoid overwhelming the study participants. However,
this limits the applicability of our results to other scenarios, such
as IoT or web browsers. Nevertheless, our findings offer a start-
ing point for further studies in this area, e. g., future studies could
use a similar study design again for other contexts. To create an
atmosphere in which participants were inspired to design a PPA,
we used many different methods, such as card sorting and ranking.
With this setting, we were able to gain deep insights in our pilot
study. Nevertheless, the statistical analysis of the data of the main
study showed major limitations. In addition to Likert items, we
used a combination of different participative, interactive methods
from the HCI context such as card sorting or ranking to inspire
our participants in their design process. However, this also led to
categorical, i.e., nominal, data and limits the feasibility for some
statistical procedures, such as cluster analyses. For future research,
we suggest that the user perception of the PPA should be measured
with standardized methods and scales in order to perform more
in-depth statistical analyses. Finally, we would like to point out that
the sample of our main study, although large, only included partici-
pants from one country and was not representative for the whole
population of Internet users. Therefore, the results can only be gen-
eralized to a limited extent and further surveys with representative
samples are necessary.
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7 CONCLUSION
We investigate how (1) users in general and (2) different user groups
imagine their personal privacy assistant (PPA). We start by deriving
five essential aspects from the literature that need to be taken into
account when designing PPAs. We conducted an online user study
with N = 636 participants. We assess participant understanding
of the study material and gather qualitative insights with a pilot
study in which we interview 12 participants. We find that the main
feature that participants desire from their PPA is that it sets privacy
preferences for them and notifies them of privacy-infringing app
access. The PPA should learn their privacy preferences in a trans-
parent process, e. g., by asking questions. The level of desired user
involvement in the PPAs decisions can vary in different contexts.
For example, for repetitive decisions, participants tend to want to
be less involved. Our studies show that there are two possible user
groups regarding the PPA design, which differ significantly in their
user characteristics (e. g., privacy concerns) and requirements for
the PPA (e. g., level of desired involvement). Our findings offer a
holistic picture on the user perspective on PPAs and can serve as a
starting point for further research and as a basis for the design of
PPAs. In the discussion we show how different elements from the
design space for PPAs can fulfill psychological needs of the users.
Based on this, we give concrete recommendations for the design
of the PPA to fulfill user needs and contribute to a positive user
experience.
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A APPENDIX A - STUDY MATERIAL
In this section, we provide materials used within our pilot and main
study.

A.1 Survey Pilot and Main Study
Notes: The questionnaire was translated from the original language.
For these submissions, the design choice images and some explana-
tory descriptions for the participants have been shortened. The
study material is available here [55].

• Informed Consent
• PreliminaryQuestions:TechnologyAffinity Scale[13], De-
mographics (age, gender, education, smartphone usage, app
installation frequency, motivation to protect privacy, privacy
knowledge)

• Introduction: Many people use their smartphone every
day, on which they have installed many apps that make their
everyday life easier or simply give them pleasure - social
network apps, flashlight apps, etc. Often we don’t know
exactly what else these apps do in the background, what
data they collect about us, what happens to this data or what
permissions they have. And, who of us, when installing an
app, reads through all the terms of use or manually goes into
the privacy settings to adjust the settings the way he:she
would like. This is where the privacy assistant comes into
play. This is also an app on the smartphone. And it knows
what is important to you and can then take over settings for
you, or alert you when an app is doing something that is not
in your best interest, or help you make decisions regarding
your privacy. There are many options for how exactly such a
privacy assistant looks like. Your task is to design a privacy
assistant that suits your preferences at a total of five stations.

• Station 1.1: Which functions should the PPA have? First of
all, we want to find out what exactly your PPA should be able
to do. There are several ways to do this. Please assign the
different options to a category using drag and drop. [Images
of these 10 design choices: Setting Configuration; Indicator;
Reminder; Recommendations; Notification - Apps; Notification-
Devices; Statistics; Learning Units; Praise; Gamification]

• Station 1.2:Which function ismost important to you? Please
put the blue boxes in order by dragging and dropping them
onto the fields with the numbers. [Presentation of the design
choice categorized as important in Station 1.1.]
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• Station 2: How should the PPA learn your privacy prefer-
ences? This station is about how your PPA should learn what
is important to you. To do this, it can determine a profile
of you. There are several options here as well. Please take
a close look at the options listed below and then select the
one that suits you best by clicking on it. [Images of these
6 design choices: Data; Automatically; Questions; Fictitious
Scenarios; Profile; Notifications]

• Station 3: How should the PPA communicate with you?
This station is about how much your PPA communicates
with you and involves you. Please adjust the slider according
to your preference. [Display of slide: No Automation - the
PPA is in constant contact with you, informs you about every
decision and always involves you; Full Automation - The PPA
runs in the background and you notice as little of it as possible]

• Station 4.1:Who should provide the PPA? To use your PPA,
it must be developed by a vendor. Please indicate to what
extent you would trust the following vendors to provide
your PPA. [Choice: rather trustworthy, rather untrustwor-
thy, don’t know: Google, Apple, National hacker association,
General Public Licence, National University, Facebook, Na-
tional Government, Samsung, Huawai, National Telecommu-
nication Provider, International Telecommunication Provider,
2121 Atelier (PPA Provider), Others]

• Station 4.2: Now please choose a vendor which should ide-
ally provide your PPA. [Presentation of the vendors catego-
rized as rather trustworthy in Station 4.1.]

• Station 5: Which data are you willing to disclose to your
PPA? For your PPA to work well, it needs certain data from
you. Previous research has shown that the following data can
be used to determine as accurate a profile of your preferences
as possible and that the privacy assistant can support you
well. What data would you be willing to disclose to your
PPA? [Likert Scale: absolutely disagree - absolutely agree,
don’t know: Age, Identity, Personality traits, Knowledge of
data protection, purpose of the PPA, Organizations where you
have privacy concerns, Information from your OSN profile]

• Final Questions: Internet Users’ Information Privacy Con-
cerns (IUIPC) 8 scale [17].
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B APPENDIX B - FURTHER RESULTS
In this section, we provide further results from our pilot and main study.

B.1 Results Station 4 and 5

Table 6: The table shows the results of the main study of Station 4 - Number of participants in %, who rate the corresponding
vendor as rather trustworthy, rather untrustworthy or don’t know

Main Study

Rather
trustworthy

Rather
untrustworthy Don’t know Final provider

Google 28 68 5 3
Apple 35 59 6 7
National hacker association 60 21 19 28
General Public Licence (GNU) 33 30 63 5
National university 82 6 11 27
Facebook 10 88 3 0
National government 61 34 6 13
Samsung 33 60 6 3
Huawei 13 81 7 1
National telecommunication provider 49 46 6 7
International telecommunication provider 39 54 7 2
2121 Atelier (PPA provider) 24 19 57 3
Others na na na 1

Table 7: The table shows the results of the main study of Station 5 - participants’ assessment of whether they are willing to
disclose the respective data to their PPAs on a Likert scale ranging from 1 (don’t agree) to 7 (absolutely agree)

Main Study

M SD N

Age 3.80 1.20 625
Identity 2.84 1.31 626
Personality traits 3.05 1.20 620
Knowledge of data protection 3.78 1.07 622
Purpose of the PPA 3.93 1.03 623
Organizations where user has privacy concerns 3.86 1.12 627
Information from OSN profile 2.70 1.28 617
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B.2 Results Group Differences

Table 8: The table shows the results of the t-tests examining the group differences between pragmatists and fundamentalists
using the data from main study.

Aspect User group N M SD T d

Technology affinity Pragmatists 344 4.14 0.92 2.65** 0.21
Fundamentalists 277 4.33 0.92

IUIPC control Pragmatists 344 5.47 1.16 3.67*** 0.3
Fundamentalists 277 5.81 1.15

IUIPC awareness* Pragmatists 343 6.10 1,09 4.76*** 0.38
Fundamentalists 277 6.47 0.86

IUIPC collection Pragmatists 344 5.33 1,21 4.60*** 0.37
Fundamentalists 277 5.78 1.18

Level of automation Pragmatists 344 78.55 12.59 53.40*** 4.31
Fundamentalists 277 23.55 12.97

Data disclosure: Age* Pragmatists 339 3.88 1.12 1.51*** 0.13
Fundamentalists 271 3.73 1.27

Data disclosure: Identity* Pragmatists 339 3.02 1.25 3.55*** 0.29
Fundamentalists 272 2.64 1.35

Data disclosure: Personality traits Pragmatists 335 3.21 1.16 3.53*** 0.29
Fundamentalists 270 2.87 1.22

Data disclosure: Privacy knowledge* Pragmatists 336 3.84 0.98 1.07 n.a.
Fundamentalists 271 3.75 1.13

Data disclosure: Purpose of PPA Pragmatists 335 3.95 0.98 0.15 n.a.
Fundamentalists 273 3.93 1.10

Data disclosure: Critical organizations Pragmatists 339 3.82 1.10 1.05 n.a.
Fundamentalists 273 3.92 1.15

Data disclosure: Data from OSN Pragmatists 334 2.89 1.25 4.15*** 0.34
Fundamentalists 268 2.46 1.27
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Table 9: The table shows the results of the Chi square tests of independence examining the group differences between prag-
matists and fundamentalists using the data from main study.

Aspects Overall sample Pragmatists Fundamentalists Chi square tests of independence

Age in years n (%)
<30 186 (30.0) 118 (34.3) 68 (24.5) χ2(4) = 11.64; p = .02; ϕ = 0.14
31-40 190 (30.6) 101 (29.4) 89 (32.1)
41-50 108 (17.4) 47 (13.7) 61 (22.0)
51-60 97 (15.6) 56 (16.3) 41 (14.8)
61-70 40 (6.4) 22 (6.4) 18 (6.5)

Gender (%)
female 353 (56.8) 196 (57.0) 157 (56.7) χ2(4) = 1.45; p = .70
male 260 (41.9) 142 (41.3) 118 (42.6)
others 5 (0.8) 4 (1.2) 1 (0.4)
n.a. 3 (0.5) 2 (0.6) 1 (0.4)

New app installation (%)
less than once/month 322 (51.9) 197 (57.3) 125 (45.1) χ2(1) = 9.06; p = .02; ϕ = 0.12
at least one/month 299 (48.1) 147 (42.7) 152 (54.9)

Privacy knowledge (%)
low 119 (19.2) 73 (21.2) 46 (16.6) χ2(2) = 2.15; p = .34
medium 447 (72.0) 242 (70.3) 205 (74.0)
high 55 (8.9) 29 (8.4) 26 (9.4)

Privacy motivation (%)
low 42 (6.8) 31 (9.0) 11 (4.0) χ2(2) = 26.02; p < .000; ϕ = 0.20
medium 363 (58.5) 222 (64.5) 141 (50.9)
high 216 (34.8) 91 (26.5) 125 (45.1)

Preference learning PPA (%)
data 59 (9.5) 36 (10.5) 23 (8.3) χ2(5) = 28.10; p < .000; ϕ = 0.21
fictitious scenarios 87 (14.0) 46 (13.4) 41 (14.8)
notifications 101 (16.3) 43 (12.5) 58 (20.9)
questionnaire 210 (33.8) 108 (31.4) 102 (36.8)
automatically 45 (7.2) 39 (11.3) 6 (2.2)
profile 119 (19.2) 72 (20.9) 47 (17.0)

Table 10: The table shows the results from main study Station 1: Number of people (in %) who rated each feature as the most
important for their PPAs, split by user group of Fundamentalists and Pragmatists.

Fundamentalists (N = 246) Pragmatists (N = 281)

Setting configuration 28.0 % 27.4 %
Indicator 5.3 % 10.0 %
Reminder 0.0 % 2.5 %
Recommendations 8.9 % 11.7 %
Notification - apps 44.7 % 29.5 %
Notification - devices 4.1 % 8.9 %
Statistics 2.0 % 3.6 %
Learning units 2.0 % 2.8 %
Praise 2.8 % 1.8 %
Gamification 2.0 % 1.8 %
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B.3 Code Book Thematic Analysis (Pilot Study)

Table 11: The table shows the code book with themes and categories, which resulted from the thematic analysis of the pilot
study.

Theme Categories

Awareness-related requirements for PPA

Privacy behavior must be allowed to adapt
Creating transparency
Giving an outside perspective
Being a learning companion
Creating awareness of habits
Pointing out change
Showing possibilities for change
Inform

Support-related requirements for PPA

Knows user preferences very well
Should remember user decisions
Gives situational support
Requires little involvement with PPA
Supports by complexity reduction
Makes intelligent assessment
Should make decisions

Requirements for preference learning

Simplicity
Close to everyday life
Concrete/non-abstract
Empathy possible
Avoid excessive demands
Readjustment must be possible
Transparency
Not forced into profile
Possibility of reflection
Right of co-determination
Previous behavior does not reflect desired behavior

Conditions for acceptance of automation

Reliability
Consent must be given
Trust
Control
Transparency
Behavior must remain changeable
Adaptability must be guaranteed

Areas where automation is desired
Time critical situations
Recurring decisions
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Table 12: The table shows the code book with themes and categories, which resulted from the thematic analysis of the pilot
study.

Theme Categories

Areas where automation is not desired

Preference learning
Getting to know
Important decisions
Profile building

Why do users not disclose data

Fear of data misuse
General desire for data economy
See no added value
Vendors not trustworthy
Do not want to connect services

Factors influencing trust in vendors

Personal connection/positive previous experience
Brand Image
Gut feeling
Intention of the vendor
External control
Business model
Data practices
User focus
Prior experience with vendor privacy
Independence/controllability of the vendor
Demographics/democracy of the vendor

Concerns about the PPA

Bystander conflicts
Overload
UX of other apps disturbed
Vendor has interest in data
PPA interferes too much with privacy
PPA encourages smartphone consumption
Personality profile generation

Factors influencing trust in PPA

(Data) Security
Reliability
Control
transparency
Trust in vendor

Factors influenced by trust in PPA

Acceptance of PPA
Desired features
Level of automation
Data willing to disclose
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