Compact: Approximating Complex Activation Functions for Secure Computation

Mazharul Islam*, Sunpreet S. Arora†, Rahul Chatterjee*, Peter Rindal†, Maliheh Shirvanian‡
* University of Wisconsin—Madison, † Visa Research, ‡ Netflix

ABSTRACT
Secure multi-party computation (MPC) techniques can be used to provide data privacy when users query deep neural network (DNN) models hosted on a public cloud. State-of-the-art MPC techniques can be directly leveraged for DNN models that use simple activation functions such as ReLU. However, these techniques are ineffective and/or inefficient for the complex and highly non-linear activation functions used in cutting-edge DNN models.

We present Compact, which produces piece-wise polynomial approximations of complex activation functions that can be used with state-of-the-art MPC techniques. Compact neither requires nor imposes any restriction on model training and achieves near-identical model accuracy. We design Compact with input density awareness and use an application specific simulated annealing type optimization to generate computationally efficient approximations of complex activation functions. We extensively evaluate Compact on four different machine-learning tasks with DNN architectures that use popular complex activation functions SiLU, GeLU, and Mish. Our experimental results show that Compact incurs negligible accuracy loss while being 2×—5× faster than state-of-the-art approaches for DNN models with large number of hidden layers. Our work accelerates easy adoption of MPC techniques to provide user data privacy even when the queried DNN models consist of a number of hidden layers and complex activation functions.

1 INTRODUCTION
Deep neural networks (DNNs) based inference services are being increasingly adopted in various emerging applications, such as early disease discovery from personal health records [76], personalized product recommendations [13], media translations [12], image recognition [3], and even biometric authentication [18]. Trained DNN models are typically hosted on a cloud server for applications or users to query for inference tasks. These services however can pose serious privacy concerns. For instance, users are required to share their facial images with an online service hosting a face recognition DNN model. Indeed due to such privacy concerns, the Internal Revenue Service (IRS) removed the identity verification service based on facial recognition [18].

DNN models used for inference cannot be transferred to the client devices because they can be proprietary and trained on private training data such as users’ medical records [23, 43]. Clients also would like to avoid sharing their private data with the model hosting server. This problem is generally referred to as secure inference, where a client can obtain the inference results on their private input without sharing it with the server, nor learning anything about the DNN model parameters. The secure multi-party computation (MPC) is a promising approach to solve the secure inference problem [81]. However, a key challenge is computing the non-linear activation functions (AFs) efficiently. Indeed, studies have shown that AFs are the bottleneck — compared to linear layers — for performing secure inference [24, 25, 36, 56, 68].

Prior works [11, 14, 26, 47, 68, 69] have provided several solutions for secure inference for DNN models with ReLU AF — a relatively simple non-linear AFs. However, lately, ML researchers are favoring more complex and highly non-linear AFs such as SiLU, GeLU, Mish for new ML applications. State-of-the-art secure inference protocols are either unsuitable or inefficient for DNN models trained over these complex AFs.

Complex AFs can be approximated using piece-wise polynomials for efficient computation in MPC frameworks, as shown in recent works [48, 51, 60]. However, a key limitation of these approaches is that they incur high accuracy loss compared to plaintext (“not secure”) inference. Fan et al. recently proposed NFGen [21], that can generate an MPC-friendly polynomial approximation of a variety of non-linear functions used in scientific domains without introducing significant accuracy loss. Although this approach is generic and can be used to approximate complex AFs, doing so with NFGen incurs significant performance overhead (as we show in Section 5.4).

This is because generating approximations of complex AFs that have both negligible accuracy loss, and performance overhead requires carefully searching for optimal parameters used in the approximation process. Conservatively setting these parameters, as done in NFGen, to generate an approximation that does not introduce significant accuracy loss will in turn increase the computational overhead. One may settle for parameters that yield an approximate approximation of AFs to improve the speed of secure inference using NFGen, but it will end up degrading the accuracy of the DNN model. Swapping out the complex AF with ReLU increases accuracy loss, and might require retraining or fine-tuning, which are computationally expensive for large DNN models.

We devise a new approach to approximate complex AFs that does not degrade inference accuracy even for DNN models with many hidden layers. We do so without requiring any retraining of the model or change in the model architecture.

There are two main challenges to achieve an improved approximation of AFs. First, due to input normalization, most of the inputs to AFs are around zero, where complex AFs are highly non-linear. Chabanne et al. [10] observed that for a nine-layered DNN model normalization pushes 99.73% of the input values to the ReLU AF...
We base our searching heuristic on simulated annealing (SA) which is well for MPC-friendly approximations of complex AFs when DNN input normalization to improve accuracy. Instead of settling for a fixed value as prior work [21] (Section 4.2.3), we carefully incorporate a number of application-specific techniques into the heuristic to avoid getting stuck on local optimal configurations (Section 4.2). We hypothesize that taking this observation into account will help mitigate the cumulative impact of errors introduced by MPC-friendly approximations from one layer to subsequent layers of a deeper or wider DNN model. While prior work [10] has used this observation for generating fully homomorphic encryption (FHE)-friendly approximations of ReLU AF, their proposed approach of using a single polynomial generated via “least square fit” would not work well for MPC-friendly approximations of complex AFs when DNN models have a high number of hidden layers [55].

We use the Chebyshev sequence-based interpolation [53] for piece-wise polynomial approximation, which is shown to provide better approximation for non-linear functions involving operations, including $e^{-x}$, $\ln(x)$, $\tanh(x)$, $1/x$, etc., as it is the case with complex AFs [55, Table 5.2].

Piece-wise polynomial approximation can be parameterized by the degree of the polynomial ($k$), the number of pieces ($m$), and the Ring in which the MPC will be executed ($R$). We establish a procedure to find a better tradeoff between accuracy loss and computational overhead using application-specific heuristic that dynamically adjusts these parameters to find a desirable piece-wise polynomial. Specifically, we first pose this problem as a constraint optimization problem (COP) by setting a constraint of the maximum accuracy loss, say $\nu$, that a practitioner can tolerate. Then we search for a $(m', k', R')$ that yields an approximation that has the lowest inference time under the constraint that accuracy loss is below $\nu$. We base our searching heuristic on simulated annealing (SA) which is a popular framework to solve COP.

Concretely, we start with an initial solution with high $(m_0, k_0, R_0)$ so that it yields an approximation that has accuracy loss $\leq \nu$, but not necessarily the lowest inference time. As a result the initial choice of $(m_0, k_0, R_0)$ may result in an approximation having pronounced inferiority time yielding an imbalance between performance and accuracy. To fix this, we randomly make local adjustments to explore adjacent solutions of $(m_0, k_0, R_0)$, and continue moving towards a solution $(m', k', R')$ under the SA framework that reduces performance overhead and accuracy loss remains less than $\nu$ — for a fixed number of iterations.

We carefully incorporate a number of application-specific techniques into the heuristic to avoid getting stuck on local optimal $(m', k', R')$. For example, we find the approximation error threshold — an important component of the heuristic — via binary search instead of settling for a fixed value as prior work [21] (Section 4.2.3). Furthermore, we introduce a DNN-specific modification to enhance the performance efficacy (Section 4.2.5).

We implement Compact and perform extensive experiments using four different state-of-the-art DNN models with many hidden layers on diverse classification tasks. We find that Compact and NFGen [21] incur negligible accuracy loss compared to existing approaches [48, 51, 67] (Section 5.3). Then, to compare performance overhead between Compact and NFGen, we incorporate their generated MPC-friendly approximation of complex AFs to two state-of-the-art secure inference MPC libraries ABY3 [58] and CryptFlow2 [68], and measure average inference time. Our experiments reveal that our DNN model-specific optimizations make Compact $2\times-5\times$ computationally more efficient than NFGen [21] — for DNN models having a high number of hidden layers, all while maintaining negligible accuracy loss. We have released Compact as an open source project [39].

**Summary.** Our contributions are as follows:

- We present Compact, a scheme that can generate MPC-friendly piece-wise polynomial approximations for complex non-linear AFs. The generated approximation is generic and can be easily incorporated into state-of-the-art multi-party computation scenarios (Section 4.1).
- The approximation technique used in our scheme is input density aware and accurately approximates regions with high input probability density while coarsely estimating regions with low input probability density (Section 4.2).
- We propose a new searching heuristic based on simulated annealing framework to find parameters that dynamically adjust an approximation that have balance performance overhead and accuracy loss (Section 4.3).
- We conduct extensive experiments and show that Compact generated MPC-friendly approximation of complex AFs have both negligible inference accuracy loss than other DNN-specific approaches [48, 51, 67], and $2\times-5\times$ faster than NFGen [21] (Section 5).

## 2 BACKGROUND AND RELATED WORK

This section summarizes relevant background and prior work from deep neural networks (Section 2.1) and cryptographic techniques developed for solving the secure inference problem (Section 2.2).

### 2.1 Deep Neural Network Preliminaries

**Activation Functions (AFs).** AFs are used for adding non-linearity to the learning process and play a major role in enhancing the training capabilities and accuracy of the DNN models. Many contemporary models use ReLU AF, which makes a hard gating decision based on the input sign (Figure 1). Despite being theoretically simple, ReLU provides remarkably faster convergence and performance in practice [45, 61]. However, ReLU outputs a value of zero whenever the input is negative, and as such, the neural network loses a certain amount of valid information as soon as inputs become
ReLU with training process by reducing dependence on initial parameter selection, requiring a lower learning rate, and number of epochs. BN lends stability to the training process by reducing dependence on initial parameter selection, requiring a lower learning rate, and number of epochs. BN

Complex AFs. In recent years, a range of complex AFs, such as SiLU [19], GeLU [31], and Mish [57], have emerged surpassing the performance of ReLU in state-of-the-art DNN models applied across computer vision, natural language processing, and reinforcement learning applications. These AFs as shown in Figure 1, are smooth and continuous, can handle small weight changes, and aid in effectively regularizing DNN models. For example, Hendrycks et al. [31] empirically illustrated the robustness of GeLU-trained DNN models against noisy inputs, often surpassing the accuracy of ReLU-trained models. Ramachandran et al. [66] used automatic search techniques to uncover SiLU (also called Swish). This complex AF improved image classification accuracy of Inception-ResNet-v2 model by 0.6% and by 0.9% of Mobile NASNET-A model by simply substituting it with ReLU. Misra et al. [57] proposed the self-regularized AF Mish that exhibits superior performance compared to AFs for YOLOv4, ResNet models.

Hence, complex AFs offer a compelling advantage in building better-performing models in terms of convergence and classification accuracy when compared to ReLU. Unfortunately, unlike ReLU, which is relatively easy to compute for secure evaluation, these complex AFs exhibit a higher degree of non-linearity near the region close to zero as shown in Figure 1. This makes their use with existing MPC techniques challenging. In this work, we address this limitation by designing an MPC-friendly version of these three complex AFs. We refer more interested readers to Appendix A for additional details on other complex AFs used in neural networks that lie outside the scope of this work.

Batch normalization. Batch normalization (BN) is used to address internal covariance shift problem in neural networks — which happens when a layer’s input distribution changes abruptly due to its dependency on previous layers [38]. BN lends stability to the training process by reducing dependence on initial parameter selection, requiring a lower learning rate, and number of epochs. BN

Figure 1: Complex activation functions (AFs) we focus in our work \( f(x) \in \{ \text{SiLU, GeLU, Mish} \} \) and their second derivatives \( f''(x) \). These AFs are hard to approximate accurately in regions close to zero where \( f''(x) > 0 \). We argue this is especially problematic for DNN models as the majority of the input to the complex AF falls to the region that are hard to approximate accurately (i.e., close to zero) due to normalization (Figure 2). In contrast, ReLU(\( x \)) AF can be precisely approximated with only two simple polynomials \( \{ f_1, f_2 \} \) which are \( f_1(x) = 0 \) when \( x < 0 \) and \( f_2(x) = x \) when \( x \geq 0 \).

is performed on the outputs of the linear transformations, and normalized outputs are forwarded to non-linear AFs. Thus, non-linear AFs receive normalized inputs. Figure 2 illustrates BN process for \( \ell^{th} \) layer where input to the linear operations is \( h^{\ell} \) and output is \( a^{\ell} = w^{\ell T} h^{\ell} \). Assume \( a^i = \left( a_{1}^{i}, a_{2}^{i}, \ldots, a_{d}^{i} \right) \) is \( d \)-dimensional. If the population mean and variance are \( E[a^i], \text{Var}[a^i] \) respectively, then \( a^i \) is normalized to \( z^i \) using the following Equation (2) such that the probability distribution of \( z^i \) follows a normal distribution with zero mean and unit variance:

\[
\bar{z}_k^i = (a_k^i - E[a_k^i]) / \text{Var}[a_k^i] \quad (2)
\]

BN is widely used in state-of-the-art DNN models to calibrate the input to the non-linear AFs during both training and inference phases. This makes BN a good estimator of the input density to complex AFs in DNN models during inference. Our scheme leverages this estimation to improve the inference accuracy of the generated MPC-friendly approximations.

2.2 Secure Inference for DNN models

State-of-the-art MPC techniques enable computation on encrypted data and have been used to address the secure inference problem. Generally, a client encrypts their input and sends the encrypted input to a cloud service. The cloud service performs inference using trained DNN models over the encrypted input. Typically, MPC techniques are optimized for linear transformations (e.g., addition, matrix-vector multiplications, etc.). Therefore, computing
non-linear operations involved in secure inference (e.g., non-linear AFs) is one of the main challenges.

**ReLU specific secure inference.** Given the popularity of ReLU in practical deployments of DNNs, recent research has mostly focused on the use of ReLU. Early works [10, 26] in this area generate Fully Homomorphic Encryption (FHE) friendly approximation of ReLU AF for secure inference. Recent work focuses on MPC friendly approximation of ReLU [11, 35, 68, 77, 78].

For example, Rathee et al. [68] propose a novel 2PC protocol for secure comparison and division for efficient evaluation of ReLU in semi-honest settings. Follow-up works extend this protocol to the malicious client threat model [11, 35]. However, ReLU specific optimizations proposed in the aforementioned methods do not generalize to other complex AFs. Another set of methods uses Garbled Circuits (GC) for secure evaluation of ReLU [41, 47, 56, 70]. However, communication overhead limits its applicability to shallow DNN models (less than seven layers). It is challenging to generalize these methods to wide DNN models that use complex AFs other than ReLU for secure inference.

A different approach for computing non-linear AFs efficiently in the encrypted domain is by restricting the way DNN models are trained. For example, Riazi et al. [69] leverage GC based protocol for secure inference on binary neural networks (BNN). However, retraining and pruning proprietary models with these restrictions could be costly and oftentimes practically infeasible. Imposing such limitations on the training process can also impact the performance of DNNs in practice. Pereteanu et al. [65] introduce the notion of partially private DNN models such that the middle part of the model is sent in plaintext to clients to reduce communication overhead. However, in practice, cloud service providers would want to keep their full part of the DNN model secret lest revealing any part of the property model leaks sensitive information, resulting in severe business consequences.

In summary, while many promising works [63] have focused on secure inference for ReLU-based DNNs, our work focuses on novel complex AFs that have been shown to outperform ReLU and are getting traction in the ML community.

**Secure inference for other non-linear AFs.** A common approach for secure inference involving non-linear AFs is by approximating them with low-degree polynomials. These polynomials are easy to compute for MPC frameworks and thus are MPC-friendly. The challenge is not to degrade the inference accuracy, as the approximation error can cause incorrect results. Delphi [56], for example, runs a planner that balances which AF can be replaced with low-degree polynomials without introducing too many inaccuracies and achieving a significant communication benefit. CryptoNet [26] CryptoDL [32], MiniONN [51] also, use similar ideas for approximating non-linear AFs. However, they are application-specific, and switching to another application degrades accuracy significantly [24] due to small errors getting propagated resulting in numeric instability. In addition, MiniONN [51] is heavily focused on sigmoid AF — which is essential for logistic regression models.

However, as we will show in Section 5.3, when we use their recipe for generating MPC-friendly approximation of the complex AFs that we focus on in this work, the inference accuracy decreases drastically. Recently, Fan et al. [21] proposed NFGen, a technique capable of converting popular non-linear functions — used in scientific domains — to MPC-friendly ones. One may also choose to use this approximation-based approach to do the same for complex non-linear AFs. In fact, NFGen is the closest related work to ours. However, NFGen is not specifically customized for widely used complex AFs inside DNN models. Absence of such customized techniques makes NFGen computationally less efficient when we compare it with our scheme through extensive experiments (Section 5.4).

3 PROBLEM OVERVIEW & DESIGN GOALS

In this section, we first formulate the problem of secure inference and detail the threat model (Section 3.1). Then we describe the design goals we want to ensure while developing Compact (Section 3.2).

3.1 Problem Overview

**Problem formulation.** We refer to the server holding the DNN model by $S_{owner}$. The DNN model consists of $L$ layers, each comprising linear transformations and non-linear complex activation function (AF) $F_{act}$. In between linear and non-linear complex AF, batch normalization is also present. We assume a machine learning as a service (MLaaS) [1] inspired scenario where weights $W = \{w_1, w_2, \ldots, w_L\}$ of all $L$ layers of the model have already been trained, and the trained model is being used to provide cloud-based inference $z$ over client ($C$) uploaded input $x$ using Equation (3).

$$z := F_{act}(w_L \cdots F_{act}(w_2 \cdot F_{act}(w_1 \cdot x))) \quad (3)$$

The problem secure inference tackles is how to compute the above equation obliviously to satisfy the privacy needs of both $C$ and $S_{owner}$. This requires designing a system such that $C$ knows
nothing about model weights $W$ and $S_{\text{owner}}$ learns nothing about $x$; yet $C$ can get the inference result $z$. Moreover, we need to achieve this privacy need with both negligible accuracy loss and reduced performance overhead.

**Scenario Setup.** Secure multi-party computation (MPC) techniques enable a set of mutually distrusting parties to compute a function over their private inputs without revealing the inputs to other parties. Most MPC platforms use a version of secret sharing [5]. A $(t, n)$-secret sharing scheme divides a secret input $s$ into $n$ shares, such that any $t + 1$ of these shares reveal no information about $s$, whereas any $t$ shares allow complete reconstruction of $s$. Based on this primitive, we consider the following scenario to solve the secure inference problem using MPC.

In our setup, there are two parties: the first one is $S_{\text{owner}}$ who owns the trained model with weights $W$. The second party is the user $C$ who queries the model with their private data $x$. In a typical secure inference system, a set of semi-honest computing servers help compute the secure inference. These servers do not have any input of their own but facilitate the secure computation procedure. Neither the model owner $S_{\text{owner}}$ nor the client $C$ trust these servers with their private inputs; however, they trust them to follow the protocol specified.

Secure inference is performed in two phases. In the first phase, $S_{\text{owner}}$ locally generates $n$ secret shares of their private data $W$ as $\left[ W_1, W_2, \cdots, W_n \right]$, and distributes them amongst $n$ computing servers over the network. After this phase, when the client $C$ wants to query the secure inference using their privacy-sensitive data $x$, they need to generate $n$ secret shares of it locally as $\left[ x_1, x_2, \cdots, x_n \right]$, and send these shares to the $n$ computing servers. Finally, these $n$ computing servers engage in an MPC protocol to securely compute Equation (3), and generate $n$ secret shares of the result $z$. At the end of the protocol, $t$ of these secret shares of $z$ are sent to the querying user who can combine these $n$ shares to construct the final result $z$. Following prior work we consider two settings based on the number of computing servers: (i) $n = 2$ [56, 60], and (ii) $n = 3$ [71, 78, 78]. In this study, we refer to them as 2PC and 3PC scenarios respectively.

**Threat model and scope.** In this work, the techniques we use do not apply any restriction on how the adversary $A$ is modeled by the MPC scheme or the type of secret sharing being used by the MPC scheme. Henceforth we can inherit the security requirements of the underlying MPC scheme.

That being said, the majority of the existing works on secure inference assume that these $n$ computing servers are semi-honest (i.e., adversaries who do not deviate from the protocol but try to learn as much information as possible as from the messages they receive) [63]. In practice, this can be achieved by placing these computing servers under the regulation of a trusted organization, and monitoring that they are following the MPC protocol. In our experimental evaluation, we adopt this threat model.

We note that our scheme does not guarantee protection of $W$, and $x$ against attacks such as training data poisoning [73], model inversion [23], adversarial examples [27], membership inference attacks [9], etc. One wishes to do so should employ defenses from existing literature, and whether MPC schemes can be leveraged to provide protections against such attacks is an open question as discussed further in Section 6.

**Motivating example.** One of the motivating realizations of secure inference scenarios can be in the medical domain as pictured in Figure 3. In particular, where a DNN model weights $W$ has been trained by a trusted organization (e.g., National Institutes of Health) leveraging substantial computational resources and exclusive access to users’ private health records. To preserve the privacy of the proprietary DNN model, NIH can generate secret shares of the model $W$ and distribute them across $n$ different semi-honest computing servers, possibly hosted by different hospitals. When patients submit their private health data $x$, they can generate $n$ secret shares and share them with the $n$ different hospitals. In this way, the patient learns the final result without learning anything about $W$ or revealing their private information $x$ to any hospital.

**Difficulty in computing non-linear AFs.** A major bottleneck while running the MPC protocol is computing $F_{\text{act}}(x)$ securely shown in Equation (3). This is because $F_{\text{act}}(x)$ is non-linear, which consumes most of the communication and latency costs of the overall protocol execution, as illustrated by many prior works (e.g., Rathee et al. [68, Table 6]). Linear operations (i.e., matrix-vector multiplication) are less expensive comparatively.

### 3.2 Design Goals

While designing Compact, we want to ensure DNN model designers are not restricted to the set of AFs and model architectures that MPC platforms support. We distill four criteria for this and show how prior work on secure inference fail to satisfy one or more of these design goals in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>(\mathbf{1}) Supp. (\mathbf{2}) Supp.</th>
<th>(\mathbf{3}) Comp. (\mathbf{4}) Supp.</th>
<th>(\mathbf{5}) training proc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CryptFlow2 [68]</td>
<td>(\mathbf{\checkmark}) (\mathbf{\checkmark})</td>
<td>(\checkmark)</td>
<td>(\mathbf{\checkmark})</td>
</tr>
<tr>
<td>SBMC [11]</td>
<td>(\mathbf{\checkmark}) (\mathbf{\checkmark})</td>
<td>(\checkmark)</td>
<td>(\mathbf{\checkmark})</td>
</tr>
<tr>
<td>Cheeta [35]</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark})</td>
</tr>
<tr>
<td>Delphi [56]</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark})</td>
</tr>
<tr>
<td>XONN [69]</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark})</td>
</tr>
<tr>
<td>MUSE [47]</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark})</td>
</tr>
<tr>
<td>SecureNN [77]</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark})</td>
</tr>
<tr>
<td>FALCON [78]</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark})</td>
</tr>
<tr>
<td>NFGen [21]</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark})</td>
</tr>
<tr>
<td>Compact (this)</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark}) (\checkmark)</td>
<td>(\mathbf{\checkmark})</td>
</tr>
</tbody>
</table>

\(\mathbf{\checkmark}\) Support for large number of hidden layers (HLs) for these methods is experimentally validated for DNN models for ReLU.

\(\mathbf{\checkmark}\) Although Delphi uses GC to evaluate non-linear layers, the MPC-friendly square function used to replace ReLU is specific towards ReLU. Therefore, we do not consider it compatible with complex AFs.

\(\mathbf{\checkmark}\) Yes; \(\mathbf{\checkmark}\) Unclear; \(\mathbf{\checkmark}\) No
are limited to ReLU AF [11, 47, 67, 69]. Therefore, it is unclear if these GC-based protocols can generalize to other complex AFs such as SiLU, GeLU, and Mish. We marked them as unclear in the first column of Table 1.

2. Supports large number of hidden layers. The error introduced due to replacing $F_{\text{act}}$ with its MPC-friendly approximation $\overline{F}_{\text{act}}$ in Equation (3) can accumulate and possibly lead to a significant loss in accuracy as the number of hidden layers increases. Unfortunately, few prior works [48, 51, 67] that support complex AFs show significant accuracy loss for DNN models with a high number of hidden layers. NFGen, however, does not exhibit this accuracy loss as the number of hidden layers increases, but this negligible accuracy loss comes at the cost of paying high-performance overhead. We want our scheme to endure such accuracy loss as the number of hidden layers increases without increasing the performance overhead significantly.

3. Compatible with MPC libraries. The secure inference procedure we develop should not only support a wide variety of AFs but also should be easy to implement. Implementations that require new cryptographic primitives for secure inference will be hard and slow to deploy. Therefore, in this work, we aim to design a scheme that can be implemented with generic MPC libraries currently in use. Our solution only requires secure addition, multiplication, and comparison operations. This would also allow seamless transitioning from inference service using ReLU based DNN models to complex AF-based DNNs. Prior works other than NFGen do not satisfy this design goal.

4. No restriction on training. To handle accuracy loss with an increasing number of hidden layers, some prior works change the way DNN models are traditionally trained. For example, XONN requires restricting the weights of the DNN model to binary values (i.e., ±1); similarly, Delphi replaces certain AFs (i.e., ReLU) with a square function during training. We believe this type of restriction poses additional constraints for deployment of secure inference as existing DNN models are most likely trained without these restrictions, and the weight of the already trained DNN models must be adjusted (e.g., fine-tuning by applying these restrictions) to comply with these protocols. Therefore, we aim to design Compact without any restriction on the training process of the DNN models.

In summary, recent proposal in secure inference literature holds promise toward realizing secure inference; but they do not satisfy the above-mentioned generality, deployability, and scalability aspects important for realizing secure inference in practice. We aim to bridge this gap via our designed scheme Compact.

4. DESIGN OF COMPACT

In this section, we first give an overview of our scheme in Section 4.1. Then, we gradually detail our scheme in Section 4.2 and Section 4.3. We sketch our scheme in Figure 4 with a summary of used notations in Table 2.

4.1. Overview of Compact

Piece-wise polynomial approximation approach. Our scheme Compact follows the idea of approximating a complex activation function (AF) using a number of piece-wise polynomials. First, we observe that complex AF can be approximated easily using linear functions outside a certain range. (Fan et al. [21] made similar observations for sigmoid.) Therefore, we only need to approximate a small range of $x$ values, say $[s, e]$. We will approximate $F_{\text{act}}$ using a piece-wise polynomial function, with $m$ pieces $\{f_1, f_2, \ldots, f_m\}$ defined as follows:

$$\overline{F}_{\text{act}}(x) = \sum_{i=0}^{m+1} l_i(x) \cdot f_i(x)$$  \(4\)

where $l_i(x) = 1$ if $x \in (x_i, x_{i+1}]$, and 0 otherwise, for all $i \in \{0, 1, \ldots, m+1\}$, $x_1 = -\infty$, $x_0 = x$, $x_m = e$, and $x_{m+1} = 1$, if $x > e$, and 0 otherwise. The functions $l_i$ define the pieces, and functions $f_i$ define the polynomials. From Figure 1, it is easy to see that when $x \leq -5$ or $x \geq 5$, $F_{\text{act}}(x)$ becomes equal (or very close) to zero and $x$, respectively. As such, we can set $f_i(x) = 0$, and $f_{m+1}(x) = x$ by maintaining $s \leq -5$, and $e \geq 5$ for all complex AFs. For the other polynomials, we impose an additional constraint that $f_i$ must be of degree $k$ or less, $\forall \text{Deg}(f_i) \leq k$ as following.

$$f_i(x) = a_0 + a_1 x + a_2 x^2 + \cdots + a_k x^k$$  \(5\)

The above-mentioned approach is not specific towards ReLU and can approximate complex AFs (e.g., SiLU, GeLU, Mish) — satisfying design goal 1 as described in Section 3.2. Furthermore Equation (4), and (5) comprise of three math operations ADD, MUL, and COMP and the majority of the MPC libraries support these three math operations and thus Compact generated approximations of AF satisfy design goal 3.

However, generally approximation-based approaches tend to be inaccurate [42]. Thus, maintaining negligible accuracy loss with increasing hidden layers (design goal 2) and imposing no restriction on training (design goal 4) at the same time become challenging. We address this challenge by developing the techniques described in the subsequent sections.
which makes us use an opportunistic approach to approximate \( F \) into account. Tomized function to compute the approximation error that takes into account more accurately where \( F \) is distributed (approximately) as a normal distribution with zero mean.

Computing \( P(x) \): We aim to design approximate polynomials that are close to accurate on likely values of \( x \), meaning higher probability according to \( P(x) \), while may have higher error on values of \( x \), which are less likely. A challenge, however, is how to estimate the distribution \( P \). Interestingly, in DNN models, the inputs to an AF are first batch normalized (BN) using Equation (2), to estimate the distribution \( P(\mathbf{x}) \), meaning higher accuracy loss practitioners can tolerate.

4.2.1 Computing \( P(x) \): Interestingly, in DNN models, the inputs to an AF are first batch normalized (BN) using Equation (2), to estimate the distribution \( P(\mathbf{x}) \), meaning higher accuracy loss practitioners can tolerate.

4.2.2 Designing \( E \): To incorporate \( P(x) \) to the approximation procedure, we customize an approximation error which we refer to as weighted mean approximation error denoted by \( E_{\text{Mean}} \).

\[
E_{\text{Mean}}(P, F_{\text{act}}, f, \alpha, \beta) = \frac{1}{(\beta - \alpha)} \int_{\alpha}^{\beta} P(x) \cdot |F_{\text{act}}(x) - f(x)| \, dx \tag{6}
\]

4.2.3 Selecting a threshold \( \delta \) for approximation error \( E_{\text{Max}} \). A straightforward ad hoc way to ensure the accuracy of the approximation is to set a fixed approximation error threshold \( \delta \) and consider an approximation accurate if approximation error calculated via \( E \) is \( \leq \delta \). NFGen follows this ad hoc approach and sets \( \delta = 10^{-3} \). Via empirical experimentation, they observed that if \( E_{\text{Max}} \leq 10^{-3} \), then the generated approximation, when used in logistic regression and \( \chi^2 \) testing, does not degrade accuracy without adding much performance overhead.
We refrain from setting a fixed δ for Compact as the appropriate δ may vary from one DNN model or dataset to another. Also, Compact should systematically find the appropriate δ, relieving the practitioners of the additional burden of finding an appropriate δ on their own. Thus, Compact discovers an appropriate δ by performing a binary search over δ and finding the highest δ such that the approximation corresponding to δ incurs a negligible inference accuracy loss. This is sound due to the monotonic relationship between approximation error and inference accuracy. Lastly, one challenge of this approach is checking if the inference accuracy loss is small at each step of the binary search. We describe a solution to this challenge next.

4.2.4 Measuring accuracy loss. It is difficult to analytically find the optimal δ that minimizes inference accuracy loss while having reduced performance overhead. We attempt to handle this challenge empirically by relying on well-known closed-world assumption used in machine learning (i.e., for each testing class enough representative examples are available in the training dataset). More specifically, we replace the original $F_{act}(x)$ with the generated MPC-friendly approximation $F_{act}^{crd}$ and calculate the inference accuracy over the training dataset. We call this inference accuracy $\eta'$ and compare it with the plaintext inference accuracy $\eta$ which uses the original $F_{act}$ over the same training dataset. If $(\eta - \eta')/\eta \leq v$, we consider $F_{act}^{crd}$ to be accurate enough, where v is a small value representing the accuracy loss the practitioner can tolerate for switching to secure inference from plaintext inference.

4.2.5 Designing $F_{act}^{crd}$ . We also added another DNN model-specific optional optimization. Instead of approximating the original $F_{act}(x)$, we manually introduce a crude MPC-friendly approximation of $F_{act}(x)$, which we call $F_{act}^{crd}$. Then, we use GenAccurateApproxF to approximate $\left(F_{act}(x) - F_{act}^{crd}(x)\right)$. The final approximation of an AF would be $F_{act}^{crd}(x) + F_{act}^{crd}(x)$. Note that $F_{act}^{crd}$ is designed to be simple and linear, making it easy to use with standard MPC libraries. We find this approach significantly improves the approximation procedure.

For SiLU AF, since $\text{SiLU}(x) = x \cdot \text{sigmoid}(x)$, we can simply borrow the structure of the MPC-friendly approximation for $\text{sigmoid}(x) \approx \max(0, \min(x+0.5, 1))$ from [59]. We tweak it slightly to be more precise and multiply it by x to get $F_{\text{SiLU}}^{crd}$ as shown in Equation (7).

$$F_{\text{SiLU}}^{crd}(x) = x \cdot \max\left(0, \min(6x + 0.5, 1)\right)$$ (7)

For GeLU AF, since $\text{GeLU}(x) \approx x \cdot \text{sigmoid}(1.702x)$, similarly, we can write crude MPC-friendly approximation of GeLU AF by leveraging the same structure of MPC approximation for sigmoid as shown in Equation (8).

$$F_{\text{GeLU}}^{crd}(x) = x \cdot \max\left(0, \min(10x, 0.5)\right)$$ (8)

Since Mish cannot be expressed easily in terms of sigmoid, we denote crude MPC friendly approximation of it by ReLU as shown in Equation (9).

$$F_{\text{Mish}}^{crd}(x) = \max(0, x)$$ (9)

4.2.6 Performing interpolation. We interpolate $f(x)$ between range $[\alpha, \beta]$ by a k-degree polynomial $f$ (Equation (5)) using the InterPolate procedure. To find the best performing $f(x)$, similar to NFGen, we adopt Chebyshev interpolation [53] over other alternatives, such as cubic spline or uniform polynomial. This is due to an established fact in the area of function approximation theory [55] that Chebyshev polynomial interpolation generally has superior performance to cubic spline or uniform polynomials interpolation when $f(x)$ involves non-linear operations such as $e^{-x}$, ln, tanh, as it is the case with complex AFs shown in Figure 1.

GenAccurateApproxF procedure. Now we can piece together the above-mentioned techniques and describe the procedure to approximate $F_{act}$ within region $[a, b]$ using a number of piece-wise polynomials in detail (as shown in GenAccurateApproxF Figure 4). First, we set a step size $\Delta$, $\alpha \leftarrow s$, and $\beta \leftarrow \alpha + \Delta$. Then at each step, we increase the pointer $\beta$ by $\Delta$. Before increasing $\beta$, we check if the adjusted approximation error $\delta'$ in the region $[\alpha, \beta]$ is more than the expected approximation error $\delta$.

If this is the case, we approximate the region $[\alpha, \beta]$ using a polynomial $f$ using the Chebyshev interpolation algorithm, add that polynomial piece to $F_{act} \leftarrow F_{act} \cup \{f\}$, and update $\alpha$ to $\beta$. Next, we update $\beta$ by $\Delta$, and again perform the above-mentioned check until we have approximated the whole region $[a, b]$. 

4.3 Finding Efficient Approximation

Now that we can generate MPC-friendly approximations $F_{act}^{crd}$ using GenAccurateApproxF procedure that have negligible accuracy loss for a given $(m, k, R)$, one can search over all possible values of $(m, k, R)$ and select the $F_{act}^{crd}$ that is computationally more efficient. We use $\theta$ to represent $(m, k, R)$. We also use $\text{Time}(F_{act}^{crd})$ to represent the average time it takes to complete secure inference with the approximation $F_{act}^{crd}$ generated using $\theta$ in the approximation process. The accuracy loss can be presented by $\text{AccLoss}(F_{act}^{crd}, F_{act}) = (\eta - \eta')/\eta$; where $\eta$ is the accuracy when we use the complex AF $F_{act}$ as it is (i.e., plaintext accuracy), and $\eta'$ is the accuracy when we replace the complex AF with its MPC-friendly approximation $F_{act}^{crd}$ (i.e., secure inference accuracy).

Unfortunately, because of performing the binary search to find the appropriate $\delta$, GenAccurateApproxF becomes time-consuming. This is because determining if the accuracy loss is negligible at each step of binary search with reasonable confidence requires performing inference over the large training dataset (as explained in Section 4.2.4), and it makes exhaustively iterating over all possible values of $\theta$ from the search space $\Theta$ infeasible.

In this work, we treat this problem of finding optimal $\theta$ used for the approximation to balance performance overhead and accuracy loss, as a constraint optimization problem (COP). Roughly, this means, we find a $\theta' \in \Theta$ that minimizes the average inference time under the constraint that the accuracy loss is less than a specified threshold $\nu$.

Concretely, for a given $F_{act}$, we want to solve the following optimization problem.

$$\theta \leftarrow \arg\min_{\theta' \in \Theta} \text{Time}(F_{act}^{crd}) \text{ s.t. } \text{AccLoss}(F_{act}^{crd}, F_{act}) \leq \nu$$ (10)
Here \( \nu \) is the specified maximum accuracy loss threshold we can tolerate, and \( \bar{F}_{\text{act}} \) is the MPC-friendly approximation of \( F_{\text{act}} \) generated by Compact using \( \theta' \). Now to solve this COP problem in Equation (10), we devise a search technique based on simulated annealing (SA) [40]. SA is a general framework to tackle COP. Briefly, SA starts with an initial solution, generates new neighboring solutions relative to the current solution, and probabilistically decides between moving to the new solution or staying with the current solution for fixed number of iterations. One advantage of sketching SA-based searching for optimal solution \( \theta \) is that SA is gradient-free — suit our needs — overcoming the difficulty to underpin an analytical formula of \( \nabla_{\theta \in (m,k,R)} \text{GenAccurateApprox}(\cdot) \). That being said, other gradient-free searching techniques may also work as well [20], and we detail some additional discussions about this in Appendix B.

One important characteristic of SA—we need to model for this case—is how to avoid being trapped in a local suboptimal solution. To this extent, we follow suggestions from prior work [15, 37], and probabilistically move towards a new solution \( \theta_i \) even if \( \theta_i \) is computationally less efficient approximation than the current best solution \( \theta_{\text{curr}} \).

More precisely, if at \( i \)-th iteration, we denote the MPC-friendly approximation from \( \theta_i \) as \( \bar{F}_{\text{act}} \), then we always update our current best solution \( \theta_{\text{curr}} \) to \( \theta_i \) if \( \bar{F}_{\text{act}} \) is computationally more efficient than \( F_{\text{act}} \) (i.e., \( \text{Time}(\bar{F}_{\text{act}}) > \text{Time}(F_{\text{act}}) \)). Otherwise, we update \( \theta_{\text{curr}} \) to \( \theta_i \) with a certain acceptance probability. This probability depends on two factors. First, the temperature at \( i \)-th iteration called \( T_i \) which is initially high, meaning we have a high tendency to accept a solution computationally less efficient, but after a few more iterations \( T_i \) decreases and so does our tendency to accept a computationally less efficient solution. Second, the amount of computation less efficient \( \bar{F}_{\text{act}} \) compared to \( F_{\text{act}} \). In other words, we accept \( \theta_i \) when \( \exp(\psi/T_i) > r \) is true. Here \( \psi \) represents the computational efficiency of \( \bar{F}_{\text{act}} \) over the current approximation \( F_{\text{act}} \) expressed as \( \psi \leftarrow \text{Time}(F_{\text{act}}) - \text{Time}(\bar{F}_{\text{act}}) \), and \( r \) is a randomly chosen number given by \( r \leftarrow U[0,1] \).

We have to design two more parameters carefully. One is the neighborhood generation heuristic for \( \theta \), and the other is setting a cooling schedule for the temperature \( T_i \). Without careful handling of these two parameters SA may lead to undesired approximations [6].

**Neighbour generation heuristic.** At iteration \( i \), we generate a new neighbor \( \theta_i = (m', k', R') \) from \( \theta = (m, k, R) \) in the following way: for \( m', k' \) we randomly sample two integer numbers \( z_1, z_2 \in \mathbb{Z} \) from a probability distribution having density function \( p(x = z) = \left(1/3\right) \cdot 2^{-|z|} \) such that and set \( m' \leftarrow m + z_1 \) and \( k' \leftarrow k + z_2 \). This means that the chances of moving further away from the current value \( m \) and \( k \) decreases exponentially.

To specify a \( R \), we need two numbers: \( i \) the size of the ring used in MPC library (denoted by \( \ell \)), and \( ii \) the number of last bits to represent the fractional parts (denoted by \( d \)). Typically, MPC libraries use \( R \) sizes of \( \{128, 84, 64, 32\} \). We randomly sample a ring size from these for \( \ell \), and regarding values of \( d \) we set it to \( d \leftarrow [\ell/2] \) where \( y_2 \) is randomly sample from \( z_2 \in R \in \{1.5, 2.2.5, 3.3.5, 4\} \).

**Cooling schedule.** As for the cooling schedule, we adopt the classical logarithmic series \( T_i = \gamma_0/\log(i + 1) \) at \( i \)-th iteration following Hajek et al. [28]. This choice ensures that initially, \( T_i \) would be high, thereby increasing the chances of accepting a computationally less efficient approximation during the early iterations. But as the number of iterations increases, \( T_i \) progressively decreases, lowering this chance. We simply set \( \gamma_0 = 0.2 \) for all of our experiments, yielding \( T_i \approx 0.67 \) and \( T_{10} \approx 0.2 \).

We show the pseudocode for finding computationally efficient approximation FindBestPiecePoly and the procedure for generating neighbors at each iteration GenerateNeighbour in Figure 4.

5 EXPERIMENTAL EVALUATION

We conduct experiments to address the following questions:

1. **Model Accuracy (Section 5.3):** What is the impact on model inference accuracy of using MPC-friendly activation functions \( \bar{F}_{\text{act}}(x) \) generated using our scheme Compact and other existing approaches [21, 48, 51, 67]?

2. **Inference Time (Section 5.4):** What is the inference time overhead of Compact compared to NFGen [21] as the number of hidden layers increases?

5.1 Implementation Details

**Our Scheme.** We implement our scheme using Python 3.8 in about 800 lines of code. We approximate the region between \( x \in [-5, 5] \) for all activation functions (AFs) as beyond that region, they can be easily approximated using simple polynomials. Also, we use SymPy [54] library for the majority of mathematical operations, including calculating the approximation error between a given region of a polynomial using Equation (6) and performing Chebyshev interpolation as mentioned in Section 4.2.6. Our source code is publicly available [39].

Our scheme requires testing if the generated approximation has negligible accuracy loss by checking \( (\eta - \eta')/\eta \leq \nu \) (as described in Section 4.2.4). We also configure FindBestPiecePoly with ten iterations \( i_{\text{max}} = 10 \) to find a computationally efficient approximation and set \( \gamma_0 = 0.2 \). For the initial solution \( \theta_0 = (m_0, k_0, R_0) \), we set \( m_0 = 10^4 \) and \( k_0 = 10 \) (default parameters taken from NFGen [21]). For \( R_{(d_0, d_0)} \), we use \( \langle 5, d_0 \rangle = \langle 128, 64 \rangle \) — a popular choice of ring size by many MPC libraries. With this configuration, FindBestPiecePoly took less than 25 minutes on commodity hardware to finish the four tasks and three complex AFs we detail in Section 5.2. Table 6 shows the appropriate \( m, k, R \) we find via FindBestPiecePoly for all tasks and complex AFs.

**Other Approaches.** We consider four state-of-the-art approaches for comparison: NFGen [21], MiniONN [51], MPCFormer [48] and SIRNN [67]. Additionally, we consider a rudimentary base approach: replacing the complex AF with a popular MPC-friendly AF ReLU. We consider this approach as ReLU is relatively MPC-friendly because it can be computed using only two piece-wise polynomials.

For NFGen, we add a wrapper class to the author’s open-source implementation to measure the inference accuracy and computational overhead for the four tasks. Besides that, we keep their implementation unchanged — using \( \epsilon_{\text{max}} \) (Equation (4.2.2)) to measure the approximation error, setting \( \delta = 10^{-5} \), \( k = 10 \), and \( m = 10^4 \). Liu et al. [51] describe an approach called MiniONN for generating MPC-friendly approximations of sigmoid AF. Since there
is no publicly available implementation of MiniONN, we implement it ourselves based on the description given in [51] and extend the approach to generate MPC-friendly versions of complex AF \( F_{\text{act}} \in \{ \text{SiLU, Mish, GeLU} \} \). Further details of MiniONN, and our extension are discussed in Appendix C.

MPCFormer [48] approximates GeLU using an MPC-friendly polynomial given by \( \text{GeLU}(x) = 0.125x^2 + 0.25x + 0.5 \). This approximation was motivated by the need to perform secure inference for transformer-based DNN models where GeLU activation is used extensively. Since Li et al. [48] did not provide any recipes that could be generalized directly to other AF, we only compare the accuracy and computational overhead for GeLU.

Lastly, Rathee et al. [67] present a library called SIRNN that computes complex mathematical operations (e.g., \( e^x, \ln(x), \frac{1}{x} \)) securely using a combination of lookup tables and numerical methods (e.g., Goldschmidt’s iterations). Thus, complex AFs can be computed sequentially by performing the aforementioned operations and combining the intermediate results using ADD, MUL, COMP operators to evaluate \( F_{\text{act}} \). Recently, Hao et al. [29] extended their approach to computing GeLU AF efficiently by reducing one network call. Nevertheless, this work uses the open source implementation of SIRNN [60].

### 5.2 Experimental Setup

To demonstrate that inference accuracy and performance overhead is negligible for secure inference using our scheme, we consider four state-of-the-art image classification tasks as shown in Table 3 and three complex activation functions (AF) \( F_{\text{act}} \in \{ \text{SiLU, GeLU, Mish} \} \). We train the four models corresponding to each complex AF for each task. While training these models, we preserve the widely use parameters as proposed in the literature for all models (e.g., the overall architecture of the model, # of epochs, learning rate, optimizer, etc.) — including a batch normalization layer before inputs are being fed to complex activation functions of each hidden layer as illustrated in Figure 2.

Below, we provide brief details about these four classification tasks, and further details are in Appendix D.

#### Four classification tasks.

For the first task, we consider a simple classification task of MNIST dataset [46] using a three-layer deep fully connected network (FCN) with one input, output, and hidden layer. MNIST dataset contains 70 thousand \( 28 \times 28 \) handwritten digits grey images, and the three-layer deep FCN achieves close to 0.99 training accuracy for the three complex AFs. We refer to this task as DigitRecognition in the paper. Next, we move towards a more complex classification task of CIFAR-10 dataset [44] — which we refer to as CIFAR10Classification.

CIFAR-10 consists of 60 thousand \( 32 \times 32 \) color images with six thousand images per 10 classes. For performing classification on this dataset, we use a a convolutional neural network (ConvNet) [64] with five hidden layers and train it over the 50 thousand training images of CIFAR-10 dataset using three different complex AFs. For the third task, we consider performing classification on ImageNet-1K dataset which has been one of the challenging benchmark datasets in image classification [16]. We refer to this task as ImageNet1KClassification in this paper.

The ImageNet-1K dataset contains around one million annotated images with 50 thousand validation images and 100 thousand test images. We use a deep residual neural network (ResNet9) [30] model having eight hidden layers over the training images for 50 epochs for three complex activation functions and achieved a validation accuracy of around 0.74. Lastly, we perform experiments to detect spoofed images in CelebA-Spoof [83] dataset. We refer to this task as SpoofFaceDetection in this paper.

CelebA-Spoof is a large-scale face anti-spoofing dataset used to train anti-spoofing DNN models. CelebA-Spoof contains 62 thousand facial images from around 10 thousand subjects with each image having 43 attributes; 40 of them correspond to indicating facial components of real images and three of them correspond to attributes of spoofed facial images. For training, we perform an 80%-20% split of the CelebA-Spoof dataset and adopted the EfficientNetB0 [74] model, which is the state-of-the-art top-performing anti-spoofing detection model and winner of the CVPR challenge of detecting spoofed face images [50]. The EfficientNetB0 model consists of 17 hidden layers, and after training the model for 25 epochs, it achieved a training accuracy of 0.98.

**Machine specification.** We train the models on a Linux machine with an Intel Core i9 processor having 128 GB RAM and Nvidia GTX 1080 GPU. The training split of each dataset is used for training the models. After the training is completed, we save these models. We assume \( S_{\text{owner}} \) holds these saved models and the weights of these models are \( W \) which \( S_{\text{owner}} \) does not want to reveal to \( C \) while performing secure inference. We simulate the \( C \)’s input \( x \) using the testing split of the corresponding datasets for each task.

### 5.3 Model Accuracy

We first measure the inference accuracy of the trained models over the testing split of the dataset by using the (non-MPC-friendly) complex activation functions as it is and refer to it as plaintext accuracy (\( \eta \)). Then, we replace the complex activation function with its MPC-friendly approximation generated by different approaches and measure its inference accuracy (\( \eta' \)). Thus, \( v = (\eta - \eta')/\eta \) gives the inference accuracy loss introduced by MPC-friendly approximations. Table 3 shows the inference accuracy loss (in percentage) for Compact generated MPC-friendly approximation and other state-of-the-art approaches generated MPC-friendly approximation [21, 29, 51] — for each task across the three complex AFs SiLU, GeLU, Mish.

Now we discuss the inference accuracy loss for different approaches, and throughout the discussion, we conservatively consider accuracy loss negligible if \( v < 10^{-2} \).

**ReLU based approach.** We observe that although for the first DigitRecognition task, the inference accuracy loss is within 1.54-2.68% for the last three tasks accuracy loss is higher — at least 45.66% — making this approach unsatisfactory.

**SIRNN [67].** For SIRNN, we observe that for DigitRecognition task, we observe less significant accuracy loss (0.95%-2.37%). Furthermore for SpoofFaceDetection the accuracy does not degrade too much — by 0.48%–1.78%. However, for CIFAR10Classification and ImageNet1KClassification task the accuracy degradation is higher — suffering from an accuracy loss of 2.58%^{-16.31}%.  
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We hypothesize such accuracy degradation is primarily due to two reasons: 1) intermediate steps overflowing in the fixed point representation, and 2) errors introduced in one layer propagating to subsequent layers and accumulating in the process. This further motivates the need to take a piece-wise polynomial approximation-based approach for designing MPC-friendly approximation of complex AF when state-of-the-art DNN models are used, confirming findings from prior work [21].

**MPCFormer [48]** For MPCFormer, we observe a negligible accuracy loss for DigitRecognition and SpoofFaceDetection tasks of 0.18% and 0.09% respectively. However, similar to SIRNN, it exhibits a non-negligible accuracy loss of 9.4% and 7.07% for CIFAR10Classification and ImageNet1KClassification task respectively. We suspect this is because GeLU activation approximation by MPCFormer relies on knowledge distillation (KD) [33]—which is essentially fine-tuning the sequence-to-sequence-based pre-trained model for efficiency. In absence of KD, a simple plug-and-play replacement of polynomial approximation of GeLU activation proposed by MPCFormer does not work well.

**MiniONN [51]**. For MiniONN, we observe that the inference accuracy loss becomes significant when we use their recipe to generate a friendly approximation of complex AFs SiLU, GeLU, Mish. The accuracy loss becomes catastrophically high, especially for ImageNet1KClassification, (27.12%–39.89%). This shows that although the recipe proposed by MiniONN does not show accuracy degradation for sigmoid AF for simplistic logistic regression models, there is a generalization gap when such recipes are used for DNN models trained on diverse datasets involving complex AFs.

**Compact and NFGen [21]** We observe that for all tasks, in general, Compact and NFGen generated MPC-friendly approximations have negligible accuracy loss of < 1%. For one instance, though, ImageNet1KClassification task involving SiLU AF, NFGen has an accuracy loss of 1.36%—marginally higher than the aforementioned threshold. When comparing the two approaches, generally, Compact generated approximation has lower accuracy loss, except for two instances showing a slight deviation. The first one is DigitRecognition task involving GeLU (0.37% vs 0.23%) and SpoofFaceDetection task involving Mish AF (0.66% vs 0.53%).

**Results summary.** We conclude from these experiments that NFGen and Compact are resistant to significant accuracy loss—when we use their generated MPC-friendly approximation instead of the original complex AF—compared to other approaches we consider. Keeping that in mind, we can now investigate the next important aspect of secure inference, measuring performance overhead. We narrow down our experiments to NFGen and Compact—excluding the other approaches—as their accuracy loss is significantly high.

### 5.4 Inference Time

We benchmark the inference time of NFGen and Compact to measure the performance overhead. While benchmarking, we instantiate each party in the protocol by machines running on commodity-type hardware—having an Intel Core i7 processor with 64 GB RAM and connected over a 252 Mbits/sec network link. We use the average inference time for a single image calculated over the testing split of the datasets and include both computational and communication costs while reporting the results.

We consider two state-of-the-art MPC libraries [58, 68] designed for secure inference—one for a 2PC scenario and the other for a 3PC scenario (as described earlier in Section 3).
From the above experiments, it is clear that Ablation study. NFGen would also be similar for homomorphic encryption (HE) based construction. We observe a performance efficiency trend of Compact’s superior performance becomes more pronounced as number of hidden layers becomes high.

### 2PC results.

For the 2PC scenario, we consider CryptFlow2 [68] another state-of-the-art library for secure inference based on a novel protocol for millionaires’ problem [82] and division over fixed-point arithmetic. We experiment with the oblivious transfer (OT) based construction of CryptoFlow2 but believe performance results would also be similar for homomorphic encryption (HE) based construction. We observe a performance efficiency trend of Compact with NFGen similar to the 3PC scenario. We present detailed results of those experiments in Appendix E.

### Ablation study.

From the above experiments, it is clear that Compact is 2×–5× computationally more efficient than NFGen while maintaining a negligible accuracy loss. We perform an ablation study to investigate further what makes Compact more efficient than NFGen. For this study, we train 10 convolutional neural networks on the CIFAR-100 dataset having 1 to 10 hidden layers. We consider two approximation error thresholds δ for NFGen: δ = 10⁻³ as used by Fan et al. [21], and δ = 10⁻¹ set by us. Figure 5 shows the percentage accuracy loss and inference time for 3PC scenario and SiLU activation function.

We observe that, on the one hand, although NFGen with a crude approximation error threshold δ = 10⁻³ generates an approximation of SiLU that renders inference time closer to Compact with increasing number of hidden layers, it suffers from significant accuracy loss. On the other hand, NFGen with δ = 10⁻³ has negligible accuracy loss similar to Compact. But it has a high inference time with increasing hidden layers.

We believe this is due to two reasons. First, Compact automatically finds the optimal δ = (m, k, R) via binary search over δ coupled with a simulated annealing-based heuristic. Using a fixed δ as NFGen fails to achieve this. Second, we incorporate batch normalization into approximation error calculation $E_{\text{Max}}$ (Equation (4.2.2)) to have a better approximation to polynomial pieces near the zero regions. This is different from the approximation error calculated by NFGen, which uses $E_{\text{Max}}$. As the number of complex AFs increases from the number of layers, Compact’s small efficiency for a single complex AF over NFGen becomes pronounced.

### 6 CONCLUSION AND FUTURE WORK

In this work, we present Compact that enables fast secure inference for DNN models that use complex activation functions (AFs). We experimentally validate that Compact have better performance and inference accuracy on the three most popular complex AFs (i.e., SiLU, GeLU, Mish) than the state-of-the-art approaches when the number of hidden layers is more than one. Thus, we believe Compact can accelerate easy adoption of secure inference even when DNN models have a number of hidden layers, trained over complex AFs to generate robust, noise-resistant, better-performing DNN models. Deploying Compact is straightforward as it is compatible with standard MPC libraries, and obviates the need to retrain/finetune DNN models further after replacing the complex AF with ReLU AF to make it compatible with secure inference protocols specific to ReLU. Furthermore, one can easily use our approach to approximate other less widely used complex AFs as well (e.g., tanh, Smish, etc.). We point few promising research directions that we hope future work will investigate.

**Accelerating secure inference time using GPU.** In the plaintext setting, impressive ML inference time has been achieved by harnessing GPUs, which support highly parallelizable workloads.
This boost in inference speed can also be extended to secure setting by running MPC operations inside GPUs. Indeed, recent works have shown how to achieve significant speedup in machine learning training and inference by making MPC operations GPU-friendly [75, 80]. We did not use GPUs while benchmarking secure inference time. Thus, future work can look at porting these GPU-friendly techniques to two-state-of-the-art secure inference protocols ABY3 and CryptFlow2, we use for benchmarking and improve the inference time reported in Table 4.

Dependence on batch normalization. As batch normalization (BN) is employed before AFs by the majority of state-of-the-art DNN models used in computer vision, Compact leverages the phenomenon that BN shifts the input distribution to have zero mean and unit variance. We believe other normalization approach, such as layer normalization — typically used in natural language processing — can also be leveraged to design an approach similar to ours in the future.

Robustness of secure inference and training. For safety-critical, and privacy-sensitive applications, understanding the robustness of the model against attacks like training data poisoning, model inversion, adversarial examples, and membership inference attacks is crucial before deploying them in practice. To the best of our knowledge, such attacks are not considered by most prior work [63] on secure cryptographic training and inference. Only recently secure training and inference have demonstrated performance levels suitable for practical deployment. Therefore, it is now important to evaluate the robustness of existing secure training or inference protocols against such attacks, before deploying these applications in practice.

Membership inference attacks. Compact uses the training data (or a holdout data) to find an approximated AF that does not degrade accuracy and performance overhead, and one may assume there is a chance that it could affect membership inference attacks for outliers. In fact, any work introducing a cryptography-friendly approximation of AF, that relies on training or holdout data, to balance accuracy and performance, could be susceptible. For example, Delphi [36] uses the training data to run a planner that replaces certain ReLU AF with cryptography-friendly square function, and SecureML [59] replaces ReLU AF with a new cryptography-friendly approximation. We discuss if using cryptography-friendly approximation of activation functions for secure inference could impact membership inference attacks briefly in Appendix F.
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A RELATED WORK ON COMPLEX ACTIVATION FUNCTIONS

In this section, we review some work on activation functions (AFs) that fall outside the scope of our work — but nevertheless be interesting to readers.

Complex AFs used in early NN. Early neural network (NN) models used binary threshold units [22, 34] and subsequently sigmoid and tanH as AFs. The AFs are complex as well. However, research in the last decades has exhibited ReLU outperforms such complex used by primary NN models convincingly. Hence, in our work, we focus on more recent complex AFs that have superior performance than ReLU.

Linear splines based AFs. Methods presented in [4, 7, 8, 62] use a set of linear learnable splines as AFs in 1-Lipschitz constraint neural network. These linear splines are MCP-friendly. But 1-Lipschitz constraint neural network, due to being prone to vanishing gradients problem and having less expressiveness [49], is not generally used for cloud-based inference services. Thus, they fall outside the scope of our paper.

Polynomial AFs. Recently, another trendy line of work attempts to redesign AF with a polynomial function [2, 17]. During training, these new AF are used instead of the traditional AF. However, in many real-world scenarios, we assume the DNN model has already been trained over traditionally used complex AF, and retraining further is considered expensive and time-consuming. Hence, these works are outside the scope of our work as well.

Batch normalization and AF approximation. Prior works [10, 52, 79] that use batch normalization to generate an accurate approximation of activation function mostly focus on ReLU. Amongst these, only the work from Chabanne et al. [10] falls within the scope of this study. However, their “least square fit” approach with a single polynomial makes it unsuitable to render an approximation that has negligible accuracy loss.

The other two works, do not fall within the scope, as they require further re-training of the model over the approximated ReLU which does not satisfy our design goal 4.

B DISCUSSION ON GRADIENT FREE LOCAL OPTIMIZATIONS

As discussed in Section 4.3, in this work, we try to solve the constraint optimization problem in Equation (10).

Our initial attempt was to solve Equation (10) using a hill climbing (HC) [72] type approach. However, it failed as HC tends to get stuck while solving optimization problems. We, therefore, choose a simulated annealing-based approach since it is scholastic and generally resistant to getting stuck during solution searches. One may explore other techniques from the existing gradient-free local optimization literature (e.g., ant colony optimization, tabu search, genetic algorithm, etc.) [20]. We believe they may work equally well given they are successfully customized for secure inference.

C DETAILS OF MINIONN

Liu et al. [51] proposed MiniONN, a scheme to generate MPC-friendly piece-wise polynomials approximations for sigmoid, and tanh function. We implement this recipe ourselves to generate MPC-friendly approximations for complex activation functions (AFs) (e.g., SiLU, GeLU, Mish) between range \( a = -5 \), and \( b = 5 \) as shown in Figure 6.

Briefly, this approach takes \( n \) equally spaced points between \([a, b]\) to approximate the given AF \( F_{\text{act}} \). Let’s denote the set of these points as \( X = \{x_1, x_2, \ldots, x_n\} \) where \( x_1 = a, x_n = b \), and...
We observe a similar performance gain as the 3PC scenario — exhibiting a speedup of 20,000× compared to the baseline. We use the oblivious transfer-based construction for CryptFlow2.

For the last two tasks, we consider a fully connected neural network (FCN) with five hidden layers (Figure 7). For the second task CIFAR10Classification, we consider a convolutional neural network (CNN) with five hidden layers (Figure 8). Since the datasets we consider for the last two tasks are relatively more complex, we select complex DNN models for them.

In particular, for ImageNet1KClassification, we consider a residual neural network (ResNet9) having eight hidden layers (Figure 9). For SpoofFaceDetection task we choose the EfficientNetB0 model having 17 hidden layers (Figure 10). We refer the interested reader to [30, 74] for more details. Reader should observe that inputs to the activation function are batch normalized for each of the four layers — a standard practice in DNN models.

### D DNN MODELS CONSIDERED FOR DIFFERENT TASKS

For experimental evaluation, in this work, we consider four DNN models for four image classification tasks. For DigitRecognition task, we consider a fully connected neural network (FCN) with one hidden layer as shown in Figure 7. For the second task CIFAR10Classification, we consider a convolutional neural network (CNN) with five hidden layers (Figure 8). Since the datasets we consider for the last two tasks are relatively more complex, we select complex DNN models for them.

In particular, for ImageNet1KClassification, we consider a residual neural network (ResNet9) having eight hidden layers (Figure 9). For SpoofFaceDetection task we choose the EfficientNetB0 model having 17 hidden layers (Figure 10). We refer the interested reader to [30, 74] for more details. Reader should observe that inputs to the activation function are batch normalized for each of the four layers — a standard practice in DNN models.

### E 2PC RESULTS

We use the oblivious transfer-based construction for CryptFlow2. We observe a similar performance gain as the 3PC scenario — 2×–5× speedup of Compact compared to NFGen— as shown in Table 5.

### F MEMBERSHIP INFERENC INATTACKS

Membership inference (MI) is a popular way to examine the privacy of the training data and predicts if a given input \((x, y)\) was used to train a model \(f_0\). We focus on the state-of-the-art MI attack by Carlini et al. [9].

To find if a specific input value \((x, y)\) was used to train a model, the attacker first creates \(N\) samples of training data from the data distribution \(D\), such that half of the datasets contain \((x, y)\) in them,
Figure 9: ResNet9 [30] DNN architecture with eight hidden layers we use for ImageNet1KClassification task.

<table>
<thead>
<tr>
<th>Task Name</th>
<th>( F_{out} )</th>
<th>( m )</th>
<th>( k )</th>
<th>( R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DigitRecognition</td>
<td>SiLU</td>
<td>78</td>
<td>3</td>
<td>(64, 32)</td>
</tr>
<tr>
<td></td>
<td>GeLU</td>
<td>82</td>
<td>5</td>
<td>(64, 32)</td>
</tr>
<tr>
<td></td>
<td>Mish</td>
<td>85</td>
<td>3</td>
<td>(64, 32)</td>
</tr>
<tr>
<td>CIFAR10Classification</td>
<td>SiLU</td>
<td>77</td>
<td>3</td>
<td>(84, 42)</td>
</tr>
<tr>
<td></td>
<td>GeLU</td>
<td>34</td>
<td>3</td>
<td>(84, 63)</td>
</tr>
<tr>
<td></td>
<td>Mish</td>
<td>93</td>
<td>4</td>
<td>(84, 62)</td>
</tr>
<tr>
<td>ImageNet1KClassification</td>
<td>SiLU</td>
<td>91</td>
<td>5</td>
<td>(84, 42)</td>
</tr>
<tr>
<td></td>
<td>GeLU</td>
<td>101</td>
<td>5</td>
<td>(84, 42)</td>
</tr>
<tr>
<td></td>
<td>Mish</td>
<td>96</td>
<td>5</td>
<td>(84, 42)</td>
</tr>
<tr>
<td>SpoofFaceDetection</td>
<td>SiLU</td>
<td>81</td>
<td>5</td>
<td>(64, 32)</td>
</tr>
<tr>
<td></td>
<td>GeLU</td>
<td>90</td>
<td>5</td>
<td>(64, 32)</td>
</tr>
<tr>
<td></td>
<td>Mish</td>
<td>93</td>
<td>5</td>
<td>(64, 32)</td>
</tr>
</tbody>
</table>

Table 6: \( m, k, R \) for four tasks using FindBestPiecePoly. We consider accuracy loss \( \nu < 10^{-2} \) as negligible. \( R \) is presented as \( (\ell, d) \).

and other half do not. Then the attacker trains two sets of shadow models \( M_1 \) (where the datasets contain \( (x, y) \)) and \( M_2 \) (where the datasets do not contain \( (x, y) \)). \( Q_{in} \) denotes the distribution of losses of \( (x, y) \) from \( M_1 \) and \( Q_{out} \) is the distribution of the cross losses from \( M_2 \). Finally, the attacker calculates the cross entropy loss of \( (x, y) \) on the target model \( f_{\theta'}(x, y) \) and measure the likelihood of this loss under the distributions \( Q_{in}(x, y) \) and \( Q_{out}(x, y) \) and return whichever is more likely.

Thus, any approach [56, 59] (including ours) leveraging training data (or a holdout data) to find an approximate AF could affect \( f_{\theta'}(x, y) \), \( Q_{in} \) and \( Q_{out} \), and thus potentially has an impact on MI attack. However, since all these prior works have negligible accuracy loss over the testing data which is sampled from the distribution \( D \) (i.e., in-distribution-data), we conjecture that there is a chance that \( f_{\theta'}(x, y) \) and \( Q_{in} \) or \( Q_{out} \) remain mostly similar when the given input \( (x, y) \) is sampled from the in-distribution data, and thus may not affect MI attack.

When the given input \( (x, y) \) is sampled from outside the in-distribution data (i.e., outliers), it is difficult to assess how \( f_{\theta'}(x, y) \), \( Q_{in}(x, y) \) or \( Q_{out}(x, y) \) would get affected. Interestingly, Carlini et al. [9] briefly discuss that outliers are inherently more vulnerable to their MI attack. This is because, as they experimentally show, the gap between \( Q_{in} \) and \( Q_{out} \) widens when outliers are inserted into the training dataset of \( f_{\theta'} \) [9, Figure 11], and this enables the attacker to make predictions about \( (x, y) \) with higher accuracy.

In summary, how \( f_{\theta'}(x, y) \), and \( Q_{in} \) or \( Q_{out} \) are affected for both in-distribution, and outlier data due to the introduction of secure inference or training protocols, and whether such secure protocols can be used to defend against MI attacks is an interesting open question.