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ABSTRACT
In this work, we propose a new privacy-preserving membership

query protocol that lets a centralized entity privately query datasets

held by one or more other parties to check if they contain a given

element. This protocol, based on elliptic curve-based ElGamal and

oblivious key-value stores, ensures that those ‘data-augmenting’

parties only have to send their encrypted data to the centralized

entity once, making the protocol particularly efficient when the

centralized entity repeatedly queries the same sets of data. We ap-

ply this protocol to detect anomalies in cross-silo federations. Data

anomalies across such cross-silo federations are challenging to de-

tect because (1) the centralized entities have little knowledge of the

actual users, (2) the data-augmenting entities do not have a global

view of the system, and (3) privacy concerns and regulations prevent

pooling all the data. Our protocol allows for anomaly detection even

in strongly separated distributed systems while protecting users’

privacy. Specifically, we propose a cross-silo federated architecture

in which a centralized entity (the backbone) has labeled data to

train a machine learning model for detecting anomalous instances.

The other entities in the federation are data-augmenting clients
(the user-facing entities) who collaborate with the centralized en-

tity to extract feature values to improve the utility of the model.

These feature values are computed using our privacy-preserving

membership query protocol. The model can be trained with an

off-the-shelf machine learning algorithm that provides differential

privacy to prevent it from memorizing instances from the training

data, thereby providing output privacy. However, it is not straight-
forward to also efficiently provide input privacy, which ensures that
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none of the entities in the federation ever see the data of other en-

tities in an unencrypted form. We demonstrate the effectiveness of

our approach in the financial domain, motivated by the PETs Prize

Challenge, which is a collaborative effort between the US and UK

governments to combat international fraudulent transactions. We

show that the private queries significantly increase the precision

and recall of the otherwise centralized system and argue that this

improvement translates to other use cases as well.

KEYWORDS
federated learning, anomaly detection, ElGamal encryption, oblivi-

ous key-value stores, differential privacy

1 INTRODUCTION
Privacy-preserving membership query protocols allow a central-

ized entity S to find out whether a given element is contained in

the data sets of other parties P1, . . . ,P𝑛 without learning anything

about the other elements in those sets. In the multi-party case, such

a membership query will only return positively when the queried

element is contained in the set of each other party. This work pro-

poses a protocol to perform privacy-preservingmembership queries

that is particularly efficient when performing multiple parallel and

sequential queries on the same sets. We refer to such queries as

repeated membership queries. The key to making this efficient is to

use encrypted membership query filters (EMQFs), see Section 5.1.

Repeated privacy-preserving membership queries occur in large-

scale systems, which are often comprised of many user-facing enti-

ties and one or a few centralized entities serving as the backbone.

Such federations arise for various reasons: to increase scalability,

for political and operational reasons, or simply because that is

how these systems functioned historically, and reorganizations are

costly. Examples include (1) financial systems such as the global

payment system orchestrated by SWIFT and distributed among

banks, (2) governmental systems such as tax authorities controlled
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by national governments but supported by states or municipalities,

and (3) health care guided by insurers while provided by many

medical institutions. All these systems are prone to fraud because

the centralized entities have little knowledge of the users, while

the other entities do not have a global view of the system. Typical

approaches that address fraud in such a federated setting come

at the cost of the users’ privacy, and not addressing it is not an

option due to its high societal cost. Privacy-preserving membership

queries allow us to address fraud while preserving users’ privacy.

We demonstrate the effectiveness of our solution in the financial

domain. As illustrated in Fig. 1, we assume a cross-silo federated

architecture in which a centralized entity (the backbone) has la-

beled data to train a machine learning (ML) model for detecting

anomalous instances. The other entities in the federation are data-
augmenting entities (the user-facing entities), which collaborate

with the centralized entity to extract feature values to improve the

utility of the model. In the financial domain, the centralized en-

tity would, for instance, be a payment network system like SWIFT

that holds information about financial transactions, and the data-

augmenting entities are partner banks that hold additional infor-

mation about the ordering and beneficiary accounts appearing in

financial transactions. The task is to use the sensitive information

residing with all the entities, e.g. the payment network system and

the banks, to train a ML model to detect anomalies. A large body of

research has already studied ways to train such a model with output
privacy guarantees: by training the model using differential privacy

(DP) techniques, any inferences made with the model can be made

public while guaranteeing plausible deniability about the existence

of any specific instance in the training data. The challenge is to also

provide input privacy, which guarantees that the information held

by any data-augmenting entities and the information held by any

centralized entity is not disclosed to any other entity. We propose

a new cryptographic protocol tailored to this setting to efficiently

and privately extract a Boolean feature indicating whether the data

relating to a specific instance is consistent between the centralized

entity and that of one or more data-augmenting entities.

Throughout this paper, we use S to denote the centralized entity

and P1, . . . ,P𝑛 to denote the data-augmenting entities. We assume

that S has a training dataset in which each instance is labeled

with a value denoting whether it is anomalous or not. To provide

output privacy, S can train a ML M over its data with any of

a variety of supervised DP model training algorithms that have

been proposed in the literature, including for logistic regression,

tree ensembles, and neural networks [3, 17, 18, 25]. We note that

this choice of model is completely free, and we do not expand on

it in this work. The emphasis in this paper is on improving the

utility ofM by extracting feature values that represent whether

information held by S is consistent with information held by one or

more of the P𝑖 ’s, e.g. whether the information about the ordering

and beneficiary accounts listed in a transaction known to a payment

network system is consistent with the information known by the

respective sending and receiving banks.

From a technical point of view, our private feature extraction

protocol is built on top of a novel private set membership proto-

col that is especially efficient when performing many sequential

queries. To make the protocol efficient, we instantiated the cryp-

tosystem over an elliptic curve and implemented it in Rust (with

a Python wrapper). The resulting protocol has low computational

and communication demands. Moreover, typical protocols for pri-

vate set membership or private set intersection based on oblivious

key-value stores [29] and built using OT extension protocols [6]

reveal the protocol’s output in the clear. This is problematic when

the result of the protocol needs to be used in other private computa-

tions. We provide an extension of our protocol that overcomes this

limitation by outputting ElGamal encryptions of the data and using

a custom private equality test that uses its homomorphic properties.

We are not aware of similar constructions in the literature.

Motivated by the 2023 PETs prize challenge,
1
which is a collabo-

rative effort of the US and UK governments, we demonstrate the

effectiveness of our approach in the financial domain. We show that

the private queries significantly increase the precision and recall of

the otherwise centralized system and argue that this improvement

translates to other use cases as well.

Our contributions can be summarized as follows:

• We propose a new multi-party private set membership protocol

that is also of independent interest (e.g., for multi-party private

set intersections), in which we formalize the concept of an EMQF.

• We propose a secure equality protocol over elliptic curve-based

ElGamal ciphertexts, also of independent interest.

• To the best of our knowledge, we discuss the first concretely

efficient distributed anomaly detection system in a federated star

topology that preserves both input and output privacy.

After describing related work in Sec. 2 and preliminaries in Sec. 3,

we provide a high level description of our solution in Sec. 4. We

follow up with a detailed description for private consistency queries

in Sec. 5 and a privacy proof in Sec. 6. In Sec. 7 we document

experiments that demonstrate the utility and scalability of our

method, which was a prize finalist in the 2023 PETs prize challenge.

2 RELATEDWORK
We go over previous works that tackle similar (sub-)problems. First,

we discuss previous works for performing private membership

queries by studying private set intersection protocols. After that, we

analyze solutions related to our application in the field of privacy-

preserving federated learning, which also tackle learning in federa-

tions while providing privacy guarantees.

2.1 Private Membership Queries
Private membership queries form the basis of private set intersec-

tion protocols, which have been studied extensively. In this work,

we are interested in the multi-party case, where a querier can check

the membership of an element with multiple parties at once and

only receive a positive result if each set contains the element. We

briefly provide an overview of some of the most recent work on

these protocols. We distinguish between multi-party private mem-

bership queries and multi-party private set intersections (MPSI).

In the latter case, we discuss two categories: protocols based on

multiple instances of two-party computation (2PC) and protocols

based on homomorphic encryption (HE). Note that while some of

the protocols discussed here are efficient when it comes to compu-

tation and communication, each individual query has a large cost

1
https://www.drivendata.org/competitions/group/nist-federated-learning/
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Privacy-Preserving Feature Extraction for Federated Anomaly Detection 
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z (zr + zs) (qr + qs) = 0?

Figure 1: (a) Architecture diagram of the federation; (b) A private consistency check involving two data-augmenting clients

associated to it. In other words, these protocols are not concretely

efficient for performing many queries in parallel or sequentially.

Private set intersections using 2PC. This type of MPSI protocols

combines multiple executions of two-party computations that in-

herently perform membership queries to find the intersection of

all separate sets. This closely resembles our protocol, except these

protocols do not rely on homomorphic encryption. The most recent

protocol in this category is that by Nevo et al. [46]. This protocol

uses OKVSs encoding secret shares in combination with oblivious

transfers to perform the membership checks. A similar approach

was proposed before that by Garimella et al. [29]. These proto-

cols are among the most efficient for multi-party private set in-

tersections over large sets. Another protocol in this category is

by Kavousi et al. [40], which relies on oblivious pseudo-random

functions (OPRFs) as the two-party computation and functions

strictly in the star topology. In this work, each party encodes their

set as a garbled Bloom filter. Since OPRFs are efficient building

blocks, the Bloom filter can have many bins before computations

become prohibitively expensive. Note that in all three works, the

party receiving the final output must perform computation and

communication with the other parties scaling linearly with their

set size every time the protocol is executed.

Private set intersections using HE. We discuss the three of the

most recent MPSI protocols based on homomorphic encryption.

All three protocols function in the star topology, which makes

them suitable for in a federation, where there is a centralized entity

and multiple other entities. The protocol by Bay et al. [8], and

subsequently by Vos et al. [58] uses encrypted Bloom filters to

perform one membership query for each of the elements in the

centralized entity’s set. While the former uses Paillier encryption,

the latter uses elliptic curve-based ElGamal, similar to this work.

These protocols are concretely efficient for small set sizes, but they

are less efficient than the 2PC-based MPSI protocols as the set size

grows. Hazay et al. [34] present a different protocol, in which each

party other than the centralized entity represents their set as the

roots of an encrypted polynomial. Performing the membership

query then involves privately evaluating this polynomial on the

queried element. In these three works, the centralized entity may

keep the encrypted Bloom filters or encrypted polynomials locally

to speed up future queries, but these methods remain efficient. For

Bloom filters, this is the case because the filters must be large in size

not to introduce false positives, which makes them prohibitively

expensive for larger set sizes. For encrypted polynomials, each

invocation requires cryptographic operations on every encrypted

coefficient, which requires a great deal of computation.

Private membership queries. The protocol by Chielle et al. [19]

is similar to many HE-based MPSI protocols as it is based on en-

crypted Bloom filters. However, Bloom filters typically need to grow

large in size in order to press the false positive rate. As a result,

precise queries involve a large amount of cryptographic operations.

This paper uses the BFV leveled-homomorphic encryption scheme.

Unfortunately, the protocol leaks information as it exposes all bits

of the Bloom filter selected by the hash functions (see [58], Sec-

tion 6.2). Ramezanian et al. [51] propose a more complex protocol

that decreases this cost by using Cuckoo filters, which are also more

common in MPSI protocols. The most recent custom protocol for

performing private membership queries is that by Garg et al. [28].

This protocol provides stronger security than regular membership

queries because it is hard for the party holding the queried set to

fool the other party of a positive query result. However, this proto-

col is restricted to two parties.

In this work, we are interested in performing multiple sequential

queries on the same sets. We refer to a protocol that is designed

for this case as a privacy-preserving repeated membership query

protocol. MPSI protocols can be naively turned into such repeated

membership query protocols, but this is highly inefficient: While an

MPSI protocol allows performing multiple membership queries in

parallel, they are not necessarily efficient for performing multiple

queries sequentially. We provide an overview incorporating the

number of sequential queries as 𝑞 in Table 1. Here, 𝑘 represents the

maximum size of the parties’ sets and 𝑛 is the number of involved
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parties. We also use 𝑡 to denote the number of parties that can

collude before the security guarantees no longer hold, and ℎ to

denote the number of hash functions in a Bloom filter.

In Table 1, we give two examples of MPSI protocols (Hazay et

al. [34] and Vos et al. [58]) that can be easily adapted (indicated

with an asterisk) so that parties only have to encode and send their

set once. Their asymptotic communication complexities are iden-

tical to the protocol presented in this work. In fact, these adapted

protocols can all be seen as instantiations of our protocol with a

different EMQF. However, encrypted polynomials and Bloom filters

are significantly larger in size and require orders of magnitude more

computations to both encode and decode. We provide a concrete

comparison of this in Sec. 7. Note that the extra factor 𝑛 incurred in

the computation of an assistant is because our work uses a different

setup; the involved parties do not share a single public key.

Our solution enjoys the benefits of the HE-based MPSI protocols

we discussed, running in the star topology and not having to re-

compute the set representation at every invocation, along with the

benefits of the 2PC-based MPSI protocols, which scale well with the

size of the sets. By using elliptic curve-based ElGamal rather than

a partially homomorphic encryption scheme such as Paillier, the

size of the OKVS stays compact, the cryptographic operations are

fast to execute, and the bandwidth cost in subsequent membership

queries decreases by an order of magnitude.

Table 1: Comparison of our privacy-preserving membership
query protocol when expressed as a repeated multi-party
private set intersection, derived from [59].

Work Communication Computation
Authors Leader Assistant Rounds Leader Assistant

Hazay [34] 𝑂 (𝑞𝑛𝑘) 𝑂 (𝑞𝑘) 4𝑞 𝑂 (𝑞𝑛𝑘) 𝑂 (𝑞𝑘)
Inbar [36] 𝑂 (𝑞𝑛𝑘ℎ) 𝑂 (𝑞𝑛𝑘ℎ) 3𝑞 𝑂 (𝑞𝑛𝑘ℎ) 𝑂 (𝑞𝑛𝑘ℎ)
Ghosh [30] 𝑂 (𝑞𝑛𝑘) 𝑂 (𝑞𝑘) 6𝑞 𝑂 (𝑞𝑛𝑘) 𝑂 (𝑞𝑘)
Chandran [15] 𝑂 (𝑞𝑛𝑘) 𝑂 (𝑞𝑘) 8𝑞 𝑂 (𝑞𝑛𝑘) 𝑂 (𝑞𝑘)
Garimella [29] 𝑂 (𝑞𝑛𝑘) 𝑂 (𝑞𝑘) 4𝑞 𝑂 (𝑞𝑘) 𝑂 (𝑞𝑛𝑘)
Gordon [31] 𝑂 (𝑞𝑛𝑘 + 𝑞𝑛𝑡) — 5𝑞 — —

Vos [58] 𝑂 (𝑞𝑡𝑘) 𝑂 (𝑞𝑘) 3𝑞 𝑂 (𝑞𝑛𝑘ℎ) 𝑂 (𝑞𝑘)
Hazay* [34] 𝑂 (𝑞𝑡) 𝑂 (𝑘 + 𝑞) 1 + 2𝑞 𝑂 (𝑞𝑛𝑘) 𝑂 (𝑞𝑘)
Vos* [58] 𝑂 (𝑞𝑡) 𝑂 (𝑘 + 𝑞) 1 + 2𝑞 𝑂 (𝑞𝑛𝑘ℎ) 𝑂 (𝑞𝑘)
This work 𝑂 (𝑞𝑡) 𝑂 (𝑘 + 𝑞) 1 + 2𝑞 𝑂 (𝑞𝑛𝑘) 𝑂 (𝑞𝑛𝑘)

2.2 Privacy-preserving federated learning
Federated learning (FL) [44] has emerged as a popular paradigm

to train global machine learning models over data held by multi-

ple entities, which are typically referred to as clients. Nearly all

state-of-the-art FL algorithms and applications assume scenarios

in which the data is horizontally partitioned, i.e. each client holds

one or more instances. In the cross-silo federated architecture that

we consider (see Fig. 1), the data is split both horizontally and ver-

tically, making the mainstream FL paradigm difficult to use and

analyze [39]. Orthogonal to this, it is also well understood that FL is

not privacy-preserving by default, as information about the clients’

training data may leak from the gradients or model parameters

(see e.g. [12, 24, 39, 53]). Existing works that use a combination

of privacy-enhancing technologies in the context of FL to provide

end-to-end privacy address, to the best of our knowledge, only the

scenario of horizontally distributed data [13, 16, 32, 37, 47, 56].

A relevant technique for cross-silo FL is secure multi-party com-

putation (MPC), an umbrella term for cryptographic approaches

that allow two or more parties to jointly compute a specified output

from their private information in a distributed fashion without

revealing this private information to each other [21]. While MPC

typically comes with a substantial computation and communica-

tion overhead, a major advantage is that it can be readily applied to

scenarios where the data is partitioned horizontally, vertically, or

in any other mixed way. Nearly all of the MPC protocols proposed

in the literature for model training (e.g. [4, 5, 22, 33, 41, 45, 60])

however only protect input privacy, i.e. they enable training of a

model over data that is distributed among data holders without

requiring those data holders to disclose the data. In isolation, these

approaches do not provide sufficient protection if the trained model

is to be made publicly known, or even if it is only made available for

black-box query access, because information about the model and

its training data is leaked through the ability to query the model

(see e.g. [14, 26, 54, 55]). Formal privacy guarantees, in this case, can

be provided by differential privacy [23]. It is, however, well known

that local differential privacy, where each client adds noise to their

data before sending it out, causes severe utility loss. In contrast,

global differential privacy, where each client sends its data to a

trusted curator responsible for adding the noise, introduces a single

point of failure (namely the curator) and violates input privacy.

Input and output privacy can simultaneously be achieved in

FL by combining MPC with differential privacy by replacing the

trusted curator from the global DP paradigm with an MPC proto-

col (run across multiple mutually distrustful parties) to generate

noise to perturb the model parameters, providing differential pri-

vacy guarantees. Existing methods leveraging this idea can handle

data that is arbitrarily partitioned. However, such solutions are not

directly applicable to our scenario because they assume that all

feature values are readily available in the federation [49]. In our

case, however, some features carry a high signal but have yet to

be constructed by combining information from the centralized and

data-augmenting entities.

While using a general-purpose MPC protocol for such joint

feature extraction provides the necessary privacy guarantees, it

requires significant computation and communication since MPC

generic solutions for such tasks heavily depend on the circuit size

(which is very high for our specific joint feature extraction task).

This work proposes a custom cryptographic protocol based on

elliptic curve-based homomorphic ElGamal and oblivious key-value

stores (OKVS) [29]. With almost all of the attention in the privacy-

preserving machine learning (PPML) literature going to the model

training phase, our proposal fills a critical gap concerning data

preprocessing, namely private feature extraction. A recent work by

Kadhe et al. [38] uses generic MPC and specifically avoids this pri-

vate feature extraction step. This makes their protocol significantly

more expensive in computation and communication.

We discuss three more recent works that tackle similar prob-

lems. Asif et al. [7] use a similar method to ours, where S performs
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membership queries on P𝑖 ’s data, but the data is encoded as un-

encrypted Bloom filters. The authors wrongfully assume that this

provides privacy to the users whose data is encoded. This form of

information leakage is discussed in the work by Vos et al. ([58],

Sec. 4.2.1). The work titled HyFL [61] solves the same problem but

in a weaker threat model, where data is only encrypted against

outside attackers, but S decrypts P𝑖 ’s data and trains on it in plain

text. Finally, a recent work titled Starlit [1] extracts a similar fea-

ture as in our work, except that it is computed by performing a

one-time private set intersection between the S’s data and P𝑠 and
P𝑟 ’s data. This reveals significantly more private information than

our protocol: S learns the result of performing membership queries

with each row in their dataset on each individual P𝑖 ’s dataset. This
is essentially the worst-case leakage of our protocol.

3 PRELIMINARIES
We briefly discuss cryptographic primitives used in our protocols

and introduce the definition of differential privacy.

Oblivious key-value stores. Conceptually, an OKVS is a dictionary
that outputs a random-looking value for each key. If the key was

encoded in the OKVS, then the value always corresponds to the

value that went with it. We choose to work with the PaXoS [50]

OKVS with the xxh3 statistical hash function [20]. Note that this

hash function does not have to be cryptographically secure, as the

security of OKVSs only relies on the statistical indistinguishability

of the encoded values. The OKVS function decode(𝐷,𝑞) returns
the value corresponding to the key 𝑞 in OKVS 𝐷 . Regardless if the

key was encoded in the OKVS, the properties of the OKVS ensure

that the returned value is indistinguishable from randomness.

Curve25519. In our protocols, we work over Curve25519 [9]. We

denote the identity by O, the scalar group by Z𝑞 , and the curve

group by 𝐸 (Z𝑞). Here, 𝑞 = 2
255 − 19 and |𝐸 (Z𝑞) | > 2

252
.

All parties have access to a generator 𝐺 . While Curve25519 is

defined as a Montgomery curve, it is birationally equivalent to a

twisted Edwards curve. Unless specified, we use the twisted Ed-

wards model. We also introduce two functions ToMontgomery(𝑥)
and ToEdwards(𝑥, 𝑠), which switch 𝑥 between the two curve mod-

els. Here, 𝑠 denotes the sign of the twisted Edwards point, as the

Montgomery point only contains the 𝑋 -coordinate of the point.

Elligator maps. The main challenge when encoding curve points

in an OKVS is that the OKVS requires those points to be indistin-

guishable from random bits. The typical compressed representation

of curve points certainly does not satisfy this requirement. For

example a compressed Montgomery point is simply its 𝑋 coordi-

nate, which must satisfy the strict curve equation. As a result, not

every set of random bits is interpretable as the scalar representa-

tion of 𝑋 . Instead, we use the Elligator2 map [10] to map between

random-looking bits and curve points. Consequently, we work over

Montgomery and twisted Edwards curves. We use the Montgomery

model to apply the Elligator2 map given by the function𝜓 : Z𝑞 ↦→
𝐸 (Z𝑞) and its inverse𝜓−1. The inverse only returns a representative
for half of the points in 𝐸 (Z𝑞); otherwise, it returns ⊥.

Differential privacy. A randomized algorithm F provides (𝜖, 𝛿)-
DP if for all pairs of neighboring datasets 𝐷 and 𝐷 ′ (i.e. datasets

that differ in one entity), and for all subsets 𝑆 of F ’s range:

P(F (𝐷) ∈ 𝑆) ≤ 𝑒𝜖 · P(F (𝐷 ′) ∈ 𝑆) + 𝛿 [23]. (1)

The parameter 𝜖 ≥ 0 denotes the privacy budget or privacy loss,

while 𝛿 ≥ 0 denotes the probability of violation of privacy, with

smaller values indicating stronger privacy guarantees in both cases.

In our context, 𝐷 and 𝐷 ′ are datasets with instances, and F is an

algorithm to induce an ML model from a dataset, or a method to

compute a statistic (like the mean) over a dataset. An DP algorithm

F is usually created out of an algorithm F ∗ by adding noise that

is proportional to the sensitivity of F ∗, in which the sensitivity

measures the maximum impact a change in the underlying dataset

can have on the output of F ∗.

4 SOLUTION OUTLINE
4.1 Threat model
We model all parties as polynomial-time Turing machines (PPT).

For the elliptic curve cryptography, we assume the decisional

Diffie-Helman problem to hold over Curve25519 [9] and Elliga-

tor2 [10] to be statistically indistinguishable from randomness.

We implement authenticated and private communication chan-

nels between the centralized entity S and the data-augmenting

clients P1, . . . ,P𝑛 by using the authenticated encryption mode

of operation EAX and AES, which we treat as a pseudorandom

function. To do so, we predistribute symmetric keys among the

respective parties. Alternatively, the parties can run Diffie-Helman

key exchange protocols to establish such common keys.

We assume the adversaries to be honest-but-curious. That means

they follow the protocol specifications, but try to obtain as much

information as possible about private information from their in-

puts, messages exchanged, and internal randomness. Our protocols

(Sec. 4.3) are designed to prevent adversaries from learning such

information (see Sec. 6 for the proofs). We work with static ad-

versaries. Our solutions can be generalized to stronger adversarial

models (fully malicious/active adversaries) at the cost of having

reduced efficiency. See Appendix B for an initial discussion.

In our solution, the centralized entity S’s training data never

leavesS, not even in encrypted form. The privacy of the centralized

entity’s data is guaranteed even if the result of the classification

(the predicted probability that an instance is anomalous) is made

public. This privacy guarantee follows directly from the fact that

the model is generated from the data with an algorithm that pro-

vides differential privacy (DP) guarantees (Sec. 4.2). This means

that the probability that the algorithm generates a specific model

from the data is very similar to the probability of generating that

model if a particular instance had been left out of the data. The

latter implies that what the model has memorized about individual

instances is negligible. Obviously, if the result of the classification

is not made public by S, no information whatsoever leaks about

the centralized entity’s data (a result that follows from our secure

distributed feature extraction protocol in Sec. 5).

In our solution, data never leaves the data-augmenting clients in

plaintext form. In the feature extraction protocol in Sec. 5, the data-

augmenting clients encrypt their data as ElGamal ciphertexts and

encode the ciphertexts in oblivious key-value stores (OKVS), which

they send to S. The centralized entity S and the data-augmenting
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clients perform computations over this data while it is stays en-

crypted. At the end of the protocol, (1) the centralized entity and

the data-augmenting clients can jointly decrypt the result (Sec. 4.3)

and open it to S, or (2) use a protocol extension to compute linear

functions (such as generalized linear machine learning models) on

the encrypted data. We use the former approach, so S learns one

bit of information, which is 1 if any inconsistency is detected.

We do not consider side channel attacks in our proposal, but Pro-

tocols 1 and 3 have been designed using constant-time primitives,

and the only variable-time operations do not reveal information

about the inputs. However, we do not investigate the security of

our solution against these attacks, and give no guarantees about

our current implementation’s resistance to them.

Moreover, our threat model does not take into account model

inversion attacks. We perceive this as a separate issue, requiring its

own countermeasures, as highlighted by [26].

4.2 Model training
We recall that the entities in our solution are the centralized entity

S, and the data-augmenting entities P1, . . . ,P𝑛 . S has a training

dataset in which each instance is labeled whether it is an anomalous

instance or not. S trains a classifierM over this training data. For

a query instance 𝒙 , i.e. a new instance that needs to be classified

as anomalous or not, the modelM outputs a predicted probability

M(𝒙) ∈ [0, 1] that the instance is anomalous.

To prevent leakage of information from the predicted probabili-

ties about the instances in the training data, we use an ML model

training algorithm that provides differential privacy. In this way,

our solution provides formal guarantees that the trained modelM,

and hence predictions made withM, are negligibly affected by the

inclusion of any particular instance in the training data, thereby

offering output privacy through plausible deniability [23]. A vari-

ety of (𝜖, 𝛿)-DP ML model training algorithms have been proposed

in the literature, including for logistic regression, tree ensembles,

and neural networks [3, 17, 18, 25]. Our overall solution is general

enough to allow for any (𝜖, 𝛿)-DP ML model training algorithm

to be used by S to train its modelM. In Sec. 7, we compare the

performance of several DP model training algorithms.

4.3 Inference
During inference, S has to infer the probability to which each new

instance 𝒙 is anomalous. Our solution leverages information held

by the data-augmenting entities P1, . . . ,P𝑛 to improve the accuracy

of the predictions made by modelM. To this end, S and the data-

augmenting entities work together to perform a consistency check

that yields 𝐵(𝒙) = 1 if there is any inconsistency between fields

from 𝑥 as known to S versus as known by the data-augmenting

entities, and 𝐵(𝒙) = 0 if everything is consistent.

In the financial domain, S could be a payment network system

interactingwith banksP1, . . . ,P𝑛 to check the validity of a financial

transaction 𝒙 . The consistency check in this case would involve

verifying that the names and addresses of the sender and receiver

accounts in the transaction 𝒙 as known to S match the names

and addresses of the account holders as known by the sending

bank P𝑠 and receiving bank P𝑟 . In Sec. 5 we describe a protocol for

performing such a consistency check without requiringS,P𝑠 , orP𝑟

to disclose their data to each other in an unencryptedmanner. At the

end of the protocol, we open the value of 𝐵(𝒙) to S. We note that in

this way, S learns only whether there was an inconsistency or not,

and not fromwhich field in 𝒙 or fromwhich data-augmenting client

an inconsistency originated. We also note that the protocol in Sec. 5

is generic and supports any number of data-augmenting entities

in a single query and not just two as illustrated in the example

above. Moreover, the protocol in Sec. 5 supports any disjunction of

equality constraints, i.e. it applies to any situation where one must

check whether a database contains an entry (such as a single field

or a combination of fields) that matches exactly.

The final inference result for 𝒙 is computed by S asmax(M(𝒙),
𝐵(𝒙)), in which M(𝒙) denotes the probability predicted by the

model trained by a DP algorithm (see Sec. 4.2) and 𝐵(𝒙) denotes
the Boolean consistency feature jointly extracted by S and the

data-augmenting clients. In the next section, we explain how to

compute 𝐵(𝒙) in a privacy-preserving manner.

5 PRIVATE CONSISTENCY QUERIES
The underlying functionality of the private consistency queries is

that of a private membership query. After all, we are testingwhether

each involved data-augmenting entity has a row in their dataset that

matches our query. Suppose first that such a consistency query only

involves the centralized entity S and one data-augmenting entity

P𝑖 . It is easy to see that we can perform private consistency queries

if we can realize a protocol that returns an encryption of zero (or

rather the additive identity O) if the membership check passes and

randomness otherwise. We refer to this primitive as an encrypted

membership query filter. The key insight in our protocol is that we

can let each data-augmenting entity perform an expensive one-time

setup that scales linearly with the size of their dataset, after which

queries take a significantly shorter time.

5.1 Encrypted membership query filters
We introduce encrypted membership query filters (EMQFs), which

are non-interactive encrypted filters for querying set membership.

When queried, with high likelihood, an EMQF only returns an

encryption of the identity when the element is encoded in it. It

implements and satisfies the following functions and properties:

• Build(pk, 𝑅) ↦→ EMQF: Constructs an EMQF encoding 𝑅

using encryption key pk.
• Query(EMQF, 𝑞) ↦→ 𝐶: Queries the EMQF on element 𝑞

returning a ciphertext.

Correctness Pr[Dec(Query(EMQF, 𝑞), sk) ≠ O | 𝑞 ∈ 𝑅] ≤ ` and

Pr[Dec(Query(EMQF, 𝑞), sk) = O | 𝑞 ∉ 𝑅] ≤ `, where sk is

the secret key for the pk used to build the EMQF.

Privacy Build(pk, 𝑅) 𝑐≡ Build(pk, 𝑅′) given |𝑅 | = |𝑅′ |.
A naiveway to instantiate an EMQF using partially-homomorphic

encryption is to encrypt every row of the set. Then, for a query,

privately subtract every row with the query. However, this requires

returning more than one ciphertext. Hazay et al. [34] implicitly

provide an instantiation by encoding set elements as the roots of

a compact but expensive-to-query encrypted polynomial and Vos

et al. [58] encode the set as a large but cheap-to-query encrypted

inverted Bloom filter. Both use partially-homomorphic encryption.
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The idea of our paper is to encode a set as an oblivious key-value

store (OKVS), which is both compact and cheap to query.We choose

to work over an elliptic curve group to speed up computation,

decrease the key size, and to minimize the size of the OKVS. As

explained next, encoding these ciphertexts is not straightforward.

5.2 Encoding ciphertexts in the OKVS
The security of the oblivious key-value stores depends entirely on

the requirement that its values are computationally indistinguish-

able from randomness. Note, however, that elliptic curve points

by default are easily distinguishable from a uniformly random bit-

string by checking whether it conforms to the curve equations.

Instead, we rely on the Elligator2 map denoted by𝜓 to encode and

decode curve points. In Algorithm 1 and 2 we show how to use this

mapping to represent a point as a bitstring and vice versa. We refer

to Sec. 3 for a description of the building blocks.

Algorithm 1 Encodes a twisted Edwards point 𝑝 in 32 bytes indis-

tinguishable from randomness.

1: procedure ToBytes(𝑝)
2: 𝑝E ← ToMontgomery(𝑝)
3: 𝑠 ∈𝑅 {+,−} ⊲ Choose + or - representative for 𝑝

4: 𝐵 ∈ 𝜓−1 (𝑝E , 𝑠)
5: if 𝐵 = ⊥ then return ⊥
6: if FromBytes(𝐵) = 𝑝 then return 𝐵

7: 𝐵 [31] ← 𝐵 ∨ 128 ⊲ Encode the sign in the MSB

8: return 𝐵

Algorithm 2 Decodes a twisted Edwards point from 32 bytes 𝐵.

1: procedure FromBytes(𝐵)
2: 𝑠 ← 𝐵 [31] ≫ 7 ⊲ Extract the sign from the MSB

3: return ToEdwards(𝜓 (𝐵), 𝑠)

A data-augmenting entity can now safely generate an OKVS that

realizes an EMQF using Protocol 1, where steps 2 and 3 represent

the Build(pk, 𝑅) function. The EMQF’s privacy is implied by the

OKVS’s obliviousness property. This protocol also generates a key

pair. After that, the data-augmenting entity sends the OKVS and

the public key to S. The centralized entity generates a keypair in

the same way, but it does not need to generate an OKVS.

5.3 Performing a query
Next, we explain how the centralized entity can perform a mem-

bership query with multiple data-augmenting entities. We present

this in Protocol 2 for the case where each query involves two data-

augmenting entities, but we note that the protocol can easily be

extended to an arbitrary number of entities. This case involving

one centralized entity and two data-augmenting entities resembles

that of a federation where the centralized entity routes transactions

between two data-augmenting entities.

Protocol 2 uses a variant of ElGamal ciphertexts to perform

arithmetic under encryption. The goal of this protocol is for the

centralized party to learn whether element 𝑞𝑖 is included in both

the sender’s and receiver’s EMQF. Putting encryption aside, the

Input: Set 𝑅𝑖 containing the rows of P𝑖 ’s database.
Output: Public key pk𝑖 ∈ 𝐸 (Z𝑞) , secret key sk𝑖 ∈ Z𝑞 , OKVS 𝐷𝑖 .

(1) P𝑖 randomly generates sk𝑖 ∈𝑅 Z𝑞 and computes pk𝑖 ←
sk𝑖 𝐺 ∈ 𝐸 (Z𝑞) .

(2) P𝑖 generates 𝑣𝑗 ← ToBytes(𝑟 𝑗 𝐺) | | ToBytes(𝑟 𝑗 pk𝑖 ) where
𝑟 𝑗 ∈𝑅 Z𝑞 for 𝑗 = 1, . . . , |𝑅𝑖 |. If ToBytes returns ⊥, resample.

(3) P𝑖 encodes OKVS 𝐷𝑖 where the keys are the rows in 𝑅𝑖 , and

the values are 𝑣𝑗 for 𝑗 = 1, . . . , |𝑅𝑖 |.
(4) P𝑖 sends pk𝑖 and 𝐷𝑖 to S.

Protocol 1: One-time setup for each data-augmenting
entity: generating keys and an OKVS.

protocol starts by querying the sender’s P𝑠 and receiver’s P𝑟 EMQF

on 𝑞𝑖 , which is as simple as decoding and calling FromBytes on
the OKVS in our OKVS-based EMQF. The EMQF of P𝑖 outputs an
encryption of the identity O when the query matches a row in P𝑖 ’s
database, otherwise the resulting ciphertext encrypts a random

curve point. In steps 2–4 of the protocol, the centralized entity S
computes the sum of the OKVS outputs, lets P𝑠 and P𝑟 multiply the

result by a random scalar, and then sums those results again. Note

that if both OKVS output encrypted the identity O, then the result

of these steps is still O. In steps 5–6, the entities collaboratively

decrypt the result such that only S receives the output.

Protocol 2 does not use standard ElGamal ciphertexts, as each

EMQF encodes ciphertexts related to different secret keys. Instead,

in step 2, S creates a threshold ciphertext (𝑎, 𝑏, 𝑐, 𝑑) that keeps
separate terms for each of those secret keys. To decrypt, P𝑠 must

multiply 𝑎 by sk𝑠 , P𝑟 must do so for 𝑏, and S for 𝑐 . Next to that, the

OKVS encode pairs of curve points in Montgomery form, while the

operations in this protocol require them to be in twisted Edwards

form. For these reasons, we present the protocol in terms of curve

points rather than ElGamal ciphertexts. We note that whenever

curve points are sent between the entities, they can be compressed

to a single 𝑋 coordinate for space efficiency.

Our OKVS-based EMQF is correct because the OKVS always

returns an encryption of the identity for elements in the set. In the

case where the element is not in the set, ` ≈ 2
−252

as explained

in Sec. 6.1. This protocol, however, can be understood without

consideration of the specific instantiation of the EMQF or the OKVS.

In Sec. 7.4, we consider the aforementioned alternatives for EMQFs

and compare them to our OKVS-based EMQF using PaXoS [50].

5.4 Keeping the output encrypted
In the protocol above,S receives the Boolean result of the computed

feature, revealing whether an inconsistency was detected. While

in Sec. 6 we provide an argument why the leaked Boolean feature

is permissible with regard to the privacy of a data-augmenting

entity and the users they are serving, in this section we propose an

extension of our approach to further minimize the leakage. We note,

however, that the extended approach does not allow our inference

step (see Sec. 4.3) to output a probability score between 0 and 1.

Instead, with the adjusted method, our inference step outputs 0 or

1. This is an inherent limitation of the functionality.
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Input: EMQFs 𝐷𝑖 relating to 𝑅𝑖 and queries 𝑞𝑖 for 𝑖 ∈ {𝑠, 𝑟 }.
Output: True if [𝑞𝑠 ∈ 𝑅𝑠 ] ∧ [𝑞𝑟 ∈ 𝑅𝑟 ], or false (high probability).

(1) S computes𝑥𝑖 | | �̂�𝑖 ← decode(𝐷𝑖 , 𝑞𝑖 ) for 𝑖 ∈ {𝑠, 𝑟 }. It trans-
forms them into a set of Edwards points:

𝑥𝑠 ← FromBytes(𝑥𝑠 ) , 𝑦𝑠 ← FromBytes(�̂�𝑠 ) ,
𝑥𝑟 ← FromBytes(𝑥𝑟 ) , 𝑦𝑟 ← FromBytes(�̂�𝑟 ) .

(2) S generates 𝑧 ∈𝑅 Z𝑞 and computes:

𝑎 ← 𝑧𝑥𝑠 , 𝑏 ← 𝑧𝑥𝑟 , 𝑐 ← 𝑧𝐺 , 𝑑 ← 𝑧 (𝑦𝑠 + 𝑦𝑟 + pkS) .
It sends (𝑎,𝑏, 𝑐,𝑑) to all entities P𝑖 for 𝑖 ∈ {𝑠, 𝑟 }.

(3) P𝑖 for 𝑖 ∈ {𝑠, 𝑟 } generates 𝑧𝑖 ∈𝑅 Z𝑞 and computes:

𝑎𝑖 ← 𝑧𝑖𝑎 , ˆ𝑏𝑖 ← 𝑧𝑖𝑏 , 𝑐𝑖 ← 𝑧𝑖𝑐 , ˆ𝑑𝑖 ← 𝑧𝑖𝑑 .

They then send (𝑎𝑖 , ˆ𝑏𝑖 , 𝑐𝑖 , ˆ𝑑𝑖 ) to S.
(4) S computes:

𝛼 ← 𝑎𝑠 + 𝑎𝑟 , 𝛽 ← ˆ𝑏𝑠 + ˆ𝑏𝑟 , 𝛾 ← 𝑐𝑠 + 𝑐𝑟 , 𝛿 ← ˆ𝑑𝑠 + ˆ𝑑𝑟 .

It sends 𝛼 to P𝑠 and 𝛽 to P𝑟 .
(5) P𝑠 computes 𝛼 ← sk𝑠𝛼 , P𝑟 computes

ˆ𝛽 ← sk𝑟 𝛽 , and they

send 𝛼 and
ˆ𝛽 to S.

(6) S checks if 𝛿
?

= 𝛼 + ˆ𝛽 + skS 𝛾 .

Protocol 2: Checks a record’s consistency between S
and two data-augmenting entities P𝑠 and P𝑟 .

In the extended approach, we change the inference computation

frommax(M(𝒙), 𝐵(𝒙)) to (M(𝒙) ≥ 𝑡)∨𝐵(𝒙) for some pre-defined

threshold 𝑡 . Apart fromM(𝒙) ≥ 𝑡 , the inference can be entirely

computed under encryption by simply addingM(𝒙) ≥ 𝑡 in en-

crypted form to the ElGamal ciphertext in step 2 of Protocol 2.

S can also perform inference entirely in the encrypted domain

by training a DP model on both the Boolean feature and some other

features. It would do so by omitting steps 5–6 of Protocol 2 and

instead performing a secure equality operation that checks if the

ElGamal ciphertext encrypts the identity O, returning a ciphertext

encrypting O in the positive case and 𝐺 otherwise.. We present

a custom secure equality protocol for this purpose in Protocol 3.

Unlike typical equality protocols, it does not require full decryptions

(we only check if the decryption is the identity) and no conversions

to secret shares. It functions in the multi-party setting and scales

linearly with the number of parties. After running this protocol,

S can run any quantized linear model over the resulting ElGamal

ciphertext (linear over the Boolean feature, the other features are

plaintexts). Alternatively, S can collaborate with the other parties

to evaluate a non-linear model by introducing more interactions.

The three parties proceed to finish the protocol using steps 5–6 in

Protocol 2 to decrypt the final result.

The intuitive understanding of the above protocol is that each

party either adds an even or odd number of encryptions of O to the

set 𝐶 . So long as one party does not collude, it is not clear from the

decrypted ciphertexts whether the remaining party added an even

or odd number of identity encryptions. The security is determined

by the number of ciphertexts 𝑘 that each party adds. Let us look

at a toy-sized example with two parties and 𝑘 = 5. We disregard

encryption and instead work with coins. Party P1 creates collection

Input: Ciphertext 𝑐 encrypting either the identity O or another

point in 𝐸 (Z𝑞) .
Output: Ciphertext 𝑐′ encrypting O if 𝑐 encrypted O, otherwise
𝑐′ encrypts𝐺 .

(1) The first party P1 creates a set𝐶 ← {𝑐 } and ciphertexts 𝑐0

and 𝑐1 encrypting O and𝐺 , respectively.

(2) Each party P𝑖 for 𝑖 = 1, . . . , 𝑝 , in turn, does the following:

• It flips 𝑘 coins 𝑟𝑖,𝑗 ∈𝑅 {0, 1}.
• It swaps and randomizes 𝑐0 and 𝑐1 if 𝑟𝑖 =

∑𝑘
𝑗=1 𝑟𝑖,𝑗 = 1

(mod 2) , setting 𝑐0 ← 𝑐𝑟𝑖 and 𝑐1 ← 𝑐1−𝑟𝑖 .
• For 𝑗 = 1, . . . , 𝑘 , it appends a ciphertext encrypting O to

𝐶 if 𝑟𝑖,𝑗 = 0. Else, a ciphertext encrypting randomness.

• It multiplies each ciphertext in𝐶 by some random scalar

from Z𝑞 .

• It shuffles set𝐶 and sends the elements to party P𝑖+1.
(3) Parties P1, . . . , P𝑝 collaboratively decrypt the ciphertexts in

𝐶 and count the number of non-identity elements as 𝑡 .

(4) The first party P1 outputs ciphertext 𝑐′ ← 𝑐𝑡 (mod 2) (with-
out decrypting it).

Protocol 3: Secure equality protocol betweenmultiple
parties P1, . . . ,P𝑝 for threshold additively homomor-
phic encryptions of points in 𝐸 (Z𝑞) .

𝐶 ← {𝑐}, containing coin 𝑐 , of which we do not know if it is head

or tails, which we wish to find out. Let 𝑐0 and 𝑐1 be coins that

we know to be head 𝐻 and tails 𝑇 , respectively. Now, P1 flips 𝑘
random coins that it can observe. If there is an odd number of tails,

it switches 𝑐0 and 𝑐1, otherwise it leaves them be. Next, P1 adds the
coins to 𝐶 . At this point, 𝐶 may contain {𝐻,𝑇 , 𝑐,𝑇 ,𝑇 , 𝐻 }, 𝑐0 = 𝑇 ,

and 𝑐1 = 𝐻 . Party P2 performs the same process, after which we

may have 𝐶 = {𝑇,𝑇 , 𝐻, 𝐻,𝑇 , 𝐻,𝑇 , 𝐻, 𝑐,𝑇 , 𝐻 }, and 𝑐0 and 𝑐1 remain

unchanged because P2 rolled an even number of tails. When all

parties are finished, P1 inspects 𝐶 , counting the number of tails

𝑡 . It returns coin 𝑐𝑡 (mod 2) . If 𝑐 = 𝐻 , 𝑡 = 5 in our example, so P1
returns coin 𝑐1 = 𝐻 . If 𝑐 = 𝑇 , 𝑡 = 6, and P1 returns 𝑐0 = 𝑇 .

We explain the correctness of this protocol inmore detail in Sec. 6,

along with our choice of 𝑘 and its impact on the protocol’s security.

The key idea here is that if 𝑘 is large enough, the set of ‘coins’

looks uniform, regardless of how 𝑐 is distributed. Note that unlike

in Protocol 2, this protocol becomes significantly slower when the

number of involved entities grows. The reason is that the set of

ciphertexts grows by 𝑘 ciphertexts for each entity. For applications

such as verifying bank transactions this is not a problem as they

only involve three entities in the equality protocol.

6 PRIVACY ANALYSIS
At the core of feature extraction is Protocol 2. We note that, in

practice, this protocol can performmultiple queries in parallel. Here,

we first provide a proof of correctness of this protocol and then

show that it is secure in the semi-honest model. We also provide a

short security argument for the secure equality operation presented

in Protocol 3. We focus on our OKVS-based EMQF but the analysis

works similarly for any other EMQF.
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6.1 Proof of correctness
Claim 1. Protocol 2 returns true when 𝑞𝑠 ∈ 𝑅𝑠 ∧ 𝑞𝑟 ∈ 𝑅𝑟 .

Proof. Working backwards through the protocol:

𝛿 = sk𝑠𝛼 + sk𝑟 𝛽 + skS𝛾 ,

ˆ𝑑𝑠 + ˆ𝑑𝑟 = sk𝑠 (𝑎𝑠 + 𝑎𝑟 ) + sk𝑟 ( ˆ𝑏𝑠 + ˆ𝑏𝑟 ) + skS (𝑐𝑠 + 𝑐𝑟 ) ,

����(𝑧𝑠 + 𝑧𝑟 )𝑑 = sk𝑠����(𝑧𝑠 + 𝑧𝑟 )𝑎 + sk𝑟����(𝑧𝑠 + 𝑧𝑟 )𝑏 + skS����(𝑧𝑠 + 𝑧𝑟 )𝑐 ,

�𝑧 (𝑦𝑠 + 𝑦𝑟 + pkS) = sk𝑠�𝑧𝑥𝑠 + sk𝑟�𝑧𝑥𝑟 + skS�𝑧𝐺 .

Since 𝑞𝑠 ∈ 𝑅𝑠 and 𝑞𝑟 ∈ 𝑅𝑟 , then 𝑦𝑠 = sk𝑠𝑥𝑠 and 𝑦𝑟 = sk𝑟𝑥𝑟 by the

functionality of an OKVS. Moreover, the setup implies pkS = skS𝐺 :

𝑦𝑠 + 𝑦𝑟 + pkS = sk𝑠𝑥𝑠 + sk𝑟𝑥𝑟 + skS𝐺 , (2)

𝑦𝑠 + 𝑦𝑟 + pkS = 𝑦𝑠 + 𝑦𝑟 + pkS . (3)

Claim 2. Protocol 2 returns false with overwhelming probability
when 𝑞𝑠 ∉ 𝑅𝑠 ∨ 𝑞𝑟 ∉ 𝑅𝑟 .

Proof. From (2) it follows that:

𝑦𝑠 + 𝑦𝑟 + pkS ≠ sk𝑠𝑥𝑠 + sk𝑟𝑥𝑟 + skS𝐺 ,

must hold with overwhelming probability. Let us assume that 𝑞𝑠 ∉

𝑅𝑠 (the argument follows the same when 𝑞𝑟 ∉ 𝑅𝑟 ). Then, 𝑥𝑠 ≠ sk𝑠𝑎
with probability 1 − |𝐸 (Z𝑞) |−1, where |𝐸 (Z𝑞) | > 2
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. As a result,

(3) only holds with negligible probability. □

6.2 Proof of privacy
In Protocol 1 the banks only encode an OKVS and generate an ElGa-

mal keypair. The security of this keypair, which S also generates,

is implied by the decisional Diffie-Hellman assumption (or more

precisely, by the discrete log problem). The security of the OKVS is

defined by its indistinguishability from randomness. We achieve

this by encoding curve points as strings that are indistinguishable

from random bytes, as proposed in Algs. 1 and 2.

Given that Protocol 2 is correct (see above) and the ideal func-

tionality is deterministic, what remains is to show that the proto-

col privately computes the ideal functionality in the semi-honest

model [43]. We do so by showing that there exists a simulator

that given the input and output can replicate the view of a party

without having access to the data of other parties. To be precise,

the family of simulated views is computationally indistinguishable

from those of actual protocol executions. Our protocol relies on the

Diffie-Hellman assumption:

Lemma 1. The decisional Diffie-Hellman assumption implies that,
for a generator point 𝐺 , unknown scalars 𝑎, 𝑏 ∈𝑅 Z𝑞 , and random

point 𝐶 ∈𝑅 𝐸 (Z𝑞): (𝑎𝐺,𝑏 𝐺, 𝑎𝑏 𝐺)
𝑐≡ (𝑎𝐺,𝑏 𝐺,𝐶).

We provide two privacy proofs: one that proves S’s view viewS
to be simulatable and one for a P𝑖 ’s view viewP . We keep these

proofs short. We direct the reader to the work by Vos et al. [58] for a

more detailed proof of a comparable protocol. To simplify notation,

we do not explicitly pass the source of randomness as an input

to the simulator. For the purpose of our arguments, we consider

the OKVSs 𝐷𝑖 for 𝑖 ∈ 𝑄 to be public. Given that their contents

are statistically indistinguishable from randomness, this only leaks

their size. This first proof shows that the protocol remains private

when S is corrupted.

Claim 3. There exists a simulator SimS for PNS in Protocol 2, s.t.:

{SimS (1_, 𝑞𝑠 , 𝑞𝑟 , 𝑜)}𝑞𝑠 ∈𝑄,𝑞𝑟 ∈𝑄,𝑜∈{0,1}
𝑐≡

{viewS (𝑞𝑠 , 𝑞𝑟 , _)}𝑞𝑠 ∈𝑄,𝑞𝑟 ∈𝑄,𝑜∈{0,1} ,

for security parameter _ = 128, queries 𝑞𝑠 and 𝑞𝑟 from query space
𝑄 , and output 𝑜 .

Proof. Function viewS returns inputs 𝑞𝑠 and 𝑞𝑟 , output 𝑜 , and

all incoming messages . Simulator SimS generates an indistinguish-

able view by outputting the inputs and output, and randomly sam-

pling messages 𝑎𝑠 , ˆ𝑏𝑠 , 𝑐𝑠 , ˆ𝑑𝑠 , 𝑎𝑟 , ˆ𝑏𝑟 , 𝑐𝑟 , ˆ𝑑𝑟 , 𝛼, ˆ𝛽 ∈𝑅 𝐸 (Z𝑞). These mes-

sages are indistinguishable from those received in actual executions:

• In step 3, 𝑎𝑖 = 𝑧𝑖𝑎 = 𝑧𝑖𝑝𝑎𝐺 for some 𝑝𝑎 unknown to S. Given
Lemma 1, 𝑎𝑖 is computationally indistinguishable from random-

ness, even when given 𝑎 = 𝑝𝑎𝐺 and 𝑧𝑖𝐺 (the latter is not actually

given). The same argument applies to
ˆ𝑏𝑖 , 𝑐𝑖 , and ˆ𝑑𝑖 .

• In step 5, S receives 𝛼 = sk𝑠𝛼 = sk𝑠𝑝𝛼𝐺 and
ˆ𝛽 = sk𝑟 𝛽 = sk𝑟𝑝𝛽𝐺 .

Given Lemma 1, 𝛼 is computationally indistinguishable from

randomness, even when given pk𝑟 = sk𝑟𝐺 and 𝛽 = 𝑝𝛽𝐺 . The

same argument applies to
ˆ𝛽 . □

Next, we prove that the protocol remains private when a data-

augmenting entity is corrupted.

Claim 4. There exists a simulator SimP for P𝑠 in Protocol 2, s.t.:

{SimP (1_)}
𝑐≡ {viewP𝑖 (_)} ,

for security parameter _ = 128 (the data-augmenting entities do not
output anything).

Proof. Function viewP𝑖 returns all incoming messages of bank

P𝑖 . Simulator SimP generates an indistinguishable view by ran-

domly sampling messages 𝑎, 𝑏, 𝑐, 𝑑, 𝛼 ∈𝑅 𝐸 (Z𝑞). These messages

are indistinguishable from those received in actual executions:

• In step 2, P𝑖 receives 𝑎 = 𝑧𝑥𝑠 = 𝑧𝑝𝑎𝐺 , 𝑏 = 𝑧𝑥𝑟 = 𝑧𝑝𝑏𝐺 , 𝑐 = 𝑧𝐺 ,

and 𝑑 = 𝑧 (𝑦𝑠 + 𝑦𝑟 + pkS) = 𝑧𝑝𝑑𝐺 . Given Lemma 1, 𝑎 is compu-

tationally indistinguishable from randomness, even when given

𝑐 = 𝑧𝐺 and 𝑝𝑎𝐺 (which may be guessed by P𝑖 ). The same argu-

ment applies to 𝑏 and 𝑑 . Since 𝑧 is random, 𝑐 = 𝑧𝐺 is statistically

indistinguishable from randomness.

• In step 4, P𝑖 receives 𝛼 = 𝑎𝑠 +𝑎𝑟 , which is indistinguishable from

randomness since 𝑎𝑟 is unknown to P𝑖 given that the queried

banks are not colluding. □

We note that one might also give a proof that proves that the

protocol remains private when two of the three parties collude.

This would require a more sophisticated simulator, which looks

similar to that in the work by Vos et al. [58].

6.3 Security of the equality protocol
Finally, we prove the security of our secure equality protocol 3.

Claim 5. Protocol 3 correctly and privately computes an equality.

Proof. Verifying correctness of the secure equality protocol

(Protocol 3) comes down to verifying its behavior depending on

whether a party’s coin tosses come out to an even or odd number

of 1s. We study the case where there is one party, but the argument

extends trivially to multiple parties.
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• If 𝑟1 = 0, then 𝑐0 encrypts O and 𝑐1 encrypts 𝐺 . If 𝑐 encrypts O,
then 𝑐 ′ = 𝑐0. Otherwise, 𝑐

′ = 𝑐1. Both are correct.

• If party P𝑖 has 𝑟𝑖 = 1, then 𝑐0 encrypts 𝐺 and 𝑐1 encrypts O. If 𝑐
encrypts O, then 𝑐 ′ = 𝑐1. Otherwise, 𝑐

′ = 𝑐0. Both are correct.

Next, we analyze the security of Protocol 3. We do not consider

the security of the ElGamal scheme, which we discussed previously.

In the protocol, each party randomizes and shuffles the set of ci-

phertexts 𝐶 . As a result, the only meaningful information that is

revealed when the set is decrypted is the number of identity points.

We refer to the number of non-identity points as 𝑡 .

If a party would only perform random coin flips, the number

of non-identity points 𝑡 is given by 𝑃 (𝒕 = 𝑡) =
(𝑘
𝑡

)
0.5𝑘 . However,

since we are inserting ciphertext 𝑐 , this changes to 𝑃 (𝒕 = 𝑡) =
𝑃 (𝑐 = O)

(𝑘−1
𝑡

)
0.5𝑘−1 + 𝑃 (𝑐 ≠ O)

(𝑘−1
𝑡−1

)
0.5𝑘−1, where we use 𝑐 ≠ O

to denote that 𝑐 does not encrypt O. Using this, we derive the

posterior probability that 𝑐 ≠ O given the number of points 𝑡 .

𝑃 (𝑐 ≠O|𝒕 = 𝑡) = 𝑃 (𝒕 = 𝑡 |𝑐 ≠ O)𝑃 (𝑐 ≠ O)
𝑃 (𝒕 = 𝑡) ,

=

(𝑘−1
𝑡−1

)
���
0.5𝑘−1𝑃 (𝑐 ≠ O)

(1−𝑃 (𝑐 ≠O))
(𝑘−1
𝑡

)
���
0.5𝑘−1+𝑃 (𝑐 ≠O)

(𝑘−1
𝑡−1

)
���
0.5𝑘−1

,

=

(𝑘−1
𝑡−1

)
𝑃 (𝑐 ≠ O)

(1 − 𝑃 (𝑐 ≠ O))
(𝑘−1
𝑡

)
+ 𝑃 (𝑐 ≠ O)

(𝑘−1
𝑡−1

) .

The strongest attack is to guess 𝑐 = O when 𝑃 (𝑐 ≠ O|𝒕 = 𝑡) < 1

2

and 𝑐 ≠ O otherwise. The expected guessing chance is then:

𝑘∑︁
𝑡=0

𝑃 (𝒕 = 𝑡)
(
1

2

+
����1
2

− 𝑃 (𝑐 ≠ O|𝑡 = 𝑡)
����)︸                             ︷︷                             ︸

Guess based on the posterior

. (4)

An adversary who does not have access to the protocol’s result

can only guess using its knowledge about the prior probability of

𝑐 , so it will succeed with probability
1

2
+

�� 1
2
− 𝑃 (𝑐 = O)

��
. Using (4),

we formulate the advantage of an adversary using our Protocol 3,

and restrict it to 2
−40

, which we deem negligible:(
𝑘∑︁
𝑡=0

𝑃 (𝒕 = 𝑡)
(
1

2

+
����1
2

−𝑃 (𝑥 =1|𝑡 = 𝑡)
����)) − (

1

2

+
����1
2

−𝑃 (𝑐 ≠O)
����) ≤ 2−40 .

(5)

The choice of 𝑘 then depends on the probability of anomalies oc-

curring. Let us consider 𝑃 (𝑐 ≠ O) ≤ 0.05 as an example. Then, the

first 𝑘 for which (5) holds is 𝑘 = 44. □

7 PERFORMANCE ANALYSIS
We empirically evaluated the utility and scalability of our solution

for the detection of anomalies among millions of financial trans-

actions in a federated setup with a payment network system (the

centralized entity) and partner banks (the data-augmenting clients).

To this end, we implemented our solution in Flower, a well-known
framework for federated learning [11]. Flower assumes a star topol-

ogy in which all data holders, including our centralized entity S
and the data-augmenting clients, are connected to an aggregator

that can only perform simple tasks like averaging and message pass-

ing. Since it does not support client peer-to-peer communication,

we route all communication between S and the data-augmenting

clients through the aggregator. We note that this is an implementa-

tion detail rather than a requirement originating from our protocol.

We implemented Protocol 2 in Rust (with a Python wrapper).
2

7.1 Experimental setup
Data. We use synthetic data provided by SWIFT to participants

in the 2023 PETs prize challenge.
3
The data consists of two parts:

(1) Transaction data held byS (payment network system): a dataset

of financial transactions that are labeled as anomalous (positive)

or not. This dataset is split into a train dataset with 2,990,349

negative and 3,521 positive instances, and a test dataset with

1,002,395 negative and 1,279 positive instances. Each transac-

tion known to S has, apart from other information, details of

the ordering and beneficiary accounts, and the financial in-

stitutions involved in making the transaction. These financial

institutions are the centralized entity’s partner banks which

hold information about the ordering and beneficiary accounts.

(2) Bank account data held by the data-augmenting clients P1, . . . ,
P𝑛 : information about bank accounts. To test scalability, we

distribute this data among a varying number of clients.

Features for model training by S. We train modelM (see Sec. 4.2)

on the following features that are held by S:
• Unexpected currency. Most transactions in the train data have

the same InstructedCurrency and SettlementCurrency. The few

transactions that involve two different currencies are all anoma-

lous. We include SameCurrency as a feature.
• Unusual timestamps. We found the Timestamp and the Settle-

mentDate to be strong indicators of anomalous transactions in

the training data.We encode this as a feature InterimTimewhich
is the Timestamp subtracted from the SettlementDate.

Consistency checks for Boolean feature extraction by S and the
banks. We assume that S has a list of unique IDs pertaining to

P1, . . . ,P𝑛 . In our implementation, S receives this information

from the clients in a setup phase. For a transaction 𝒙 involving a

valid sending bankP𝑠 and receiving bankP𝑟 (i.e.,S holds their IDs),

S and the banks engage in a cryptographic protocol to compute a

Boolean feature 𝐵(𝒙) derived from:

• Information from sending bank P𝑠 indicating...
– whether the account ID of the ordering entity as listed in the

transaction 𝒙 is a valid ID known to the ordering bank.

– whether the name of the ordering entity as listed in the trans-

action 𝒙 is the same as the name known to the ordering bank.

– whether the street address of the ordering entity as listed in 𝒙
is the same as the street address known to the ordering bank.

– whether the country/city/zip of the ordering entity as listed in

𝒙 is the same as that known to the ordering bank.

– whether the ordering bank has flagged the ordering entity’s

account for any reason (e.g. account closed, account frozen,. . . ).

• Information from receiving bank P𝑟 indicating the same as above,

but for the account of the beneficiary entity.

The Boolean feature 𝐵(𝒙) is 0 if the account information appears

correct and 1 if there is any indication of inconsistency or unusual

account information in either the sender or the receiver account.

2
The code can be found at: https://github.com/steveng9/PETsChallenge.

3
https://www.drivendata.org/competitions/group/nist-federated-learning/
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Table 2: Utility-privacy tradeoff of models augmented with
the consistency feature extracted jointly by S and the banks,
averaged over 5 runs. Higher 𝜖 implies less privacy. The
AUPRC results are independent of the number of clients.
Anomaly detection consistently improves the AUPRC, even
when the base model was already performing well.

Model 𝜖 = 0.5 𝜖 = 1.0 𝜖 = 5.0 𝜖 = ∞
RF 0.648 0.645 0.669 0.963

RFEMQF 0.716 0.727 0.743 0.979

LR 0.869 0.908 0.915 0.943

LREMQF 0.892 0.925 0.935 0.964

with DP (𝜖 < ∞):

− RF-DP: Fletcher et al. [25]

− LR-DP: DP-SGD [3]

without DP (𝜖 = ∞):

− RF, LR: sklearn [48]

During the setup phase, each data-augmenting client sets up a

single OKVS and key pair using Protocol 1. This protocol gener-

alizes to any type of data as its only requirement is that the data

is hashable. In our implementation, we let bank P𝑖 encode 𝑅𝑖 in
the OKVS, which contains the ["Account", "Name", "Street",
"CountryCityZip"] columns. The bank omits any flagged entries

from 𝑅𝑖 (that is, where flag != "0"). S performs a different setup,

only generating a single key pair.

During inference, S must check whether the ordering bank’s

dataset contains a row for the ordering user, and whether the benefi-

ciary bank contains a row for the beneficiary. It does so using one in-

vocation of Protocol 2. The selected fields are ["OrderingAccount",
"OrderingName", "OrderingStreet", "OrderingCountryCity-
Zip"] and ["BeneficiaryAccount", "BeneficiaryName", "Be-
neficiaryStreet", "BeneficiaryCountryCityZip"].

7.2 Utility-privacy tradeoffs
The utility results in Tab. 2 are obtained by fitting models on the

train dataset and evaluating them on the test dataset in terms

of AUPRC (area under the precision-recall curve). We compare

two kinds of models: Random Forest (RF) and Logistic Regression

(LR). The models in Tab. 2 are trained on the feature set consist-

ing of SameCurrency and InterimTime. However, the LR uses a

discretized version of the InterimTime feature, as we explain in

more detail below. In Tab. 2, we provide predictions made by all

the models themselves, as well as when they are augmented with

the Boolean feature representing the consistency check with the

data-augmenting clients, denoted <model>𝑜𝑘𝑣𝑠 (Sec. 4.3).

The models are trained with algorithms that provide DP guar-

antees, under varying privacy budgets 𝜖 , corresponding to the dif-

ferent columns in Tab. 2. For comparison, in the last column we

include results for models trained with an infinite privacy budget,

i.e. with no DP guarantee at all. These models are trained with

sklearn [48], using default values for the hyperparameters, with

the exception of the use of 20 trees and max_depth = 10 for RF.

For ease of reference, in the text below we denote the models

that we trained with a DP algorithm by appending “-DP” to indicate

that they are differentially private. To train the RF-DP models in

Tab. 2 we used the diffprivlib library [35], while for LR-DP we used

the implementation of DP-SGD in TensorFlow Privacy [2]. Similar

to the non-private setting ("𝜖 = ∞") from the last column in Tab. 2,

the RF-DP models are trained with 20 trees and max_depth = 10.

The way in which trees are constructed in this RF-DP approach

[25] is quite different from the standard RF algorithm in sklearn

that we used in the non-private approach. While in the standard RF

algorithm each node in each tree is selected by evaluating it against

the data, in the RF-DP approach, intermediate nodes and threshold

values for these nodes are generated at random, to limit the number

of queries needed against the data and stretch the privacy budget

further. While in the non-private setting we obtained our best

results with RF, this was no longer the case with RF-DP because the

InterimTime feature only really pays off for well chosen thresholds.

As mentioned earlier, the RF algorithm in the non-private setting

was able to find and pick up those thresholds, while the RF-DP

approach with all its random guessing of thresholds was not. As a

result, in the federated setting, the LR-DP (on DP-SGD [3]) approach

took over in terms of better utility, and, as we observed, was most

stable across different runs.

DP discretization of InterimTime. Weobserved the InterimTime
to be crucial for identifying anomalous transactions. Based on our

observations in the non-private setting (the last column in Tab. 2),

non-DP RF yields high AUPRC because the underlying decision tree

learning algorithm has a built-in technique to find good thresholds

for dynamic discretization of the InterimTime feature during tree

construction. The DP training algorithms cannot detect such thresh-

olds with the same ease. To mitigate this, we statically discretize

the InterimTime feature into bins. We replace the InterimTime
feature in each transaction with its corresponding bin number and

one-hot-encode the bin numbers in the training set. In Appendix A,

we explain how to achieve this while satisfying differential privacy.

Utility of consistency checks. As demonstrated in Tab. 2, there is

a clear boost in accuracy when augmenting the centralized entity’s

model with the EMQF-based feature extraction protocol. The lower

the accuracy of the model trained by S, the greater the benefit

of the data-augmenting feature extraction. Predicting anomalous

instances solely from the feature extraction protocol (i.e. without

training on the centralized entity’s data) yielded an AUPRC of .294.

7.3 Efficiency and scalability
We performed efficiency and scalability experiments on a desktop

Intel i7 6700k at 4.2GHz, 64GB memory, and GTX1080 GPU. The

results in Tab. 3 are based on training a model, and running the

consistency checks using three different client partitioning scenar-

ios. In these scenarios, the average number of accounts per client is

561,935; 280,968; and 124,874; respectively. The runtimes, memory

usages, and communication costs for S and clients change with the

partition. Included in these metrics is the federated set-up, done in

a privacy-preserving manner with the protocols from Sec. 4.3.

It can be seen in Tab. 3 that as the number of clients increases,

the efficiency of the S decreases. This is expected since S’s compu-

tation cost is largely dependent on the number of sender-receiver

client pairs, which grows superlinearly with the amount of clients.

However, the results also show that the total client runtime and

memory resources remain fairly constant, and are mostly a function

of the amount of client data rather than number of partitions. This

can be explained by the fact that each clients’ computational load is

proportional to its data size. The total clients’ communication cost
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Table 3: Efficiency and scalability results on development
data. The efficiency of the clients stays consistent as the
partitions change, while S’s efficiency increases. The client
communication cost grows superlinearly as communication
depends on the number of client pairs in our experiments.

Time Memory Communication

Total S P𝑖 S P𝑖 S P𝑖
S + 2 clients 1596s 1198s 228s 3.50GB 1.95GB 1052B 1584B

S + 4 clients 1581s 1173s 234s 3.92GB 2.01GB 1200B 3168B

S + 9 clients 2701s 2215s 243s 4.36GB 1.85GB 2236B 7128B
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Figure 2: Time required for a bank to generate the OKVS
using 8 threads on an M1 processor. Averaged over 10 runs,
the error bars indicate the standard deviation. The run time
scales linearly with the size of the bank’s dataset.

on the other hand scales superlinearly with the amount of clients,

since in our experiments, like in S, this computation depends more

on the amount of sender-receiver pairs.

Computational cost of the setup. We evaluated the run time of

the setup by measuring how long it takes for a bank to create an

OKVS. Since many parts of the PaXoS [50] OKVS algorithm can

be parallelized, we ran this experiment on 8 threads. We present

the results in Fig. 2. The run time scales linearly with the bank’s

dataset size. We note that while it takes approximately 90 seconds

to generate an OKVS for 250,000 rows, this operation has to be

computed only once (or whenever the dataset needs to change).

Cost of consistency checks. We also evaluated the run time of

performing 128 consistency checks, split by the entities that take

part in the protocol.We present the results in Fig. 3, where solid bars

represent the measured computation time averaged over 10 runs,

and transparent bars represent the time that a party would spend

waiting to receive messages. This figure assumes that the latency

is 100ms and we do not consider throughput constraints, given

that all entities only exchange a small amount of compressed curve

points which are made up of 32 bytes each. The run time for the

centralized entity here scales linearly, while the data-augmenting

entities perform a constant amount of work. Even at more than

250,000 rows, the centralized entity only spends 80 ms per query.

7.4 Comparison with other EMQFs
In Sec. 5.2 we discussed how there are multiple potential instantia-

tions for a primitive that only returns encryptions of the identity

when queried on elements in the set that it represents. Such a
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Figure 3: Time required for each party to complete 128 consis-
tency checks on an M1 processor with one thread. Averaged
over 10 runs, the error bars indicate the standard deviation.
The run time is constant for the data-augmenting entities
and scales linearly for the centralized entity. The transparent
bars indicate time spent waiting for messages to arrive when
the latency is 100ms, ignoring throughput constraints.

primitive allows moving a large fraction of computation and com-

munication to a one-time (or each time that the set is updated) setup.

We now compare the PaXoS OKVS with two alternatives that are

used in MPSI protocols. Specifically, we compare PaXoS with the

encrypted polynomials in the protocol by Hazay et al. [34] and the

encrypted Bloom filters in the protocol by Vos et al. [58]. For all

schemes, we use the same elliptic curve-based ElGamal ciphertexts.

We measure the average time it takes to encode a set, to decode

(query on an element), and the size of the OKVS or set representa-

tion. We present the results in Table 4 for a moderately-sized set of

𝑘 = 2
14 = 16, 384 elements over 10 runs.

Notice how encrypted polynomials are the most compact but

take the longest to encode. In fact, their size is optimal because

the representation is exactly as large as the number of elements it

contains multiplied by the size of a single ciphertext. Encrypted

Bloom filters are significantly larger, even for large false positive

probabilities `. For the other schemes, the probability of a query

returning a false positive is negligible. Finally, the PaXoS OKVS is

efficient to encode and differs only a factor of 2.4 with the encrypted

polynomial in terms of its size. This factor can be further reduced

by increasing the number of hash functions [29]. One can also

consider other OKVSs to instantiate our EMQF, e.g. trading off

size and the time that it takes to encode or decode. Van Baarsen &

Lu [57] provide another way of encoding curve points in an OKVS.

Table 4: Comparing EMQFs with 𝑘 = 2
14 over 10 runs.

EMQF Encode Decode Size

Encrypted polynomial 22.2s 1.03s 1 MB

Encrypted BF, ` = 0.1% 7.79s 0.02ms 18.8 MB

Encrypted BF, ` = 1% 5.19s 0.01ms 12.6 MB

PaXoS with ciphertexts 2.25s 0.03ms 2.4 MB
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Table 5: Efficiency when performing 𝑝 parallel queries

𝑘 = 2
16 𝑘 = 2

18

Time P𝑖 sent S sent Time P𝑖 sent S sent

Ours, 𝑝 = 1 2.1 s 160 B 320 B 8.3 s 160 B 320 B

Ours, 𝑝 = 128 2.7 s 20 kB 40 kB 8.9 s 20 kB 40 kB

Ours, 𝑝 = 512 4.7 s 80 kB 160 kB 11.0 s 80 kB 160 kB

Kolesnikov et al. 79.6 s 956 MB 665 MB 327.2 s 3.84 GB 2.67 GB

7.5 Comparison with MPSI protocols
Standard MPSI protocols are not designed to be more efficient when

some sets are fixed. We show that our work outperforms even fast

MPSI protocols like the one by Kolesnikov et al. [42] by orders of

magnitude. We use the popsicle library by Galois Inc. [27], which

implements this protocol using the same elliptic curve library as in

our implementation, assigning 1 thread per party. We report total

run time, including setup time, and the bytes sent by P𝑖 and S after

setup. The implementation requires S’s set to have the same size as

the others’ (same in the original), so the run time does not change

whether the server queries 𝑝 = 1 or 𝑝 = 𝑘 elements in parallel. We

report the cost per sequential query on an M1 processor.

Note that in [42], run time would be twice as low since each

party has 2 threads. Their actual numbers are significantly lower,

but even using their Table 3, the communication cost is 3 orders of

magnitude higher than ours, while the run times are similar. Also,

their protocol requires a full-mesh topology, incurring additional

delays when communication is routed through a central entity.

8 LIMITATIONS
Protocol 2 discloses a single bit of private data from the data-

augmenting entities to the central entity. This bit signals inconsis-

tencies between data held by S and the data from data-augmenting

entities P𝑖 . The implications of this single bit of information can

be substantial depending on the nature of the data set held by S. A
zero bit immediately implies that the data entry held by S aligns

with the data held by P𝑖 . In the case the leaked bit is one, there

is also the potential for information leakage. within the specific

context of the PETS prize, there exist multiple transactions with

identical names (or addresses or banks). S can utilize the private

set membership protocol results for these transactions with over-

lapping data to discern inconsistencies in these specific fields and

recover them. For example, if two queries are made with the same

name but the result of the query is different for both, then S will

learn that the other fields are causing the discrepancy. Whether this

release of information is acceptable depends on the particular appli-

cation of our proposed protocols and needs a case-by-case analysis.

The leakage of this information needs to be weighed against the

societal cost of not detecting anomalous data.

The scenario described above is not unique to our proposed

solution. It can occur in any situation where S trains a model with

features sourced from P𝑖 and where anomalies strongly correlate

with data discrepancies betweenS and P𝑖 . In that case, learning the
classification outcome of a transaction (anomalous or not) already

provides significant insight regarding any potential data mismatch,

exactly as in the case of our disclosed bit. For this reason, we loosely

define the following requirements to decide whether our protocol

can be applied in a given use case:

• There is a centralized entity with a global view of the system,

but whose view can be enriched by incorporating data from

data-augmenting entities.

• Data-augmenting entities only update their data at a low

frequency, ensuring that OKVSs can be reused.

• All involved parties have an incentive to act semi-honestly.

E.g., through legal obligations or financial incentives.

• The output of a private membership query may be revealed

to the centralized entity. Or, when using Protocol 3, the

output of the computation that follows it.

The release of information described above can be prevented by

having the banks locally randomize their information and obtain-

ing local differential privacy guarantees at the cost of reducing the

utility of the final model. In the case the same query is repeated

multiple times by S, the privacy budget needs to be adjusted ac-

cordingly by using differential privacy’s sequential composition

property. This approach will typically not work, however, given

that anomalies only make up a small proportion of the entire set

of data. The reason is that the randomization will make the signal

very noisy, significantly increasing the number of false positives.

Finally, we want to briefly state that while our protocol solves

this specific privacy aspect, in practice one must take into account

the wider context in which the protocol is deployed. One should be

cautious about applying automated anomaly detection in general,

as there are issues beside potential privacy violations that may neg-

atively impact users. Nevertheless, our protocol fills an important

gap in situations where anomaly detection is applied in federations.

9 CONCLUSION
Motivated by the PETS prize challenge, we propose an efficient so-

lution for federated anomaly detection. Unlike traditional federated

learning scenarios, our solution works for a case where the data is

horizontally and vertically partitioned. Moreover, our solution is

based on an efficient private feature extraction protocol - where

features used in the training of a machine learning model are com-

puted based on information distributed across different parties. Our

proposed framework has applications beyond the specific scenario

presented in the PETS competition. It proves valuable in any sit-

uation where inconsistencies across distributed data sets serve as

important information for anomaly detection and does so while

preserving privacy.

Despite the extensive literature on privacy-preserving machine

learning focusing on protocols for private training of machine

learning models over distributed datasets, our approach addresses

a commonly neglected issue: privacy-preserving feature extraction.

We privately compute features calculated over the distributed data

set and subsequently use these features for training ML models.

To accomplish this, we introduce an innovative private set mem-

bership protocol, combining the efficiency of oblivious key-value

stores with inputs encrypted using elliptic curve-based ElGamal.

By combining these two building blocks, the entities can perform

membership queries with low computational overhead and band-

width costs, while the only communication happens between the

centralized entity and the involved data-augmenting entities.
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A DIFFERENTIALLY-PRIVATE
DISCRETIZATION OF THE INTERIMTIME
FEATURE

To avoid any privacy leakage, we make the process of binning

the InterimTime feature differentially private. To do so, we first

compute the DP mean of the InterimTime feature for benign trans-

actions.
4
A privacy budget of 𝜖1 is spent towards such computation.

We then split the feature value range into two regions based on

the above computed mean. Each region contains a distinct peak

of benign samples. For each region, we compute the DP min and

max value (percentile) of the InterimTime feature for the benign
transactions and then generate 100 uniformly distributed bins for

each percentile. The privacy of computation of percentile is due

to [52] and a privacy budget of 𝜖2 is spent for computation of one

percentile. Once the bins are generated for both the regions, these

are one-hot-encoded. Each value of the feature InterimTime is

then mapped to the corresponding one-hot-encoded bin number

that it falls into.

The total privacy spent for computation of DP statistics for the

binning process is (𝜖1 + 2 · 𝜖2) which follows from sequential com-

position of DP. In order to keep the privacy budget equal to 𝜖 , we

divide it between 𝜖1, 𝜖2, and 𝜖𝑚 , where 𝜖𝑚 is used in training the

model with discretized bins. The total 𝜖 is allocated as 𝜖1 = 𝜖 · 1/50,
𝜖2 = 𝜖 · 9/100, and 𝜖𝑚 = 𝜖 · 4/5, thus 𝜖 = 𝜖1 + 2 · 𝜖2 + 𝜖𝑚 .

B CHANGES IN THE MALICIOUS MODEL
In the semi-honest model, the parties always follow the protocol

specification. In the malicious model, a party is allowed to divert

from this behavior. In the financial fraud detection application, one

possible attack that is not addressed in our protocol might be for the

data-augmenting entities involved in a transaction to collude with

4
We use diffprivlib [35] to compute DP mean, min, and max, and we provide bounds

for clipping that are independent of the data and depend on the given problem.
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a user who makes a fraudulent transaction, covering their tracks

by returning a fresh encryption of zero instead of randomizing the

ciphertext sent by the centralized entity. One can prevent this attack

by letting the data-augmenting entities provide a zero-knowledge

proof that proves that the randomization is performed correctly.

Note, however, that data-augmenting entities can also perform this

attack by encoding the fraudulent data into the OKVS to begin

with. This is not covered in the malicious model, as a party is free

to choose their own inputs.

We may also assume that the centralized entity acts maliciously.

For example, it could ask the data-augmenting entities to decrypt a

different ciphertext than the one originating from the previous steps

in the protocol execution. This too can be prevented using zero-

knowledge proofs, where the centralized entity proves to the data-

augmenting entities that the ciphertext they are asked to decrypt

indeed corresponds to the randomized sum that they expect.

Beyond this, one can argue that the centralized entity should be

limited in the number of queries that it makes: if it can perform

arbitrarily many queries, then it can learn the data-augmenting

entity’s entire datasets. This can easily be done by data-augmenting

entities, who can keep count of the number of protocol executions.

Note, however, that this ‘leakage’ can also be seen as deliberate. For

example, when it comes to the financial fraud detection application,

the centralized entity must query a large number of transactions,

potentially querying the same row multiple times. These all con-

stitute valid transactions, and so the centralized entity is expected

to learn whether these entities are in the datasets; the leakage is

inherent to this use case.
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