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ABSTRACT
Prior work has consistently found that people have miscompre-
hensions and misunderstandings about technical terms. However,
that work has exclusively studied general populations, usually re-
cruited online. This work investigates the relationship between
generational cohorts and their understandings of privacy terms,
specifically cohorts of elementary school children (aged 10-11),
young adults (aged 18-23), and retired adults (aged 73-92), all re-
cruited offline. We surveyed participants about their understanding
of and confidence with technical terms that commonly appear in
privacy policies. We then moderated a post-survey focus group
with each generational cohort in which participants discussed their
reactions to the actual definitions along with their experience with
technical privacy terms. We found that young adults had better un-
derstandings of technical terms than the other generations, despite
all generations reporting being regular Internet users. Participants
across all generational cohorts discussed themes of confusion and
frustration with technical terms, and older adults particularly re-
ported a sense of being left behind. Our results reinforce the need
for improvement in the presentation of information about data use
practices. Our results also demonstrate the need for more focused
research and attention on the youngest and oldest members of
society and their use of the Internet and technology.
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1 INTRODUCTION
In modern online life, privacy policies are everywhere, and people
are frequently asked—or presumed—to consent to data practices
described by a privacy policy. For instance, in a 2019 Pew Research
Center study, 25% of adults said they were asked to agree to the
terms and conditions of a company’s privacy policy on an almost
daily basis, while 32% said this happens about once a week [6].
Despite the central role these policies play in current models of
privacy, these documents are lengthy [22, 51], require an advanced
reading level [22], and contain ambiguous language [10]. Part of
privacy policies’ inaccessibility comes from the technical terms
they use. Many technical terms that commonly appear in privacy
policies are either not understood or are misinterpreted by many

∗Work was conducted while Hoogsteden was at Pomona College.

This work is licensed under the Creative Commons Attribu-
tion 4.0 International License. To view a copy of this license
visit https://creativecommons.org/licenses/by/4.0/ or send a
letter to Creative Commons, PO Box 1866, Mountain View, CA 94042, USA.
Proceedings on Privacy Enhancing Technologies 2024(3), 589–605
© 2024 Copyright held by the owner/author(s).
https://doi.org/10.56553/popets-2024-0094

people [80]. Consequently, most Internet users either skim over pri-
vacy policies or do not read them thoroughly enough to understand
their intended meaning [7, 59, 69].

Although existing critiques of privacy policies are compelling,
research that looks generally at the broader public—particularly
research conducted through online platforms such as Prolific and
Amazon Mechanical Turk—likely underestimates the scope of the
problem. That prior work systematically excludes two populations
that are generally less technically-sophisticated than the overall
population: children and older adults.

Most research—and all current online crowdsourcing platforms—
explicitly excludes minors under age 18. However, children are
active Internet users. In 2016, most children had access to social
media by age 12, with 23% of children aged 8-12 also having their
own social media accounts [43]. Internet usage by children has
increased since then [57, 71], and 97% of American children aged
3-18 have home Internet access [58]. While collection of data about
children under 13 generally requires parental consent, some regula-
tions also require that data practices be transparent to children. For
example, Recital 58 of the E.U.’s General Data Protection Regulation
(GDPR) states, “Given that children merit specific protection, any
information and communication, where processing is addressed to
a child, should be in such a clear and plain language that the child
can easily understand” [21]. The Transparency Guidelines issued
by the Article 29 Working Party further clarify that children do not
lose their right to transparency just because consent has been given
by a parent [5]. Beyond these legal requirements, prior work has
shown [16, 47]—and our results confirm—that many children use
these services without parental consent, reinforcing the importance
of understanding how children understand or misunderstand these
technical terms in privacy policies.

Older adults are also active Internet users. In 2022, 75% of adults
aged 65 and older used the Internet, and 45% of that age cohort used
social media [24]. While some older adults participate in studies
on crowd-sourcing platforms, that age group is underrepresented,
and the older online participants who are on these platforms are
not representative of their generation. Older adults who complete
tasks on crowdsourcing platforms are significantly more technically
sophisticated than their age group overall, which results in signifi-
cantly different responses between online survey platform users
compared to general older adults who use the Internet [68, 79]. It
is therefore valuable to understand how the general population of
older adults understand or misunderstand technical terms.

This work seeks to address this gap in current research by explor-
ing generational differences in understandings of technical terms
that appear in privacy policies. Our goals are (1) to understand
how comprehension of terms varies between age groups and (2)
to explore what gets missed by online study populations. To do
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this, we conducted in-person user studies with three age cohorts:
children aged 10-11, young adults aged 18-23, and older adults aged
73-92. These groups were then classified by generational cohort:
children aged 10-11 are members of “Generation Alpha”, young
adults aged 18-23 are members of “Generation Z”, and retired adults
aged 73-92 are a mix of “Baby Boomers” and “The Silent Genera-
tion”. Since there were too few Baby Boomers to evaluate separately,
we combined Baby Boomers and the Silent Generation into a single
Retirement Generation or “Generation R”. All participants were
recruited offline through organizations in our community (an el-
ementary school, a consortium of undergraduate colleges, and a
retirement community). With each age cohort, we surveyed par-
ticipants about their interpretation of eight common terms found
in privacy policies and about their confidence in their definitions.
We then conducted post-survey discussions to further explore each
generation’s opinions about and experiences with privacy policies,
privacy terms, online privacy, and the Internet.

We found that all generational groups we surveyed are active
online and have encountered privacy policies. Regardless of age,
participants expressed feelings of frustration and confusion with
these policies and terminology, and there were some terms that
all age groups struggled to define (e.g., “pixel tag”). However, we
also found differences between age groups. Both Generation Alpha
and Generation R correctly defined fewer terms than Generation Z,
with differences for most of the individual terms as well. Generation
R was more likely to report low levels of confidence in their under-
standing of privacy terms. They also described feeling “ignorant”,
“stupid”, and “really old” when faced with privacy terms.

Our results confirm that all age groups—including children and
senior citizens—actively engage online, and that meaningful under-
standing of privacy policies across all ages is critical to establish
informed consent. Our results also indicate that users across all age
groups do not fully understand how their data is collected and used
when they agree to privacy policies, and that misunderstandings
and confusions about technical terms that appear in privacy policies
preclude informed consent. Moreover, our results show that in the
realm of online data and privacy, there are differences in behavior,
attitudes, and understanding between different generations. These
results suggest that future usable privacy research needs to include
children and older adults—especially those who are not enrolled
in online survey platforms—or needs to be replicated with these
underrepresented populations in order to enable equitable privacy
for people of all ages.

2 RELATEDWORK
This research extends both prior work relating to comprehension
of privacy policies and prior work exploring the privacy needs of
specific age cohorts. However, to the best of our knowledge, this is
the first work to combine these two lines of work by studying how
children and older adults understand technical terms that appear
in privacy policies.

Understandings of Privacy Terms. Much work had been con-
ducted on privacy policies generally [1, 2, 4, 14, 32, 41, 46, 48, 49,
55, 88, 96], and a few papers have looked specifically at how users
understand privacy terms.

Tang et al. [80] examined users’ understanding of technical terms
that appear in privacy policies and investigated howmisunderstand-
ings impact comfort with described data practices. They found that
confusion and misunderstandings were common. On average, peo-
ple answered just 40% of answers correctly. For 15 of the 22 terms
studied, less than half of participants were able to correctly define
the term on a multiple-choice question. However, their study re-
cruited participants on Amazon Mechanical Turk, so it excluded
children under 18. Moreover, online studies are known to not be rep-
resentative of older adults [68, 79]. Our work extends their results
by identifying differences between different age cohorts, including
children and older adults recruited offline, and by collecting and
analyzing rich, qualitative data.

Other work looking at how people interpret privacy-related
terms in particular contexts also found high levels of misunder-
standings. User studies have consistently found that users misun-
derstand the technical term “privacy policy”. A 2005 study about
the online shopping behavior of American consumers found that
75% falsely believed that the presence of a privacy policy meant that
a website would not share their information with other websites
or companies [81]. More recently, a 2014 survey [74] and a sub-
sequent longitudinal study [82] found that a majority of Internet
users continue to hold this misconception. Work looking at under-
standings of mobile app permissions found that users answered
21% of permission comprehension questions correctly, and just 2.6%
of respondents answered all three questions correctly [25]. Many
users could not connect the resource-specific technical terms used
in permission names to particular risks that would be enabled by
those permissions. In an online study that examined the impact
of design elements on cookie consent decisions, less than half of
participants could correctly define “performance cookies”, and only
16% could define “functional cookies” [31]. Recent work exploring
the usability of app privacy labels found that some terms in those
labels, e.g., “Data Used to Track You” were commonly misinter-
preted [45, 97].

Comprehensibility of Privacy Policies. Misunderstandings and
confusions about the meanings of technical terms are one piece
of a larger body of work evaluating and critiquing the compre-
hensibility of privacy policies. Several independent projects have
analyzed the text of privacy policies to quantify readability using
standardized metrics such as the Flesch Reading Ease Test [26].
These studies have consistently found that privacy policies are dif-
ficult to comprehend and are often written at a level that surpasses
the educational levels of many of the people they are intended to
inform [3, 8, 9, 13, 20, 22, 28, 34, 35, 39, 44, 52, 53, 72, 73]. Studies
that looked at healthcare privacy policies found that none of the
policies examined were readable by a majority of English speak-
ing Americans [28], and that on average 80% of people living in
areas surrounding the hospitals whose privacy policies were stud-
ied were not at the reading level required by these policies [8].
Additional work has studied the readability of financial privacy
policies [3, 34, 44]. Most comprehensively, Fabian et al. [22] an-
alyzed the privacy policies of 50,000 English-speaking websites,
finding that these policies were difficult to comprehend and re-
quired college-level reading levels. Moreover, privacy policies fre-
quently employ linguistic techniques such as euphemisms, passive
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verbs, and modality markers (“may”) that can obscure the meaning
of the policy [64, 65]. Poor writing style, uncommon words, and
difficult-to-read formatting are also common [34].

Additionally, user studies have consistently confirmed that pri-
vacy policies are difficult for people to understand [75, 81]. Proctor
et al. [66] found that people were only able to answer approximately
50% of comprehension questions about privacy policy practices de-
spite these policies being written at their education level. Vu et
al. [86] found that participants at the reading level required by the
policies displayed poor overall understanding of their contents [86].
Singh et al. [73] evaluated the readability of privacy policy state-
ments from ten popular websites and found that users do not com-
pletely understand the contents of privacy policies. For half of the
websites, no participant passed the target comprehension threshold
(a Cloze score above 0.6).

Children and Privacy. To the best of our knowledge, no prior
work has looked at children’s understandings of technical terms
that appear in privacy policies. However, children under 18 have
occasionally been included in studies relating to privacy, and prior
work suggests that children’s attitudes can differ from most adults.
A 2019 interview study with 11 children aged 7-10 found that when
considering potential harms from technology, children were the
most fearful of physical harm (like being attacked by a robot) and
loss of attachment (being taken away from their families) [95].
In 2021, Hiniker et al. [33] found that children absorb linguistic
patterns from conversational agents (such as Siri or Alexa) and
apply them to conversations with people, despite never being told
about the pattern by a human. However, they did not investigate
children’s understandings of privacy and security in relation to
conversational agents.

Miltgen et al. [54] examined 139 online users in European coun-
tries and found that 18.5% of participants aged 15-24 said they were
unconcerned about privacy, while only 8.1% of those aged 25-70
agreed. The younger group felt more optimistic about their per-
sonal data and confident in their ability to prevent data theft or
misuse. However, their work did not include participants under
the age of 14. Kumar et al. [40] conducted an interview study with
children under 12 and found that children demonstrated some grasp
of privacy issues—e.g., identifying some data as sensitive and be-
ing comfortable sharing information with certain people and not
others—but that they sometimes failed to recognize privacy issues.
Zhang-Kennedy et al. [98] conducted interviews with parent-child
pairs in which they found that children’s threat models differed
significantly from parents’ threat models, with internal threats from
family members having higher saliency for children.

To investigate children’s understandings of online privacy and
security, Zhao et al. [99] conducted focus groups with children aged
6-10 in the UK. The focus groups walked the children through hypo-
thetical scenarios about online privacy using a cartoon koala bear
named Bertie who likes playing on her iPad and who experiences
situations such as implicit video promotions (for example, algorith-
mic queuing in YouTube), in-app pop-ups, and downloading “free”
games (most of which remain free by collecting user data). They
found that while children were cautious of certain features such as
popups, they were unaware of more insidious uses of their data,
such as algorithmic queuing and “free” apps.

Another focus group conducted with children aged 7-13 in 2021
investigated how children would design online privacy warnings
for their peers [15]. Only 37/150 drawings had the 3 attributes of
an effective warning message (Attention, Knowledge, and Compli-
ance). 60 drawings used words to communicate risk, while only 13
used pictorial representations. These results indicate that children
struggle to fully comprehend the risks they are undertaking when
going online.

Given the findings that children are largely unaware of and une-
ducated about online privacy and security, a natural question arises:
have digital citizenship programs had any impact on children’s
knowledge of online security and privacy? In 2023, Jones et al. [37]
investigated the effectiveness of Google’s “Be Internet Awesome”
(BIA) program, designed to educate children about privacy online.
American elementary and middle schools students who completed
the BIA curriculum were significantly more likely to say they check
privacy settings and have their social media on partly private or
completely private. They also understood terms including “catfish-
ing”, “hacker”, and “trolling” significantly better than students in
the control group. However, neither group consistently understood
technical terms will, with only 31.6% of students who completed
BIA correctly defining “digital footprint”.

Legal regulations also impact children’s privacy online. How-
ever, legal protections for children online vary by state, country,
and region of the world, and they do not fully protect children’s
privacy. For example, Kuznicka-Błaszkowska [42] highlighted the
issue of parents posting embarrassing “funny” stories, photos, or
videos about their children online that the children may not have
consented to or did not have the cognitive ability to truly consent
to. Recital 65 of the GDPR [21] emphasizes that children (and for-
mer children) have a right to delete personal data, but it cannot
fundamentally go back and undo the embarrassment the child ex-
perienced or the memories of the people who witnessed it when
it was online. Kuznicka-Błaszkowska also points out flaws in the
Children’s Online Privacy Protection Act (COPPA) [83], the federal
law protecting Internet privacy for children in the United States.
For example, the fact that it only encompasses the acts of private
companies.

While both education and legal protections are valuable tools for
increasing children’s online security, their current implementations
are imperfect. Additionally, minors’ disregard and ignorance of
privacy concerns sometimes puts them at risk. For example, many
minors lie about their age online to gain access to social networks
when creating their accounts [16]. This behavior inadvertently
circumvents the precautions that social media platforms put in
place to protect minors.

Older Adults and Privacy. Although most large-scale user studies
include some older adults, the number of older adults who par-
ticipate in such studies is frequently small, and older adults on
crowd-sourcing platforms are not representative of that age group
overall [68, 80]. However, older adults—and the differences between
this population and younger adults—have been the focus of some
prior privacy studies.

In a focus group, researchers found that members of the Silent
Generation had a general fear of the Internet and what it meant
for their privacy [36]. In contrast, Baby Boomers had more specific
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concerns like hacking. At the same time, several felt more annoyed
than threatened by online hacking and phishing attempts, assum-
ing that their bank or computer would resolve the issue. A study
conducted in India in 2021 interviewed multi-generational house-
holds and found that there is commonly a “technology manager”,
an adult in the house who oversees children and older adults’ use
of the Internet [56]. However, these technology managers can find
it difficult to explain cybersecurity concepts to older adults as they
may struggle to understand the concepts themselves.

In 2018, Elueze and Quan-Haase [19] conducted 40 interviews
with older adults (65+) in Canada about their privacy concerns. They
expanded onWestin’s typology on privacy attitudes [90] and catego-
rized participants into 5 labels: fundamentalist, intense pragmatist,
relaxed pragmatist, marginally concerned, and cynical expert. 57%
of respondents were pragmatists (42% were relaxed pragmatists and
15% were intense pragmatists), 25% were marginally concerned, 13%
were fundamentalists, and 5% were cynical experts. Participants
across groups shared concerns about surveillance, scams, and iden-
tity theft. The marginally concerned group had the least amount of
concerns, and the cynical experts had several concerns.

Frik et al. [27] interviewed older adults in San Francisco about
their perceptions of online privacy and security and thematically
coded the interview transcripts. They found that 28 of 46 partic-
ipants mentioned concerns about data collection and its lack of
transparency, and several were concerned about their data being
sold for profit. Additionally, several participants were concerned
that older adults were specifically targeted for attacks because of
their perceived vulnerability, while several did not think that at-
tackers viewed them as “major consumers”.

Ray et al. [67] conducted a similar study published the same
year, interviewing 20 adults aged 60+ about their mental models for
the term “privacy”, both online and offline. Participants drew their
mental models of privacy, which the research team later analyzed
and thematically coded. They found that 18/20 drawings depicted
feelings of fear or anger towards privacy invasion, with 12/20 de-
picting restricting use of technology to prevent privacy invasion.
They suggested that improved transparency and a user-friendly
approach could ease some of the privacy concerns of older adults.
They additionally recommended privacy training for older adults
about the benefits and importance of good privacy practices.

Overall, studies on older adult’s online security and privacy
understandings have found that while many older adults are con-
cerned about their online privacy, they do not have the knowledge
or tools to improve their security habits and are often left confused
and fearful of the Internet.

3 METHODOLOGY
The goal of this work was two-fold: (1) to understand how under-
standings of technical terms that appear in privacy policies vary
between generational cohorts and (2) to explore what gets missed by
online study populations for research in this domain. To do so, we
conducted in-person user studies with three generational groups:
children aged 10-11, young adults aged 18-23, and older adults aged
73-92. With each age cohort, we qualitatively surveyed participants
about their interpretation of eight common terms found in privacy
policies as well as their confidence in their responses. We then

conducted post-survey discussions with each age cohort to further
explore each generation’s opinions about and experiences with
privacy policies, privacy terms, online privacy, and the Internet.

3.1 Subject Recruitment
We included four generations in our study: Generation Alpha, Gen-
eration Z, Baby Boomers, and the Silent Generation. Generational
lines are often disagreed upon, especially for the youngest gener-
ations. For the purposes of this study, we used the Pew Research
Center’s definition of the Silent Generation as those born between
1928-1945 and Baby Boomers as those born between 1946-1964 [17].
The Pew Research Center defines Generation Z as those born in
or after 1997, but they have not yet determined a chronological
endpoint. Mark McCrindle and Ashley Fell, who coined the term
“Generation Alpha” for the youngest people alive today, define the
generation as starting in 2010 [50]. In this work, we define Genera-
tion Z as people born between 1997-2010 and Generation Alpha as
those born after 2010.

We recruited a convenience sample for each generational group
in October and November of 2022. For Generation Alpha, we con-
tacted a local elementary school and asked to survey one of their
older classes. After sending out consent forms to the parents, we
met with 14 fifth graders (aged 10-11). The Generation Z group
was recruited via flyers posted on a college campus. Participants
scanned a QR code on the poster and filled out a Google Form to
sign up, yielding 15 participants (aged 18-23). Members of the Silent
Generation and Baby Boomers were recruited after we contacted a
local retirement community and asked to visit. There were 11 par-
ticipants from the retirement community: 8 members of the Silent
Generation and 3 Baby Boomers. Since there were too few Baby
Boomers to evaluate separately, all retirees were combined into
Generation R. Most Generation R participants ranged from 73 to 92
years of age (birth years 1930-1949), although there was one outlier
who was 61 years old (born 1961). All participants were residents
of the United States. Detailed demographics of each generational
cohort are summarized in Table 1.

Gen A Gen Z Gen R
Birth year 2010- 14 0 0

1997-2009 0 15 0
1981-1996 0 0 0
1965-1980 0 0 0
1946-1964 0 0 3
1928-1945 0 0 8

Gender Woman/Girl 6 10 9
Man/Boy 8 2 2
Non-binary 0 2 0
Self-describe 0 1 0

Race and White-Eur. 5 12 11
Ethnicity East Asian 0 2 0

Black 1 1 0
Latino 3 0 0
Mixed 5 0 0

Table 1: Demographics of our three generational cohorts.
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3.2 Study Protocol
We conducted our user study in three sessions, one for each genera-
tional cohort. Each session—which was conducted on-site at the el-
ementary school, college, and retirement community respectively—
was comprised of (1) a survey about people’s understanding of
eight common privacy terms and their confidence in their answers
and (2) a post-survey focus group discussion that further explored
each generation’s opinions about and experiences with privacy
policies, privacy terms, online privacy, and the Internet. The total
time for each session, including survey, focus group discussion,
introductions, transitions, and wrapping up was approximately 40
minutes.

Term Selection. To select our terms, we started with a list of 22
technical privacy terms that commonly appear in privacy policies
constructed by Tang et al. [80]. To keep the length of our study—
which included both a survey and a discussion—reasonable, we
needed a shorter list of terms. We therefore cross-referenced the
Tang list with terminology we found in the privacy policies of the
most popular U.S. phone (Apple) [38], search engine (Google) [77]
and social network (Meta) [78] in October 2022, and we eliminated
terms that did not appear in any of those three privacy policies. We
chose those commercial sectors for their broad appeal across all
three age groups—children are unlikely to use Microsoft products,
for example, as it is primarily a workplace technology. We then
eliminated terms that are commonly understood, have no common
misconceptions, or have no standard definition, as well as merging
similar terms (“local storage” and “browser storage” collapsed into
“cache”, “session cookie” and “persistent cookie” into “cookie”). Fi-
nally, we added the term “biometric data”—which did not appear in
Tang et al.’s study—to further explore established misconceptions of
device fingerprinting as fingerprint-based identification. Our final
term list therefore included the following eight terms:

(1) Privacy policy
(2) Cookie
(3) Pixel tag
(4) Cache
(5) Metadata
(6) Device fingerprinting
(7) Encryption
(8) Biometric data

Participant’s definitions of terms were compared to correct defi-
nitions of the terms taken from the Computer Security Resource
Center [12] or Wikipedia [91–94] in October 2022. These correct
definitions are reproduced in Appendix B.

User Survey. Each generation’s session began with a 15-minute
survey. Two authors remained in the room with participants during
the survey phase to answer any clarifying questions that arose (such
as “how do I go to the next page?”). Participants chose whether
to complete the survey online or on paper copies we provided.
Participants were not permitted to search for definitions or ask one
another or the research team for them. If participants attempted to
ask the research team for the definition, they were encouraged to
put their best guess or “I don’t know” as their response.

The survey asked participants to define each term on our final
term list with an open-ended response and to rate their confidence

in their answers on a 5-point Likert scale from “very unconfident”
to “very confident”. In order to provide context, we provided an
excerpt from the October 2022 version of the Google, Facebook, or
Apple privacy policy that used each term. If only one of the three
policies used the exact term, we used an except from that policy. If
multiple of the privacy policies used the term, we used the excerpt
that provided the best contextual information. Complete text of
each selected excerpt is included in the survey protocol reproduced
in Appendix A.

After the term definition section, we asked participants multiple-
choice Likert-scale questions about their overall confidence in their
responses and their comfort with technology, as well as if the sur-
vey prompted any interest in learning more about privacy terms
and concepts. We also asked participants for basic demographic
information (birth year, gender, and race) but kept responses anony-
mous. We ended with an open-ended question: “Lastly, if any, what
do you think the consequences are of not knowing what these terms
mean?” The survey was proofed for readability at a fifth-grade level
by an author with experience in childcare and child education. A
copy of the full survey protocol is provided in Appendix A.

Focus Group Discussions. After all participants finished the sur-
vey, we conducted a 15 minute focus group discussion with each
cohort. Open discussion was encouraged, with prompting questions
such as:

• Does anyone have any comments or questions they’d like to
start with?

• Was there anything about the experience you’d like to talk
about that wasn’t mentioned in the survey?

• How did you feel taking the survey? Why? (e.g., annoyed,
bored, stressed, excited etc.)

• Before taking this survey, how much attention did you give
to privacy policies?

• What about individual privacy? (e.g., passwords, personal
devices)

• Was there a term you found particularly challenging?

Given ethical concerns about working with vulnerable populations,
we agreed with our IRB not to record audio during our focus groups.
One author anonymously transcribed quotes from each session
while another author led the focus group.

3.3 Data Analysis
Our user study resulted in three types of data: open-ended quali-
tative survey responses, quantitative survey responses, and notes
from focus-group discussions. In this section, we describe how we
analyzed these three classes of data.

3.3.1 Qualitative Survey Responses. The core of our data resulting
from this user study was a rich set of qualitative responses about
how people in different generations understand various technical
terms relating to privacy. We also had qualitative survey data about
what people thought the implications of not understanding techni-
cal terms might be. We performed two types of analysis on these
open-ended survey responses: (1) deductive coding for correctness
and (2) thematic coding to identify patterns in how participants
understood those terms.
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Term Fully Understands Big Idea Vague Idea Doesn’t Know Miscomprehension
Metadata data that describes/

identifies/categorizes
other data

information about
when, where, and on
what device you took
your pictures on.

data involving
personal informa-
tion to get a wider
scope of data, like
location etc

idk large amount of data

Device
fingerprinting

anything that can be
used to identify a
particular device,
like IP address or
something

things that are able
to locate your
specific device and
make it targetable to
other people

how each device is
different

don’t know? the fingerprints you
put onto devices via
touch ID.

Table 2: Examples of how qualitative responses about technical terms were coded for correctness.

Coding for Correctness. We deductively coded participants’ free-
response definitions of each technical term using a five-point scale:

(1) Subject fully understands concept
(2) Subject understands the big idea, but not specifics
(3) Subject has a vague idea
(4) Subject doesn’t know
(5) Subject has incorrect understanding
For example, a definition of metadata was coded as “fully un-

derstands” if it included a general characterization of data about
other data. Responses that gave particular examples (e.g., when
and where a photo was taken) were coded as understanding the
big idea, and responses that mention data in a way consistent with
metadata were coded as understanding the vague idea. Answers
that explicitly acknowledged that the subject did not know the term
were coded “doesn’t know”, and responses that were inconsistent
with the correct definition (e.g., a response about metadata talking
about scale of data or talking about the metaverse) were codes
as incorrect. Examples of how specific responses were coded for
correctness are presented in Table 2.

We double coded all responses for correctness. For our first
round of coding, we compared responses and resolved disputes af-
ter each term for one generational group. After that, disagreements
on codings were discussed and resolved after both researchers
had individually finished their codes for the remaining two gen-
erational groups. All three of the generational codings yielded a
Cohen’s kappa coefficient above 0.6, indicating reasonable agree-
ment. Generation Alpha’s Cohen’s Kappa was 0.8176, Generation
Z’s Cohen’s Kappa was 0.6232, and Generation R’s Cohen’s Kappa
was 0.7005. Generation Z’s lower Cohen’s Kappa is due to the fact
that Generation Z’s responses were the most verbose and the most
likely to include multiple different ideas. Some responses from this
generational cohort started as showing an understanding of the
term but then deviated (or vice versa), leading us to reconcile our
code assignments retroactively.

Thematic Coding. After familiarizing ourselves with our dataset,
we thematically coded qualitative responses using a three-step
process: (1) two researchers independently performed open-coding
on the full set of responses, (2) we met as a group to discuss the
set of open codes and group them into themes for each question,
and finally (3) we jointly deductively coded the full set of responses
using our set of identified themes.

3.3.2 Quantitative Survey Responses. In addition to the qualitative
questions, our survey also included quantitative questions about
confidence levels, comfort with technology, and personal demo-
graphics. Since our small sample size precluded statistical analysis,
we focused on providing descriptive statistics and observations
about differences observed in how different generational groups
responded to these quantitative questions.

3.3.3 Focus Group Data. Given the inclusion of vulnerable pop-
ulations, we elected not to record focus group discussions. As a
result, the data collected during these focus groups is primarily
comprised of individual quotes. Additionally, we polled each focus
group about various topics and noted the responses. We provide
descriptive statistics about polling results and include representa-
tive quotes from our focus groups to augment the analysis of our
survey data.

3.4 Ethical Principles
We took steps to ensure that informed consent was granted in
advance for all participants in our study. For participants in Gen-
eration Alpha (who were minors under 18), we obtained signed
parental consent prior to conducting the study. The children were
additionally informed that their participation in the survey was
voluntary and they did not have to respond to anything they did
not wish to. All children assented to participate. For participants
in Generation Z and Generation R, we obtained signed consent
from each participant. For Generation R, we also confirmed with
the retirement community staff that all participants were capable
of granting informed consent.

We were careful to ensure that no participant data could be
linked to individual participants. Consent forms were handled sepa-
rately from surveys. All survey data was anonymous and contained
no identifying information. To avoid recording any identifying in-
formation, we elected not to record our focus group discussions.
Instead, we manually took notes and transcribed notable quotes.

To compensate people for their time, participants in Generation
Z and Generation R received a $10 gift card to local businesses.
Generation Alpha participants were compensated with a fidget
toy1.

1Since children may perceive small payments as significant financial sums [89], we
believe toys are less likely than payments to exert undue influence on children’s assent
decisions [11].
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(a) Computers (b) Smartphones and Tablets

Figure 1: Reported level of comfort with technology

Due to the inclusion of children under 18, this study was granted
a Full Board Review and was approved in advance by the Institu-
tional Review Board at our institution.

3.5 Limitations
This work, by design, includes age cohorts that are rarely studied by
the usable privacy and security community. However, systematic
biases in other demographics might limit the generalizability of our
results. 25/40 of our participants from the three generational groups
identified as women, and 28/40 were of White European descent.
Furthermore, although not a demographic category captured by
our survey, our data may also be socioeconomically limited. The
colleges we conducted our study at are private liberal arts schools,
the elementary school is located in a community where the cost of
living is 57% higher than the national average [63] and where all
students use tablets to complete schoolwork, and the retirement
community vets residents based on their lifelong philanthropic
work. All three of these environments tend to draw more wealthy
people. It is therefore possible that our data is missing aspects of
the national experience, perspective, and knowledge of technical
terminology.

Future research should study larger sample sizes from different
geographical communities and samples that are representative of
the overall population. Nonetheless, we believe this exploratory
work is valuable to the community by identifying important new
directions from small-scale qualitative data.

4 RESULTS
We analyzed our data to understand general trends and generational
differences in experience, understanding, confidence, and attitude
towards privacy terms. We also evaluated how our results compare
to prior online studies.

4.1 Experience With Technology and Privacy
We asked participant to rate how comfortable they were with com-
puters and with smartphones or tables. Most participants described
themselves as comfortable with both technologies. However, we ob-
served some differences between different generations. The younger
cohorts were very comfortable with smartphones and tablets, with
12/14 children in Generation Alpha and 13/15 Generation Z partici-
pants saying they were somewhat or very comfortable with these
devices. This is consistent with the fact that usage of these devices
was high among all participants from both of those cohorts—all
Generation Alpha participants had school-issued iPads, and all

Generation Z participants had and regularly used smartphones. By
contrast, only 5/11 Generation R participants said they were com-
fortable with smartphones and tablets. We also observed different
trends for comfort levels with computers. Although none of our
retired cohort said they were very comfortable with computers,
only two described themselves as uncomfortable with computers
(most said they were “somewhat comfortable”). Generation Alpha
was the most likely to self-identify as uncomfortable with comput-
ers, suggesting that experience with phones and tablets does not
generalize to general comfort with technology for children of this
age. These results are shown in Figure 1.

During the focus groups, we asked about prior experience with
privacy policies. All participants in all three generational groups
had seen a privacy policy before, and a majority of participants
in each generational cohort (9/132 Generation Alpha participants,
11/15 Generation Z participants, and 8/11 Generation R partici-
pants) reported that they had seen a privacy policy within the last
month. While these numbers are slightly lower than the 81% of
Americans who reported being asked to agree to a privacy policy
in the last month in a prior survey [6], these results suggests that
privacy policies—and their contents and terminology—are relatively
prevalent in people’s online lives for Internet users of all ages. Un-
surprisingly, many participants also admitted to not reading privacy
policies before using a website or online service. For example, all
15 Generation Z participants responded that they pay attention to
privacy policies “none of the time”. However, 8/11 Generation R
participants, 10/15 Generation Z participants, and 9/13 Generation
Alpha participants said they would be interested in learning more
about online privacy and security topics.

Generation Alpha subjects expressed notably higher levels of
suspicion towards sharing personal information compared to the
two adult cohorts. All 13 children who participated in the focus
group discussion reported that they regularly make up personal
data when asked for it, confirming prior findings that children
frequently lie to appear older on the Internet [16]. Some participants
even cited specific streaming platforms and gaming websites that
they lie about their age to use: one of our participants remarked that
“Hulu thinks I’m 21”. When probed further on the topic of providing
personal information, one of the Generation Alpha participants
commented, “if it asks for personal info it’s sus”.

2One of the 14 Generation Alpha participants excused themself to go to the bathroom
and was not part of the focus group discussion.
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Figure 2: How well people understood privacy terms across different generations (qualitative coding).

4.2 Understandings of Privacy Terms
To understand how participants in each generational cohort un-
derstood our eight technical privacy terms, we both deductively
coded responses for correctness and thematically coded responses
as described in Section 3.3. This subsection describes the results
of both analyses. The results of the correctness coding are also
depicted in Figure 2.

Privacy Policy. Consistent with prior work [80], “privacy pol-
icy” was the most broadly understood term included in our study.
However, we observed distinct generational differences in how well

people understood this term. While 9/15 Generation Z participants
gave fully correct definitions, only 3/11 Generation R participants
and 0/14 Generation Alpha participants gave a fully correct defini-
tion.

Two themes that emerged from our analysis were people who
(correctly) thought about privacy policies as descriptions of be-
haviors (e.g., “conditions under which your info will/will not be
shared”) versus people who misunderstood privacy policies as pro-
viding inherent protections (e.g., “the process they use to protect
my personal data from others using it”). These two themes are
consistent with prior work about how people interpret the term
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“privacy policy” [74, 80–82]. However, our results also show distinct
differences in the prevalence of these themes between different gen-
erations. Generation Z predominantly thought of privacy policies
as descriptions of behaviors (12/15, compared to 3/15 responses
that contained protection themes). By comparison, Generation R
and Generation Alpha were more evenly split (5/11 vs. 4/11 and
3/14 vs. 5/14, respectively).

Two other themes emerged in how people talked about privacy
policies, both with distinct generational divides. 4/14 Generation
Alpha participants specifically talked about privacy policies in the
context of the Internet ecosystem (e.g., “It is a thing that tells you
warnings about the website”), language that did not appear in any
of the definitions provided by Generation Z or Generation R. By
contrast, 10/15 responses from Generation Z specifically associated
privacy policies with companies or corporate behavior (e.g., “what
the company can and cannot do with your data”). This type of
framing occurred more rarely in Generation R (3/11) and not at all
in Generation Alpha.

Cookie. Overall trends for the term “cookie” were similar to those
observed for “privacy policy”: it was relatively broadly understood,
but there were definite distinctions in prevalence of correct un-
derstandings between different generations. 13/15 participants in
Generation Z exhibited at least a vague understanding of the term
“cookie” compared to 5/11 in Generation R and 2/11 in Generation
Alpha. Misconceptions about cookies—including that they were ads
or desserts—were particularly common among Generation Alpha.

The themes that emerged in our thematic analysis corresponded
to different uses of cookies. The most common theme was data
collection and tracking (e.g., “something that collects data about
a user” or “electronic marker that allows company to track user’s
choices/path”). This theme was particularly prevalent among Gen-
eration Z (10/15 responses talked about something relating to this
theme), but it also appeared in 2/14 Generation Alpha responses and
2/11 Generation R responses. Younger cohorts also talked themati-
cally about advertising (2/14 Generation Alpha responses and 3/15
Generation Z responses), but this theme did not appear in any of
the Generation R responses. Older cohorts sometimes talked about
local storage or remembering state (4/15 in Generation Z and 1/11
in Generation R) or cookies acting as identifiers (2/15 in Generation
Z and 1/11 in Generation R), but none of our Generation Alpha
participants mentioned these themes. Additionally, a small number
of participants in each cohort mentioned personalization (1/14 in
Generation Alpha, 2/15 in Generation Z, and 1/11 in Generation R),
and one Generation Alpha participant mentioned authentication.

Pixel Tag. Unlike the two previous terms, “pixel tag” was gen-
erally unknown to most participants across all three generational
cohorts. Only three participants—all in Generation Z—had even a
vague idea of what pixel tags were. 4/14 Generation Alpha partici-
pants held misconceptions about what a pixel tag was, which was
rare in Generation Z (1/15) and Generation R (1/11). Most partici-
pants across all cohorts (10/14, 11/15, and 10/11 respectively) were
aware that they did not know what the term “pixel tag” means.
These results are consistent with prior work that has shown that
the term “pixel tag” is not well understood [80], but the number
of participants who did not know what the term meant was much
higher than the 20% observed in that online study, likely reflecting

lower levels of technical sophistication in our study population,
particularly among children and older adults.

Given the small number of responses that said anything but “I
don’t know”, our thematic analysis did not identify many themes.
The one theme that did emerge was that the adult participants in
Generation Z and Generation R who held misconceptions both con-
flated pixel tags with image pixels (e.g., “It is a point... as more pixels
per square inch, the cleaner the picture. What it means for privacy
and pixel tags escapes me”). This misconception was also identified
in Tang et al.’s online study [80]. However, we found that none of
the Generation Alpha participants with incorrect definitions held
this misconception. Instead, the misconceptions exhibited by Gener-
ation Alpha were highly varied, including tabs (“Info in tabs.?.??.?”)
and redaction (“Hashtags covering any words that seem unfamiliar
or inappropriate”).

Cache. Most Generation Z participants (9/15) had at least a vague
understanding that caches were a place for storing data. By con-
trast, this term was less broadly understood among Generation
Alpha (2/14) and Generation R (2/11). Both Generation Alpha and
Generation Z participants exhibited some misconceptions about
the term, whereas most Generation R participants (9/11) simply
stated that they did not know what the term meant.

Our thematic analysis found that many adult participants—10/15
in Generation Z and both Generation R participants who ventured
a definition—defined caches in terms of data storage in some way.
Four Generation Z participants provided more specific definitions
that referenced temporary or local storage (e.g., “data that is stored
in a device that is often used for background functions or often
taking up space”), a theme that did not appear in responses from
other generations. Conversely, Generation Alpha thought about
caches in terms of functionality enabled. For example, 3/14 refer-
enced offline access (e.g., “a thing that makes it so any website can
run without an Internet connection”).

Metadata. “Metadata”, like all other terms, was understood best
by Generation Z. 7/15 Generation Z participants had at least a
vague idea of what the termmeans compared to 4/14 for Generation
Alpha and 1/11 for Generation Z. None of our Generation Alpha
participants fully understood the term or even understood the key
idea behind the term. We also saw several misconceptions about
this term across all generational cohorts (12/45). Generation R was
most likely to recognize that they did not understand the term
(7/11 compared to 6/14 in Generation Alpha and 3/15 in Generation
Z). Our results for Generation Z were consistent with prior work
conducted online, which found that 48% of that population could
correctly define “metadata” [80]. Our results for Generation Alpha
and Generation R show lower levels of understanding among those
generational groups.

One theme that emerged was the use of concrete examples rather
than more general definitions. 8/15 participants from Generation Z
gave examples such as file size, image location, or the time when
an image was taken, as did one member of Generation R. Associa-
tions with images were common (5/14 in Generation Alpha, 4/15 in
Generation R, 1/11 in Generation Z), perhaps because participants
had encountered the term in this context or perhaps because the
privacy policy excerpt for this term mentioned a device’s camera
roll. Among incorrect responses, we observed two primary themes.
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Three participants (one in Generation Alpha and two in Genera-
tion Z) associated the term “metadata” with the metasphere or the
Internet more generally (e.g., “data that can be used to recreate
physical environments virtually”). Two participants, both in Gen-
eration R, thought “metadata” referred to the amount of data (e.g.,
“large amount of data”). These themes were not identified by prior
work, perhaps because they arose among generational cohorts that
are not well-represented (or represented at all) in online studies.

Device Fingerprinting. We saw distinct generational differences
in how participants understood the term “device fingerprinting”.
Among our Generation Z participants, 6/15 had at least a vague
understanding of the term, a result that is consistent with prior
online work [80]. However, only 1/14 in Generation Alpha and
1/11 in Generation R did. Miscomprehensions about the term were
common among the younger cohorts (7/14 in Generation Alpha
and 6/15 in Generation Z). By contrast, 10/11 participants in the
retired cohort simply responded that they do not know what the
term means.

Correct answers, by definition, all talked about the ability to iden-
tify devices or individuals in some way, for example, “a way for a
website to identify your computer” or “How each device is different”.
This theme was most common among Generation Z (8/15), likely
since this term was better understood by that generation. However
it was also reflected in the single vaguely correct response from each
other generation. The common theme that emerged among par-
ticipants with miscomprehensions was conflation between device
fingerprinting and fingerprint-based authentication. For example,
“when you allow your fingerprint to be used to buy apps or unlock
things”. This theme, which was also observed in prior work [80],
was most common among Generation Alpha (6/14), but two partic-
ipants from Generation Z also reflected this theme. Other incorrect
responses referred to digital forensics, stored passwords, or single
sign-on.

Encryption. “Encryption” was one of the more commonly under-
stood terms, with half of our participants demonstrating vague to
complete comprehension. However, fewer participants fully under-
stood the term. For example, a Generation Z participant defined
encryption as: “Making something not available to the public; only
available through password protection etc.” We also observed gener-
ational differences, particularly between the two adult cohorts—in
which a majority of participants provided a definition that was at
least vaguely correct—and the children’s cohort. Only 1/14 Gener-
ation Alpha children understood the big idea of encryption: they
defined it as, “To scramble or make hard to understand and/or find”.

Among correct responses, three general themes emerged from
our thematic analysis: people thought of encryption in terms of en-
coding, protection, or scrambling. Most Generation Z participants
thought of encryption either in terms of encoding (7/15, e.g., “a code
that makes information illegible without a decryption device”) or
protection (7/15, e.g., “I think it means to hide so that other people
can’t see it”). For each encoding and protection, 2/11 Generation
R responses also aligned with this theme. However, the most com-
mon theme among Generation R was scrambling. 3/11 Generation
R responses exhibited this theme (e.g., “scrambling elements of
message to make it unintelligible during transit”). One member
of each of the Generation Z and Generation Alpha cohorts also

used “scramble” or related language such as “jumble”. There were
no common themes among incorrect definitions, which varyingly
thought encryption referred to data use, collected data, stored data,
de-identified data, or identified data.

Biometric Data. Three primary themes emerged among defini-
tions our participants provided for “biometric data”. 5/15 partici-
pants in Generation Z referenced biometric identifiers such as facial
ID or fingerprint-based authentication, e.g., “like face ID and finger
prints and things related to your physical body”. However, we did
not observe this theme among responses from either of our other
generations. A few people across each generation (1/14 in Genera-
tion Alpha, 3/15 in Generation Z, 2/11 in Generation R) described
other physical attributes, e.g., “maybe data related to physical, such
as height, weight, age etc.” Four participants (2/14 in Generation
Alpha, 1/15 in Generation Z, and 1/11 in Generation R) described
personal information more broadly, e.g., “Data about you”. Incorrect
answers referred to survey data, search data, or device interactions.

Overall, we found that most people across all three generations
struggled to correctly define technical terms. The most well un-
derstood term was “privacy policy”, for which 9/15 Generation Z
participants and 3/11 Generation R participants understood at least
the big idea. For all other terms, no more than a third of our par-
ticipants in any generation were able to correctly define the term.
None of our participants understood the term “pixel tag”. Overall,
approximately 60% of responses to definition questions were “I
don’t know”.

Generation Z generally understood terms better than either Gen-
eration Alpha or Generation R. Both Generation Alpha and Gen-
eration R demonstrated prevalent misunderstandings or lack of
understanding for many of the privacy terms. None of our partici-
pants in Generation Alpha exhibited full understandings of any of
the technical terms, and only two responses (one for cookies and
one for encryption) demonstrated more than a vague understand-
ing of any term. On average, Generation R responded that they did
not know the meaning of a technical term 80% of the time.

4.3 Confidence with Privacy Terms
Subjects across age groups reported feeling confused or ignorant
about the terms used in our study. A Generation R participant re-
marked that the survey “reaffirms for me the degree to which I feel
used by these corporations”. One of the Generation Z participants
was so unfamiliar with some of the terms that they believed we
had made them up ourselves. The majority of Generation Alpha
also reported feeling confused, with several reporting that most of
their answers were “I don’t know”. For 6 out of the 8 privacy terms
studied, the majority of respondents expressed either being some-
what unconfident or very unconfident. No terms except “Privacy
Policy” had a majority of Generation Alpha participants express
confidence in their responses (8/14 of Generation Alpha responded
as being “somewhat confident” in their privacy policy answers).
Self-reported levels of confidence at defining various privacy terms
are depicted in Figure 3.

The results from both our survey and our focus group showed
that older adults feel overwhelmingly confused by privacy polices
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Figure 3: Self-reported confidence at defining various privacy terms across different generations.

and their terminology. They are aware of their lack of knowledge—
Generation R reported much lower confidence than either Gener-
ation Z or Generation Alpha—but do not know who or where to
turn to get answers. As one participant put it, “I don’t even know
where to go to find out what [these terms] mean”. This is a stark
contrast to Generation Alpha. After being prompted to discuss pos-
sible solutions to the lack of public explanation of what these terms
meant, one Generation Alpha participant remarked that we should
put up “[a] billboard on the highway that says ‘just search it up’”.

Not only are older adults aware of how little they understanding
about these technical terms, they also feel bad about their lack of
knowledge. Every Generation R participant agreed that taking the
survey made them feel “stupid” and “really old”. In addition, when
they do search for answers to their online privacy and terminology
questions, they are often brushed off or infantilized by those they
ask—when defining what “cookie” meant, one participant said it
was “something I was told to simply accept– no problem ([by] a
computer technician)”.
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4.4 Implications and Directions for
Improvement

When asked what the consequences of not knowing these privacy
terms might be, responses fell into two high-level categories: po-
tential consequences and current feelings.

Many participants across all generational cohorts talked about a
fear of concrete consequences that could hypothetically arise from
not knowing technical terms that appear in privacy policies. Two
general themes emerged. Participants across all three generations
mentioned fear of getting hacked as a possible consequence (3/15
in Generation Alpha, 4/15 in Generation Z, 4/11 in Generation
R). For example, “Possible hackers or viruses, maybe even bad
people finding info about you”, ”Probably getting hakt lol”, and
“maybe one can become subject to fraud or becoming a subject
for hacking”. Participants in the two adult generations (5/15 in
Generation Z and 3/11 in Generation R) were also cognizant of
possible privacy vulnerabilities. Many responses that exhibited
this theme referred specifically to a lack of transparency and the
consequent failure of informed consent. For example, a Generation
Z participant said, “my data is probably being used and distributed
much more than I may think and in ways that I do not know”.
Another Generation Z participant remarked, “the consequences
could include unintentionally consenting to the usage/access of
my personal data”. A Generation R participant stated, “I think I
am open to having personal information used for all manner of
things that, if I actually knew, would be profoundly unsettling!”
Other concrete hypothetical consequences included lack of access
to features, loss of reputation, and the possibility of being sued.

Other participants talked about their current feelings as a con-
sequence of not knowing privacy terms. Feelings of personal in-
adequacy were most salient for Generation R, whose responses
included, “I feel very uninformed”, “frustration [for] all who try to
help me”, and “the consequences are a feeling of being left behind
on the shore of the 20th century”. Generation Z shared feelings
of dis-empowerment and frustration, for example, “Blindly giving
your data without an understanding of these terms places power in
the hands of the company. Without users having strong knowledge
of these terms, companies have the ability to use said data with
little oversight” and “even if I didn’t agree with the privacy policy, I
don’t have the means to bargain or change the tenets of the policy”.
6/14 Generation Alpha participants said they did not know what
the consequences would be, but many acknowledged that there
probably would be consequences. For example, one said, “Idk may
be awful”, and another said, “I think I should know”.

When asked about privacy policy reform, participants across age
groups were interested in a condensed version of privacy policies
written in more common laymen’s terms, with all 11 Generation R
subjects, 7/15 Generation Z subjects, and 10/133 Generation Alpha
subjects saying they would read privacy policies if they were con-
densed. However, one of the Generation Z participants remarked
that “companies will not be incentivized to make them easier [to
understand]”.

3One of the 14 Generation Alpha participants excused themself to go to the bathroom
and was not part of the focus group discussion.

5 DISCUSSION
Although this workwas conductedwith a non-representative, small-
scale population, our results identify limitations of prior work and
directions for future research. Based on these results, we make four
concrete recommendations.
Recommendation 1: Educators and non-profit organizations should
develop and distribute generation-specific, targeted outreach and edu-
cational efforts for children and older adults.

Our results show that while people across all generations strug-
gle to understand technical terms, misunderstandings and lack of
knowledge are particularly acute problems for children and older
adults. People in these generational cohorts want to learn more
about privacy terms, but for cohort specific reasons—Generation Al-
pha because it has not occurred to them, Generation R because they
don’t know where to look—currently-available educational materi-
als are insufficient. Our results suggest that it would be valuable to
develop generation-specific curricular modules and educational ma-
terials and to pursue targeted outreach efforts through elementary-
level school visits and enrichment workshops at senior centers.
One potential avenue could be gamified learning. Leech [62]—an
adventure-style online game in which the player interacts with
various other characters who discuss the privacy policy while jour-
neying to the castle to take back their data—was found to be both
enjoyable and educational. However, it was not designed for chil-
dren, which might deter younger audiences, and it requires facility
with computer games, which might deter older audiences. Genera-
tionally tailored—and publicly available—approaches could enhance
data practice transparency for children and older adults.
Recommendation 2: Researchers and software developers should
design and evaluate generation-specific privacy-enhancing tools to
address miscomprehensions relating to technical terms.

People encounter technical terms in many different contexts,
including privacy policies, consent interfaces, app privacy labels,
and permission requests. In many of these contexts, comprehen-
sion of these terms is a precondition for informed consent, and
yet research consistently finds that people do not understand the
technical terms used in any of these contexts [25, 31, 45, 80, 97].
While some children may inherently be too young to develop nu-
anced understandings of complex technologies, users of all ages
should be able to understand when described data use practices
have potential privacy implications. To support this, usable privacy
researchers and software developers should design and evaluate
technical solutions for providing real-time information about mis-
understood or unfamiliar terms. Possible approaches might include
policy visualization tools (e.g., [30]), annotated policies, summaries,
hyperlinks, or on-hover supplementary explanations and examples.
These solutions need not be one-size-fits all. Just as content and ad-
vertising are personalized, privacy-enhancing tools could provide
generation-specific guidance to enhance privacy without intruding
unnecessarily on the user experience. However, all users should
have access to all tools so that people whose needs deviate from the
norm—or whose ages are incorrectly inferred—are not negatively
impacted.
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Recommendation 3: Legislators and corporate privacy officers should
pursue efforts to enhance privacy beyond transparency, notice and
consent, and privacy self-management.

While educational outreach and privacy-enhancing tools have
potential to improve transparency by reducing misunderstandings
and improving user comprehension of technical terms, those ap-
proaches are incremental improvements rather than full solutions.
Our results extend a long line of prior work that shows that privacy
disclosures are unreadable [2, 61], omit critical information [23, 85],
and nudge people away from invoking their rights [18, 29, 60, 84, 87].
Moreover, notice and consent simply does not scale to the num-
ber of companies with which users regularly interact, nor does it
handle the issue of users’ inability to identifying the many third
parties with access to their personal data [51, 70, 75, 76]. These
results therefore provide further evidence that legislators should
work to enhance privacy by introducing and enforcing legal re-
quirements that move beyond enhancing transparency and focus
instead on bring corporate data practices into alignmentment with
cultural norms around data collection and use. Corporate privacy
officers situated within companies should advocate for voluntary
compliance with such social norms. Researchers can contributed
by identifying and validating what current social norms are, by
studying how such norms evolve over time, and by investigating
the extent to which general social norms are consistent with the
privacy needs of various subpopulations.

Recommendation 4: The usable privacy research community should
continue to invest in in-person, community-based research and avoid
over-generalizing the results of online studies.

Online crowd-sourcing platforms such as Amazon Mechanical
Turk, CloudResearch, and Prolific are a convenient, fast, inexpensive
way to recruit participants for both small-scale interview studies
and large-scale survey and experimental user studies. It is therefore
not surprising that an increasing number of user studies in the
domain of usable privacy and security recruit their participants
through these platforms [79]. However, these crowd-sourcing plat-
forms are not fully representative of the overall population. Chil-
dren under 18 are explicitly excluded from these platforms, and
older adults are both underrepresented and poorly-represented—
older adults registered on these platforms are significantly more
technically sophisticated compared to the rest of their age co-
hort, resulting in online studies not being representative of older
adults [68, 79]. Our results provide concrete evidence that online
studies are missing generation-specific insights pertaining to chil-
dren and older adults, and that the results of online studies do not
consistently generalize to other age groups.While online studies are
undeniably valuable, that work should be supplemented and repli-
cated by in-person, community-based research that actively targets
user populations who are excluded from online studies. Researchers
should also seek to develop new recruitment methods—perhaps
through collaborations with community organizations or with other
researchers affiliated with less research-active institutions—that
extend the scope of community-based research beyond our own
personal communities.

6 CONCLUSION
Overall, we found that technical terms that appear in privacy poli-
cies are not understood or are misunderstood by many people
across all three generational cohorts studied: children (Generation
Alpha), young adults (Generation Z), and older adults (Generation
R). However, we also observed differences between our three gen-
erational groups. Generation Z contained the highest proportion of
participants who understood a term, while Generation Alpha and
our constructed Generation R (consisting of both the Silent Genera-
tion and Baby Boomers) had lower proportions of participants who
understood a concept or technical privacy term. We also identified
varying themes in how our three generational cohorts understood
technical terms.

Participants across all three generations reported that the survey
and the associated terminology made them confused or frustrated,
further illustrating the necessity of privacy policy reform to enable
transparency about data use practices. However, Generation R par-
ticipants more frequently said that they did not know what a term
meant rather than venturing a guess, and Generation R reported
the lowest level of confidence in defining these terms.

Our three generational cohorts differed in how they thought
about the consequences of the lack of transparency about data prac-
tices that resulted from being unable to understand technical terms
that appear in privacy policies. Generation R most commonly de-
scribed the consequences of this knowledge gap in terms of feelings
of personal inadequacy, and all Generation R participants agreed
that their lack of knowledge made them feel stupid. Generation
Z focused more on concrete security and privacy consequences,
although several members of that generation described feelings
of dis-empowerment. Generation Alpha was less cognizant of the
implications of data collection and use.

To the best of our knowledge, this is the first study on privacy
terms that has included Generation Alpha. Further research should
continue to focus on this upcoming generation and their knowl-
edge of the digital landscape they were born into. Much previous
research with the Silent Generation or Baby Boomers has been con-
ducted exclusively online, leading to a potentially biased sample. In
addition to further research with Generation Alpha, more in-person
research should be conducted with the Silent Generation and Baby
Boomers to guarantee an accurate sample in distribution of tech-
nological comfort. Research should additionally be conducted for
all generation groups in different geographic and socioeconomic
areas to enable equitable privacy for people of all ages.
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A STUDY PROTOCOL
(1) What year where you born? [free response]
(2) What is your gender?

• Girl/Woman
• Boy/Man
• Non-binary
• Other/I prefer to self-describe

(3) What is your racial identity (check as many that apply)?
• White (European)
• Black
• East Asian
• South Asian
• Middle Eastern/West Asian
• Native American
• Native Pacific Islander
• Latino

Imagine you are signing up for a new website or app. When you
create your username and password, you are asked to agree to the
privacy policy, and as you read through it, you notice it uses some
technological words that are not used in everyday conversation.
Please answer the following questions on what these words mean
to the best of your ability.

An excerpt from a Google, Facebook, or Apple privacy policy
is provided to help give context to each term. If you do not know
what it means in this context, you can answer “I don’t know”.

(4) Excerpt: “In addition to this Privacy Policy, we provide data
and privacy information embedded in our products and cer-
tain features that ask to use your personal information. This
product-specific information is accompanied by our Data &
Privacy Icon.” What is a “privacy policy”? [free response]

(5) How confident are you that you provided the correct defini-
tion of “privacy policy”?
• Very unconfident
• Somewhat unconfident
• Neither confident nor unconfident
• Somewhat confident
• Very confident

(6) Excerpt: “If you prefer that Apple not use cookies, we provide
youwith themeans to disable their use. If youwant to disable
cookies and you’re using the Safari web browser, choose
“Block all cookies” in Safari’s privacy settings.” What is a
“cookie”? [free response]

(7) How confident are you that you provided the correct defini-
tion of “cookie”?
• Very unconfident
• Somewhat unconfident
• Neither confident nor unconfident
• Somewhat confident
• Very confident

(8) Excerpt: “Pixel tags are often used in combination with cook-
ies.” What are “pixel tags”? [free response]

(9) How confident are you that you provided the correct defini-
tion of “pixel tags”?
• Very unconfident
• Somewhat unconfident
• Neither confident nor unconfident

• Somewhat confident
• Very confident

(10) Excerpt: “[a cache] can, for example, enable aweb application
to run without an internet connection.” What is a “cache”?
[free response]

(11) How confident are you that you provided the correct defini-
tion of “cache”?
• Very unconfident
• Somewhat unconfident
• Neither confident nor unconfident
• Somewhat confident
• Very confident

(12) Excerpt: “For example, if you give us permission to access
your device’s camera roll, we collect metadata.” What is
“metadata”? [free response]

(13) How confident are you that you provided the correct defini-
tion of “metadata”?
• Very unconfident
• Somewhat unconfident
• Neither confident nor unconfident
• Somewhat confident
• Very confident

(14) Excerpt: “The following policy applies to all sites and/or
applications using Google Analytics and/or Google Analytics
for Firebase: You must not use device fingerprints or locally
shared objects (e.g. Flash cookies, Browser Helper Objects,
HTML5 local storage) other than HTTP cookies.” What is
“device fingerprinting”? [free response]

(15) How confident are you that you provided the correct defini-
tion of “device fingerprinting”?
• Very unconfident
• Somewhat unconfident
• Neither confident nor unconfident
• Somewhat confident
• Very confident

(16) Excerpt: “For example, we encrypt your information when
it’s in transit over public networks.” What is “encryption”?
[free response]

(17) How confident are you that you provided the correct defini-
tion of “encryption”?
• Very unconfident
• Somewhat unconfident
• Neither confident nor unconfident
• Somewhat confident
• Very confident

(18) Excerpt: “Categories of personal information we collect:
Biometric data, if you choose to provide it, such as [x] in
Google’s product development studies.” What is “biometric
data”? [free response]

(19) How confident are you that you provided the correct defini-
tion of “biometric data”?
• Very unconfident
• Somewhat unconfident
• Neither confident nor unconfident
• Somewhat confident
• Very confident

(20) Overall, how confident do you feel with your responses?
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• I think I got most/all of my answers correct
• I think I got some answers right and some wrong
• I think I got most/all of my answers wrong
• some of my answers were “I don’t know”, but I think I got
most/all of the other answers correct

• some of my answers were “I don’t know”, but I think I got
some of the other answers correct and some wrong

• some of my answers were “I don’t know”, but I think I got
most/all of the other answers wrong

• most of my answers were “I don’t know”
(21) How comfortable are you with computers?

• Very uncomfortable
• Somewhat uncomfortable
• Neither comfortable nor uncomfortable
• Somewhat comfortable
• Very comfortable

(22) How comfortable are you with smartphones/tablets?
• Very uncomfortable
• Somewhat uncomfortable
• Neither comfortable nor uncomfortable
• Somewhat comfortable
• Very comfortable

(23) After taking this survey, how interested are you in learning
what these terms actually mean?
• Very uninterested
• Somewhat uninterested
• Neither interested nor uninterested
• Somewhat interested
• Very interested

(24) Lastly, if any, what do you think the consequences are of not
knowing what these terms mean? [free response]

B CORRECT DEFINITIONS
Privacy Policy: “A statement or legal document (in privacy law)
that discloses some or all of the ways a party gathers, uses, discloses,
and manages a customer or client’s data.” [93]

Cookie: “A piece of state information supplied by a Web server
to a browser, in a response for a requested resource, for the browser
to store temporarily and return to the server on any subsequent
visits or requests.” [12]

Pixel Tags: “A technique used on web pages and email to unob-
trusively (usually invisibly) allow checking that a user has accessed
some content. Web beacons are typically used by third parties to
monitor the activity of users at a website for the purpose of web
analytics or page tagging.” [94]

Cache: “A hardware or software component that stores data
so that future requests for that data can be served faster; the data
stored in a cache might be the result of an earlier computation or a
copy of data stored elsewhere.” [91]

Metadata: “Information describing the characteristics of data in-
cluding, for example, structural metadata describing data structures
(e.g., data format, syntax, and semantics) and descriptive metadata
describing data contents (e.g., information security labels).” [12]

Device Fingerprinting: “Information collected about the soft-
ware and hardware of a remote computing device for the purpose

of identification... Device fingerprints can be used to fully or par-
tially identify individual devices even when persistent cookies (and
zombie cookies) cannot be read or stored in the browser, the client
IP address is hidden, or one switches to another browser on the
same device.” [92]

Encryption: “Cryptographic transformation of data (called “plain-
text”) into a form (called “ciphertext”) that conceals the data’s orig-
inal meaning to prevent it from being known or used. If the trans-
formation is reversible, the corresponding reversal process is called
“decryption,” which is a transformation that restores encrypted data
to its original state.” [12]

Biometric Data: “Biological attribute of an individual from
which distinctive and repeatable values can be extracted for the
purpose of automated recognition. Fingerprint ridge structure and
face topography are examples of biometric characteristics.” [12]
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