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ABSTRACT

This paper presents new techniques for private billing in systems for privacy-preserving online advertising. In particular, we show how an ad exchange can use an e-cash scheme to bill advertisers for ad impressions without learning which client saw which ad: The exchange issues electronic coins to advertisers, advertisers pay publishers (via clients) for ad impressions, and publishers unlinkably redeem coins with the exchange. To implement this proposal, we design a new divisible e-cash scheme that uses modern zero-knowledge proofs to reduce the ad exchange's computational costs by roughly 250× compared to the previous state-of-the-art. With our new e-cash scheme, our private-billing infrastructure adds little overhead to existing private ad-retargeting systems: less than 63 ms of latency, negligible client computation, less than 3.2 KB of client communication, and a combined server operating cost (advertisers, publishers, and exchange) of less than 1% of ad spend, an over 5× savings compared to the previous state-of-the-art.

1 INTRODUCTION

Retargeted ads are the ads that “follow you around the web.” Say you visit the website of a shoe retailer, add a pair of shoes to your shopping cart, and then browse away without making the purchase. Over the next week, as you browse through your favorite news sites and blogs, you see ads for that particular pair of shoes.

Behind the scenes, an ad exchange has been tracking your web-browsing activity using third-party cookies [26], creating a profile of your demographics and interests based on the websites you have visited. When an opportunity arises to show you an ad, the exchange coordinates with a number of advertisers, and other intermediaries, to auction off the chance to show an ad someone with your exact demographics and your exact interests to the highest bidder. In the time you wait for a webpage to load, a multitude of advertisers and intermediaries have gained access to your preferences and online behavior. Finally, the exchange charges advertisers and pays publishers based on your ad impressions (views) and clicks.

Privacy-conscious users have long recognized the invasive privacy practices of targeted advertising [43, 44, 48, 56, 57, 76]. To address these issues, over the past two decades, academic researchers have proposed a handful of ideas for private ad targeting [16, 46, 66, 71, 74, 78, 88, 96, 103]. More recently, with major browser vendors deprecating third-party cookies [44, 77, 94, 100], a new wave of industry proposals has cropped up, blending new and existing ideas to support various kinds of targeted advertising in a third-party-cookieless world [3, 24, 54, 55, 98, 99].

Our approach. In this paper, we propose that the exchange use an e-cash scheme [40] to privately bill for ad impressions without needing to learn clients’ web-browsing activity: The exchange issues electronic coins to advertisers, advertisers pay publishers (with messages proxied through the client’s browser) for ad impressions, and publishers redeem coins with the exchange. E-cash payments are unlinkable, meaning that an adversarial exchange cannot determine which advertiser paid which publisher—which potentially leaks sensitive information about clients’ web-browsing behavior. All the exchange learns is what it can infer from advertiser expenditures and publisher earnings. By combining our private-billing scheme with a Protected-Audience-like retargeting system, we construct a system for online advertising with end-to-end privacy guarantees.

Recent private ad-retargeting proposals [3, 54, 99], such as Google’s Protected Audience API [3] (formerly known as FLEDGE [54]), shift the retargeting pipeline, traditionally done by the exchange, to the client’s web browser: the client’s browser tracks retargeting opportunities, runs ad auctions with advertisers, and serves ads on publisher websites, all without involvement from the exchange. This not only grants clients privacy, but also transparency into and control over retargeting.

These proposals, however, do not address privacy of the billing process: how the exchange will correctly charge advertisers and pay publishers for ad impressions, without requiring the exchange to collect sensitive client data.

We estimate that the computational cost of e-cash validation alone would require an ad exchange to spend 5% of its total ad revenue (Section 6). In contrast, our scheme requires a number of pairings that is only logarithmic (instead of linear) in the maximum spend value.

To circumvent this barrier, we design a new divisible e-cash scheme with reduced concrete costs. Most divisible e-cash schemes, including ours, rely on constrained pseudorandom functions (“constrained PRFs”) [21]. Prior e-cash schemes [22, 36, 37, 84] are based on costly pairing-based constrained PRFs, since these schemes compose naturally with the Groth-Sahai zero-knowledge proofs [69, 70] that these constructions use.

In contrast, in our construction, we do not need to prove statements in zero-knowledge about the constrained PRF, so we can rely on simple and fast symmetric-key-based constrained PRFs [63]. Our construction does require the coin spender (i.e., advertiser) to generate a zero-knowledge proof of inclusion in a Merkle tree.
To do so, we use modern succinct zero-knowledge proofs (zk-SNARKs) [68, 89], which are heavily optimized for exactly this type of statement.

Still, applying zk-SNARKs directly does not yield a scheme that meets our efficiency targets out of the box. To start, zk-SNARKs have relatively high proof-generation costs, which can be detrimental to latency. Fortunately, in our application setting, we can move proof generation completely offline to eliminate their online latency cost. In addition, we devise a further latency optimization by relying on a new (but entirely reasonable) collision-resistance assumption of the pseudorandom generator underlying our constrained PRF.

**Experimental results.** We implement our divisible e-cash scheme (and auxiliary schemes) in 3.4k lines of Rust code. In our experimental evaluation, we measure the overhead our scheme would add to Protected-Audience-like systems. First, we find that our scheme adds less than 63 ms of latency. For our target of placing ads on websites in under 150 ms, this leaves ample time for other parts of the private ad-retargeting process, such as advertising and ad serving. For clients, our scheme adds negligible computation and less than 3.2 KB of communication, just over 0.1% of the average page weight of 2.2 MB [92]. For servers, our scheme adds a combined server operating cost (advertiser, publisher, and exchange) of less than 1% of ad spend (vs. 5% of ad spend for double-spend detection alone using existing schemes), comprised primarily of proof precomputation by advertisers. If we isolate the exchange’s computational costs, then our scheme achieves a roughly 250× reduction compared to existing schemes.

**Limitations.** While achieving a combined server operating cost of less than 1% of ad spend is a significant improvement, Meta’s private ad measurement system (an orthogonal problem to private ad targeting) has a target (though not yet achieved) of 0.1% of ad spend [85]. Still, our 250× reduction in the exchange’s computational costs is favorable, since costs are spread across multiple parties rather than concentrated at the exchange. A fruitful direction for future work is to further reduce operating costs while maintaining comparable latency and client costs, and the same privacy guarantees as our divisible e-cash scheme.

Furthermore, we have not yet integrated our divisible e-cash scheme for testing into the Protected Audience API, since it has been under development in the course of this research. As API features become available, integrating our scheme with the API and collecting end-to-end benchmarks will shed light on what a realistic latency overhead for our scheme should be, though we expect our current latency overhead to be sufficiently low.

Finally, we do not present new solutions for ad-fraud detection or ad-exchange auditability. As is the case in today’s advertising ecosystem, our system does not guarantee that, in the presence of malicious clients, advertiser payments necessarily lead to ad impressions. Moreover, we do not address head-on the issue of malicious ad exchanges overcharging advertisers or underpaying publishers, though our system may obviate much of the need for auditing at the exchange, since auctions are delegated to clients.

**Contributions.** The main contributions of this paper are:

- the identification of private billing as a missing piece in recent private ad-retargeting systems and a proposed fixed using e-cash (Section 2),
- a new divisible e-cash scheme with optimizations that lead to low latency, low client cost, and low server operating cost payments (Section 4), and
- an open-source implementation (Section 5), which is publicly available at https://github.com/kev-liao/private-billing, and experimental evaluation (Section 6) of our scheme.

## 2 MOTIVATION AND GOALS

In this section, we overview the current, non-private ad-retargeting ecosystem, how the Protected Audience API [3] aims to address privacy issues in today’s ecosystem, and gaps in the API that this research aims to fill.

### 2.1 Ad retargeting today

The web-advertising ecosystem is vast and complex [47]. In the context of ad retargeting, we focus on the primary participants: clients browse the web, visiting advertiser and publisher websites; advertisers pay to retarget ads to clients who have previously visited their websites; publishers monetize their websites by showing ads to clients; and the exchange acts as broker, matching advertisers to publishers.

Today, the ad-retargeting pipeline is centered on the exchange. The exchange tracks clients’ web-browsing activity via third-party cookies [26] and identifies retargeting opportunities when clients visit advertiser websites. When a client visits a publisher’s website, the exchange initiates an auction with the client’s visited advertisers. The advertisers submit sealed bids to the exchange for the price they are willing to pay for ad interactions (impressions and clicks), the auction determines the winning advertiser and the clearing prices for the interactions, and the winning advertiser serves an ad to the client on the publisher’s website. Finally, the exchange charges advertisers and pays publishers for interactions, and shares measurement data with advertisers to help them optimize their campaigns. The central role of the exchange gives it unchecked access to clients’ web-browsing activity.

### 2.2 Private ad retargeting with the Protected Audience API

Recent private ad-retargeting proposals [3, 54, 99] shift the retargeting pipeline, traditionally done by the exchange, to the client’s web browser. In this paper, we focus on Google’s Protected Audience API [3], which is currently under testing and development in Chrome.

The unhighlighted parts of Figure 1 describe the Protected Audience API at an abstract level; the highlighted parts describe our private-billing extension, which we describe shortly. At a high-level, the client’s browser tracks the advertisers they visit to later set up retargeting opportunities (step 0-B). Upon visiting a publisher website that wants to serve a retargeted ad (step 1), the browser runs a local auction with its visited advertisers to determine a winning

---

1 Much of this research was conducted when the Protected Audience API was known as FLEDGE [54]. Parts of the API still refer to its former name [91].
0-A: Advertisers obtain coins from exchange. Advertisers exchange hard currency (e.g., U.S. dollars) for electronic coins to pay publishers for ad impressions.

0-B: Client visits advertiser websites. When a client visits an advertiser’s website, the advertiser invokes a JavaScript API to store a callback URL on the client’s browser. The browser uses this callback to later run ad auctions.

1: Client visits publisher website. When the client visits a publisher’s website, the publisher invokes a JavaScript API to indicate its desire to serve a retargeted ad on its page.

2: Client runs ad auction. The client’s browser initiates an ad auction (e.g., a first-price, open-bid auction) by calling the stored callback URLs for the advertisers it has visited. Each callback returns the corresponding advertiser’s bid for the impression. The browser runs the auction and notifies the winning advertiser of the clearing price for the impression.

3: Winning advertiser sends ad and coins to client. The winning advertiser sends the URL of its ad creative to the client’s browser along with coins amounting to the clearing price.

4: Client and publisher forward coins to exchange. The client’s browser forwards the coins to the publisher, who forwards them to the exchange.

5: Exchange checks validity of coins. If the coins are valid and have not been double-spent, then the exchange accepts, sends the publisher hard currency for the value of the redeemed coins, and notifies the client of acceptance through the publisher. Otherwise, the exchange rejects and the client’s browser retries with the next winner of the auction.

6: Client displays ad. If the exchange accepts, then the client’s browser displays the ad on the publisher’s website in an isolated fenced frame [59], which prevents the publisher from learning who the winning advertiser is.

Figure 1: Combined workflow of private ad retargeting with the Protected Audience API [3] and private billing with e-cash (this work). The parts corresponding to private billing are highlighted; everything else is part of Protected Audience.

2.3 Adding private billing to the Protected Audience API

To accommodate private billing, we propose to reinstate a limited exchange that uses an e-cash scheme [40] to privately bill for ad impressions without needing to learn clients’ web-browsing activity: The exchange issues electronic coins to advertisers, advertisers pay publishers (with messages proxied through the client’s browser) for ad impressions, and publishers redeem coins with the exchange. Importantly, e-cash payments are unlinkable, meaning that a coin’s redemption cannot be traced back to its respective issuance. Therefore, the exchange learns nothing about clients, except what it can infer from advertiser expenditures and publisher earnings.

The highlighted parts of Figure 1 describe how to integrate private billing with e-cash into the Protected Audience API. Steps 0-A and 0-B are “offline,” meaning they run in the background, while steps 1–6 are “online,” meaning they are latency-critical. Offline, advertisers pay the exchange in hard currency for electronic coins, which will later be used to pay publishers for ad impressions (step 0-A). As in the original Protected Audience API, the client’s browser tracks retargeting opportunities and initiates a local auction upon visiting a publisher’s website (steps 0-B, 1, 2). After determining the winning advertiser and the clearing price for the impression, the winning advertiser sends the exchange its ad along with coins amounting to the clearing price (step 3). The browser forwards these coins to the publisher, who then forwards them to the exchange (step 4). The exchange checks that the coins are valid and have not been double-spent (step 5). If the exchange accepts, then it pays the publisher in hard currency for the value of the redeemed coins (this can delayed to the end of a billing cycle). Otherwise, the exchange rejects and the browser retries with the next winner of the auction. Finally, the browser displays the ad only after the exchange accepts (step 6).
The end result is that the advertiser does not learn what website the client visited, and the publisher does not learn what ad the client’s browser displayed on its page. Yet, the parties are properly billed and compensated.

2.4 Goals

To this end, we require the e-cash scheme to meet several properties. For intuition, we present them here informally as the system-level properties they would achieve.

- **Correctness.** If all parties are honest, then the exchange correctly charges advertisers and pays publishers.
- **Unforgeability.** When an honest exchange interacts with a coalition of adversarial advertisers and publishers, the exchange’s total revenue is always non-negative. That is, a coalition of adversarial advertisers cannot extract more currency from the exchange than they put in.
- **Unlinkability.** An attacker who controls the exchange learns nothing about the client’s web-browsing activity, except what the exchange can infer from advertiser expenditures and publisher earnings.

To scale e-cash to the volume of traffic present in today’s web-advertising ecosystem while preserving (or even improving) user web-browsing experience, the scheme should allow the Protected Audience API to meet the following efficiency targets:

- **Low latency.** Ads should be placed on publisher websites in under 150 ms [47].
- **Low client costs.** Client computation and communication costs should be less than 1% of average page load time and average page weight, respectively.
- **Low server operating costs.** The combined server operating cost for advertisers, publishers, and the exchange should be less than 1% of ad spend.

There are several important non-goals for private billing. The first is specific to this work while the remaining three are inherited from the Protected Audience API. Private billing need not provide:

- **Malicious client protection.** We do not prevent a malicious client from stealing the publisher’s share of the coins. This is to some degree inevitable and is true of ad retargeting today, since a client can always set up its own website as a publisher and retarget ads to itself. See Section 7 for more discussion.
- **Fraud protection.** We do not guarantee that ad impressions are the result of legitimate traffic. For example, they may be the result of a click bot [10].
- **Bid privacy.** We do not hide advertiser bids from other parties (i.e., other advertisers, publishers, or the exchange).
- **Privacy after ad click.** We aim to protect client privacy only up to the point that a client clicks on an advertiser’s ad. After that point, we allow the advertiser to learn the identity of the referring publisher.

3 BACKGROUND

This section summarizes the cryptographic primitives we will use to build up to our divisible e-cash scheme.

**Notation.** For $a, b \in \mathbb{N}$, the notation $[a]$ refers to the set $\{1, 2, \ldots, a\}$, and $[a, b]$ or $[a, b)$ is standard interval notation. For a finite set $S$, the notation $r \downarrow S$ refers to choosing $r$ independently and uniformly at random from $S$. For strings $a, b \in \{0, 1\}^*$, the notation $a||b$ refers to string concatenation.

**Pseudorandom function (PRF).** A pseudorandom function $F : \mathcal{K} \times X \rightarrow Y$ is a function that can be computed by a deterministic, polynomial-time algorithm such that on input $(k, x) \in \mathcal{K} \times X$ the algorithm outputs $y \leftarrow F(k, x) \in \mathcal{Y}$ [20]. Security for a PRF says that for a randomly chosen key $k$, the function $F(k, \cdot)$ is indistinguishable from a random function from $X$ to $Y$.

Concretely, we use the VOPRF of Jarecki et al. [73], which we recall here. Let $\mathcal{C}$ be a group of prime order $q$ with generator $g$, let $H : \{0, 1\}^* \rightarrow \mathcal{C}$ be a hash function modeled as a random oracle, and let $F(sk, x) = H(x)^{sk}$, where $sk \in \mathbb{Z}_q$ and $pk = g^{sk}$. To obliviously evaluate $F(sk, x)$, the client sends the blinded input $H(y)^{sk}$ for a random $r \in \mathbb{Z}_q$, the server raises the blinded input to the secret key $sk$, and the client unblinds the signed, blinded input by raising it to $1/r$, recovering $H(y)^{sk}$. To verify $F(sk, x) = H(x)^{sk}$, the server also returns a discrete log equality proof DLEQ$(g, pk, H(x)^r, H(y)^{-r})$, which proves for a tuple $(g, h, u, v) \in \mathbb{G}^4$ that there exists $a \in \mathbb{Z}_q$ such that $h = g^a$ and $v = u^a$ [42].

**Verifiable oblivious pseudorandom function (VOPRF).** A verifiable oblivious pseudorandom function (VOPRF) is a protocol that allows a client holding secret input $x$ and public key $pk$ to evaluate a PRF $F(sk, x)$ with a server holding secret key $sk$ [73]. Security for a VOPRF says that the evaluation should be verifiable (the client can verify its correctness with $pk$) and oblivious (the server learns nothing about $x$).

**Constrained pseudorandom function (CPRF).** A constrained PRF (CPRF) is a PRF that additionally allows deriving, from a principal key $k \in \mathcal{K}$, a constrained key $k_S$ for a subset $S \subseteq X$ [21]. This constrained key allows evaluating $F(k, x)$ for every $x \in S$, but reveals nothing about the value of the function at points outside $S$.

$\text{CPRF.Constrain}(k, S) \rightarrow k_S$. Given principal key $k \in \mathcal{K}$ and subset $S \subseteq X$, output constrained key $k_S$.

$\text{CPRF.Eval}(k_S, x) \rightarrow y$. Given constrained key $k_S$ and input $x \in S \subseteq X$, output $y \in \mathcal{Y}$.

Security for a CPRF is analogous to security for a PRF, but applies to both principal keys and constrained keys. In addition, a constrained key $k_S$ must reveal nothing about the PRF values at points outside of $S$. A CPRF is key-pseudorandom if a sequence of constrained keys for pairwise disjoint sets is indistinguishable from a sequence of random strings.

**Goldreich-Goldwasser-Micali (GGM) PRF.** The GGM PRF [63] allows constrained evaluation on sets of bitstrings $S$ whose members begin with a common prefix. Let $G : \{0, 1\}^s \rightarrow \{0, 1\}^{2s}$ be a length-doubling pseudorandom generator (PRG) [20]. Let $G_0(x)$ (or $G_0(x)$) denote the $s$ most (or least) significant bits of $G(x)$, so that $G(x) = G_0(x)||G_1(x)$. The GGM PRF on key $k \in \{0, 1\}^s$ and input $x \in \{0, 1\}^n$ is defined as $F(k, x) = G_n(x)\{G_{n-1}(\ldots(G_0(G_0(k)))\}$, where $x_1 \cdots \| x_n$ is the binary representation of $x$. 

8
Intuitively, the GGM PRF defines a binary tree on the input domain, where each leaf has label $x \in \{0, 1\}^n$ and value $F(k, x) \in \{0, 1\}$, and each internal node has label $p \in \{0, 1\}^m \subseteq \mathbb{F}$ and value $F(k, p) \in \{0, 1\}^n$. The internal node $F(k, p)$ is a constrained key for the domain $S_p \subseteq X$ of inputs prefixed by $p$. For convenience, we define an additional algorithm CPRF. Expand $(k, S, n)$ to $y$, which takes constrained key $k$ and $n \in \mathbb{N}$, and computes the $n$-level GGM-expansion of $k$ into the size-$2^n$ vector $y$ of length-$n$ bitstrings.

**Merkle tree.** A Merkle tree built out of a collision-resistant hash function allows one to compute a hash $h$ (called a "Merkle root" or simply "root") of a vector of $n$ elements $x = (x_1, \ldots, x_n)$. Later, a prover can generate a short proof $\pi$ validating that an element $x$ is in the vector with root $r$. The verifier, knowing $r$, can check the proof efficiently. Formally, a Merkle tree is defined by the following algorithms:

Merkle.Hash($x$) → $r$. Given vector $x$, output Merkle root $r$.

Merkle.Prove($x, r$) → $\pi$. Given element $x$ and vector $r$, output proof $\pi$ that $x \in x$.

Merkle.Verify($x, r, \pi$) → $b$. Given element $x$, Merkle root $r$, and proof $\pi$, output $b = 1$ if $\pi$ is valid and $b = 0$ otherwise.

Security for a Merkle tree says that an adversary cannot output a Merkle root $r$ and then fool the verifier into accepting a proof for an element $x$ not in the vector with root $r$. We also require a statistical assumption about the underlying hash function $H$, namely that it is also a hiding commitment: If $r$ is uniform and unknown to the adversary and $h = H(x, r)$, then $(x, h)$ is indistinguishable from $(y, h)$, where $y$ is uniform.

**Commitment scheme.** A commitment scheme allows a sender to commit to a secret message and later verifiably reveal the message to a receiver. Formally, a commitment scheme is defined by the following algorithms:

Commit($m$) → (com, open). Given message $m$, output commitment-opening pair (com, open).

VerifyCom($m$, com, open) → $b$. Given message $m$, commitment com, and opening open, output $b = 1$ if the opening is valid and $b = 0$ otherwise.

Security for a commitment scheme says that the commitment should be hiding, i.e., the commitment to a message $m$ reveals no information about $m$, and binding, i.e., the sender cannot cheat by opening a commitment to message $m$ to a different message $m'$.

**Signature scheme.** A signature scheme allows a signer to authenticate a message that a receiver can later verify. Formally, a signature scheme is defined by the following algorithms:

Sig.KeyGen($1^k$) → (sk, pk). Given security parameter $1^k$, output signing verification key pair (sk, pk).

Sig.Sign(sk, m) → $\sigma$. Given signing key sk and message $m$, output signature $\sigma$.

Sig.Verify(pk, $\sigma$, m) → $b$. Given verification key pk, signature $\sigma$, and message $m$, output $b = 1$ if $\sigma$ is a valid signature of $m$ under pk and $b = 0$ otherwise.

Security for a signature scheme (known as existential unforgeability under chosen message attacks (EUF-CMA) [64]) says that an adversary cannot create a valid signature for a previously unsigned message.

**Succinct non-interactive argument of knowledge (SNARK).** An arithmetic circuit $C : \mathbb{F} \times \mathbb{F}^m \rightarrow \mathbb{F}^o$ over a finite field $\mathbb{F}$ takes a statement-witness pair $(\phi, w) \in \mathbb{F} \times \mathbb{F}^m$ as input and produces $C(\phi, w) \in \mathbb{F}^o$ as output. The arithmetic circuit satisfiability problem of $C$ is captured by the relation $\mathcal{R}_C = \{ (\phi, w) \in \mathbb{F} \times \mathbb{F}^m : C(\phi, w) = 0^o \}$ and has language $\mathcal{L}_C = \{ \phi \in \mathbb{F} : \exists w \in \mathbb{F}^m \text{ s.t. } C(\phi, w) = 0^o \}$. A succinct non-interactive argument of knowledge (SNARK) for arithmetic circuit satisfiability is defined by the following algorithms:

SNARK.KeyGen($1^k$, $C$) → (pk, vk). Given security parameter $1^k$ and arithmetic circuit $C$, output proving key pk and verification key vk.

SNARK.Prove(pk, $\phi$, w) → $\pi$. Given proving key pk, statement $\phi$, and witness $w$ such that $(\phi, w) \in \mathcal{R}_C$, output proof $\pi$ for $\phi \in \mathcal{L}_C$.

SNARK.Verify(vk, $\phi$, $\pi$) → $b$. Given verification key vk, statement $\phi$, and proof $\pi$, output $b = 1$ if $\pi$ is valid and $b = 0$ otherwise.

Security for a zk-SNARK says that the system should be complete (honest prover convinces honest verifier), knowledge-sound (an extractor can extract a valid witness from a convincing prover), and zero-knowledge (verifier learns nothing) [62].

4 E-CASH FOR PRIVATE BILLING

In this section, we first define e-cash and the relevant properties for our private-billing application (Section 4.1). As a warm up, we then describe a simple e-cash scheme that is efficient, but, owing to a small amount of leakage (i.e., the denominations of coins), does not quite achieve the unlinkability property we are after (Section 4.2). Finally, we describe a divisible e-cash scheme that fixes this leakage (Section 4.3) and crucial optimizations (Section 4.4).

4.1 Definition

We define e-cash as a two-party protocol involving a customer and a bank. The bank issues electronic coins to the customer in exchange for hard currency, and the customer redeems coins with the bank to reclaim hard currency. Importantly, e-cash payments are unlinkable, meaning the bank cannot link a coin’s redemption with its respective issuance.

Formally, e-cash is defined by the following algorithms:

Bank.Setup($1^k$) → (st, pp). Given security parameter $1^k$, the bank outputs initial state $st$, which can include secret keys and a list of serial numbers of redeemed coins to detect double-spending, and public parameters pp, which can include public keys and other cryptographic parameters. For notational simplicity, the remaining algorithms implicitly take in pp.

Bank.Issue(st, req, $n$) → (st, rsp). Given state $st$, issue request req from the customer, and issue amount $n \in \mathbb{N}$, the bank outputs updated state $st$ and issue response $rsp$.

Bank.Redeem(st, cs, $n$) → (st, $b$). Given state $st$, coins cs from the customer, and redemption amount $n \in \mathbb{N}$, the bank outputs updated state $st$, which may include new serial numbers, and bit $b$ for whether or not the redemption was successful.

Cust.Setup($1^k$) → wlt. Given security parameter $1^k$, the customer outputs initial wallet wlt.
We say that \( \lambda \) if, for all efficient adversaries in the security parameter \( C \) ning with from customer balances. An e-cash scheme is unforgeable if malicious customers cannot redeem to issuances or link redemptions to the same wallet as long as customers have sufficient funds. (A malicious bank can, however, learn when customers run out of funds, which is inherent.)

Definition 4.3 (Unlinkability). We say that an e-cash scheme is unlinkable if, for all efficient adversaries \( \mathcal{A} \), the following game is won with negligible advantage in the security parameter \( \lambda \).

- The challenger runs
  
  \[ b \xleftarrow{} \{0, 1\}, \]
  
  \[ (st, pp) \leftarrow \text{Bank.Setup}(1^\lambda), \]
  
  \[ \text{wlt}_i \leftarrow \text{Cust.Setup}(1^\lambda) \text{ for } i \in [C], \]
  
  sets \( \text{wlt}_i \leftarrow 0 \text{ for } i \in [C] \) and \( b \leftarrow 1 \), and sends \( pp \) to \( \mathcal{A} \).

- The adversary \( \mathcal{A} \) can send polynomially many issue and redeem requests to the challenger, each time specifying a customer \( i \in [C] \):
  - On issue request of value \( n \), the challenger runs
    
    \[ \text{wlt}_i \leftarrow \text{Cust.IssueRequest}(\text{wlt}_i, n), \]
    
    \( (st, \text{req}) \leftarrow \text{Bank.Issue}(st, \text{req}, n), \)
    
    \[ \text{wlt}_i \leftarrow \text{Cust.IssueProcess}(\text{wlt}_i, \text{rsp}), \]
    
    and sets \( \text{bal}_i \leftarrow \text{bal}_i + n \).
  - On redeem request of value \( n \in [0, \text{bal}_i] \), the challenger runs
    
    \[ \text{wlt}_i \leftarrow \text{Cust.RedemRequest}(\text{wlt}_i, n), \]
    
    \( (st, b) \leftarrow \text{Bank.Redem}(st, \text{cs}, n), \)
    
    and sets \( \text{bal}_i \leftarrow \text{bal}_i - n \).

We say that \( \mathcal{A} \) wins the game if \( b = 0 \).

An e-cash scheme is unforgeable if malicious customers cannot redeem coins for more value than was issued to them.

Definition 4.2 (Unforgeability). We say that an e-cash scheme is unforgeable if, for all efficient adversaries \( \mathcal{A} \), the adversary wins the following game with negligible probability in the security parameter \( \lambda \).

- The challenger runs
  
  \[ (st, pp) \leftarrow \text{Bank.Setup}(1^\lambda), \]
  
  sends \( pp \) to \( \mathcal{A} \), and sets \( \text{bal} \leftarrow 0 \).

- The adversary \( \mathcal{A} \) can send polynomially many issue and redeem requests to the challenger:
  - On issue request \( \text{req} \) of value \( n \), the challenger runs
    
    \[ (st, \text{rsp}) \leftarrow \text{Bank.Issue}(st, \text{req}, n), \]
    
    sends \( \text{rsp} \) to \( \mathcal{A} \), and sets \( \text{bal} \leftarrow \text{bal} + n \).

  - On redeem request \( \text{cs} \) of value \( n \), the challenger runs
    
    \[ (st, b) \leftarrow \text{Bank.Redem}(st, \text{cs}, n), \]
    
    sends \( b \) to \( \mathcal{A} \), and sets \( \text{bal} \leftarrow \text{bal} - n \) if \( b = 1 \).

We say that \( \mathcal{A} \) wins the game if \( \text{bal} < 0 \).

An e-cash scheme is unlinkable if a malicious bank cannot link redemptions to issuances or link redemptions to the same wallet as long as customers have sufficient funds. (A malicious bank can, however, learn when customers run out of funds, which is inherent.)

4.2 A simple e-cash scheme

As a warm up, we begin with a simple e-cash scheme that is efficient, but has a small amount of leakage. Although this leakage may be tolerable in practice, the simple scheme ends up satisfying a weaker notion of unlinkability than the one we set out to achieve.

Our construction. As a starting point, the VOPRF of Jarecki et al. [73] directly yields a simple, single-denomination e-cash scheme. To start, the bank generates and holds a signing key \( sk \in \mathbb{Z}_q \). To request a coin, the customer samples a random serial number \( x \in \{0, 1\}^\lambda \), blind it as \( H(x)^r \in \mathbb{G} \) for \( r \xleftarrow{} \mathbb{Z}_q \), obtains the VOPRF output \( F(sk, H(x)^r) = H(x)^{rsk} \), and unblinds it to obtain \( c \leftarrow H(x)^{sk} \), a verifiably signed coin with serial number \( x \). To redeem
c, the customer sends \((x, c)\) to the bank, which checks that \(c = F(sk, H(x))\) and that \(x\) has not been previously spent. The customer repeats this protocol as needed for larger payments.

Correctness, unforgeability, and unlinkability of the single-denomination scheme is straightforward. However, since there is only a single denomination, the scheme works poorly when customers want to make payments for vastly different amounts. In the ads context, prices vary widely: The average cost per thousand impressions can range from $3 to almost $40 [1]. Moreover, bids should be sufficiently granular to allow for bid micro-optimization. As a result, payments can require many coins.

To fix the inefficiencies of the single-denomination scheme, our simple e-cash scheme supports coins of different denominations—namely power-of-two-valued denominations, \(2^0, 2^1, \ldots, 2^\ell\), for some parameter \(\ell \in \mathbb{N}\)—by running \(\ell + 1\) single-denomination schemes concurrently (each with a different signing key). The full details of our simple scheme are presented in Construction A of Appendix A.

**Efficiency.** The efficiency benefits of the simple scheme are twofold. For coin issuance, a \(v\)-valued coin, for \(v \in \{2^0, 2^1, \ldots, 2^\ell\}\), reduces customer/bank computation/communication and customer storage by a factor of \(v\) over the single-denomination scheme. For coin redemption, customers can redeem value \(n \in \{0, 2^\ell + 1\}\) using a number of coins equal to the Hamming weight of \(n\), resulting in \(O(\ell)\) customer/bank computation/communication costs.

**Security.** Unfortunately, the efficiency of the simple scheme comes with a small loss in security. Unlinkability only holds for coins of the same denomination, since the bank learns the denominations of requested coins. Therefore, if only a few issuances of coins with value, say, \(2^2\), occur, then redemption of these coins can be linked back to the small set of issuances, which is a rather weak privacy guarantee. In practice, this small amount of leakage may be tolerable, since rare denominations may be unlikely. Still, a bank that learns coin issuance patterns over time may be able to further deanonymize redemptions, so we believe it prudent to patch this leakage.

### 4.3 A divisible e-cash scheme

To recover the security of the single-denomination scheme while retaining the efficiency of the simple scheme, we construct a divisible e-cash scheme, drawing from an existing line of work [15, 22, 34–37, 82, 84]. The main idea of divisible e-cash is to allow customers to efficiently request a fixed number of unit-valued coins, which can then be efficiently and unlinkably redeemed in batches of varying size.

While state-of-the-art divisible e-cash schemes [22, 36, 37, 84] rely on complicated Groth-Sahai non-interactive zero-knowledge proofs [69, 70] and concretely expensive pairing-based CPRFs, our scheme instead takes advantage of more modern zk-SNARKs [68, 89], which allows us to use a symmetric-key-based, GGM-based CPRF while maintaining good concrete efficiency.

**Our construction.** We present the full details of our divisible e-cash scheme in Construction 1 and explain the high-level ideas here. To start, the bank runs Bank.Setup, which generates key pairs for signatures and zk-SNARKs, initializes its double-spend list to keep track of the serial numbers of spent coins, and publishes public parameters. The customer runs Cust.Setup, which initializes its wallet state to empty.

To begin the issuance protocol, the customer runs Cust.IssueRequest for amount \(n = 2^\ell\), which is fixed by parameter \(\ell \in \mathbb{N}\). In this algorithm, the customer generates a principal GGM CPRF key and computes its \(\ell\)-level GGM-expansion into \(2^\ell\) leaves. Each leaf is a serial number corresponding to a unit-valued coin. The customer also computes a Merkle root over these leaves.

Intuitively, each Merkle tree node succinctly describes a batch of coins with value equal to the number of leaf nodes under it.

![Figure 2: Divisible e-cash tree of height \(\ell = 2\). The leaves of the Merkle tree are coin serial numbers generated by GGM-expanding a principal key \(k\). Each node of the Merkle tree represents a batch of coins with value equal to the number of leaf nodes under it.](image-url)
The bank, on the other hand, issues these on the online, latency-critical path. We therefore introduce several generation and verification, which can be expensive, are currently not yet meet our efficiency requirements out of the box. In the 4.4 Divisible e-cash optimizations

The customer redeems all of these leaves, proving membership of the subtree and the bank relies on an additional property of the PRG underlying GGM—an unusual requirement for zk-SNARK proof precomputation for lower latency. Our first task is to move the $O(t)$ zk-SNARK proof generations in Cust.RedeemRequest offline. We observe that the zk-SNARK proofs are not tied to any information unknown ahead of time, besides perhaps the value of the redemption request. Still, the customer can get around this by precomputing proofs for subtrees of each size in advance. For example, for full trees of height $t = 2$, customers prepare subtrees of heights 0, 1, and 2 ahead of time, and replenish whenever subtrees are used. As a result, there will always be a set of prepared subtrees covering a number of leaves that sum to any allowed redemption value. Moving proof generation offline substantially decreases latency and allows us to choose a zk-SNARK optimized along other measures, such as proof size, instead of prover time.

**SNARK-friendly primitives for smaller circuits.** Our choice of zk-SNARK is thus Groth16 [68], which enjoys the smallest proof size and fastest verifier time (both constant) among existing SNARKs [89]. Although Groth16’s prover time is $O(n \log n)$, where $n$ is the circuit size (in multiplication gates or equivalently R1CS constraints), we can reduce the size of our arithmetic circuits (and hence precomputation costs) by using SNARK-friendly primitives. For our Merkel tree, hash-based commitment, and Schnorr signature constructions, we instantiate all hashing with Poseidon [65], a SNARK-friendly hash function. This leads to circuits that are several orders of magnitude smaller than those using traditional hash functions—the circuit for proving leaf knowledge in a Merkel tree of $2^{30}$ elements is around 7k R1CS constraints using Poseidon, compared to 826k using SHA-256 or 630k using Blake2s [65].

Collision-resistant PRG for faster redemption. Although Poseidon is efficient to compute in an arithmetic circuit, it is slow to compute natively—0.03 ms of CPU time on our evaluation testbed (Section 6). In Construction 1, $O(2^n)$ native Poseidon hashes are required for the customer to construct a full tree and for the bank to check consistency of redeemed subtrees.

While these hashes are unavoidable on the customer, we find a way to optimize them out on the bank. Instead of the customer proving subtree membership and the bank checking subtree consistency, the customer proves membership of only the leftmost leaf of the subtree and the bank relies on an additional collision-resistance property of the PRG underlying GM—an unusual requirement for a PRG—to guarantee subtree consistency.

For any general PRG, this optimization is insecure. Consider the following attack in reference to Figure 2: A malicious customer first redeems leaves $y_{10}$ and $y_{11}$, proving membership of $y_{10}$ with respect to root $h_e$, and the bank stores $y_{10}$ and $y_{11}$ in its double-spend list. Next, the customer finds a different GGM key $k'$ that expands into leaves $y_{00}, y'_{01}, y'_{10}, y'_{11}$, where $y_{10} \neq y'_{10}$ and $y_{11} \neq y'_{11}$. The customer redeems all of these leaves, proving membership of $y_{00}$ with respect to the same root $h_e$, and the bank will accept, since $y_{10} \neq y'_{10}$ and $y_{11} \neq y'_{11}$. Thus, the customer has successfully redeemed six leaves from a full tree with four leaves.

To prevent such an attack, we require the underlying PRG to be “left-collision-resistant.” That is, given a length-doubling PRG $G(k) = G_0(k)||G_1(k)$, it should be hard to find $k \neq k'$ such that $G_0(k) = G_0(k')$. ($G_1$ can also have the same property, though it is unnecessary.) The PRG $G(k) = G_0(k)||G_1(k) = H(k||0)||H(k||1)$ is
Construction 1. Divisible e-cash scheme. Let parameter $\ell \in \mathbb{N}$ be the height of a full tree.

$\text{Bank.Setup}(1^λ) \rightarrow (\text{st}, \text{pp})$.

- Generate signing key pair $(sk_2, pk_2) \leftarrow \text{Sig.KeyGen}(1^λ)$. 
- Generate proving and verifying key $(pk_\Pi, vk_\Pi) \leftarrow \text{SNARK.KeyGen}(1^λ, C)$, where the coin validity circuit $C$ is for the following relation: "Given the leftmost leaf of a subtree root (the statement), I know a signature $\sigma$, commitment com, opening information open, full root root", and Merkle proof $\pi_{\text{path}}$ (the witness) such that:
  - the signature is on the commitment to the full root: $\text{Sig.Verify}(pk_2, \sigma, \text{com}) = 1$.
  - the commitment opens to the full root: $\text{VerifyCom}(\text{com}, \text{open}) = 1$, and $\text{Merkle.Verify(root, root, } \pi_{\text{path}}) = 1$.

$\text{Bank.Issue}(\text{st}, \text{req}, n) \rightarrow (\text{st}, \text{rsp})$.

- If $n \neq 2^\ell$, then output $(\text{st}, \bot)$.
  - Parse state $\text{st} := (sk_2, \text{dsl})$.
  - Parse req as com.
  - Compute signature $\sigma \leftarrow \text{Sig.SignKey}(sk_2, \text{com})$.
  - Set response $\text{rsp} := \sigma$.
  - Output $(\text{st}, \text{rsp})$.

$\text{Bank.Redemption}(\text{st}, \text{cs}, n) \rightarrow (\text{st}, b)$.

- If $n \notin [0, 2^{e+1})$, then output $(\text{st}, 0)$.
  - Parse state as $(sk_2, \text{dsl})$.
  - Set initial state $\text{st}_0 := \text{st}$.
  - Set amount $m := 0$.
  - For $(i, k_S, \phi, \pi) \in \text{cs}$:
    - Compute $y := \text{CPRF.Expand}(k_S, \ell - i)$.
    - If $y \cap \text{dsl} \neq \emptyset$ or $\text{Merkle.HASH}(y) \neq \phi$ or $\text{SNARK.Verify}(vk_\Pi, \phi, \pi) = 0$, then output $(\text{st}_0, 0)$.
    - Add $y$ to dsl in st and set $m := m + 2^{\ell_i-1}$.
  - If $n = m$, then output $(\text{st}, 1)$. Otherwise, output $(\text{st}_0, 0)$.

$\text{Cust.Setup}(1^λ) \rightarrow \text{wlt}$.

- Set wallet $\text{wlt} := \emptyset$.
- Output wlt.

$\text{Cust.IssueRequest}(\text{wlt}, n) \rightarrow (\text{wlt}, \text{req})$.

- Generate principal key $k \leftarrow \text{CPRF.KeyGen}(1^λ)$.
- Compute full tree leaves $y \leftarrow \text{CPRF.Expand}(k, \ell)$.
- Compute full root root* := $\text{Merkle.Hash}(y)$ and store the full tree.
- Compute commitment (com, open) := Commit(root*).
- Set request req := com.
- Add $(k, \text{root}^*, \text{tree, com, open}, \bot)$ to wlt.
- Output $(\text{wlt}, \text{req})$.

$\text{Cust.IssueProcess}(\text{wlt}, \text{rpf}) \rightarrow \text{wlt}$.

- Parse response rpf as $\sigma$.
- Find $(k, \text{root}^*, \text{tree, com, open}, \bot) \in \text{wlt}$ such that $\text{Sig.Verify}(pk_2, \sigma, \text{com}) = 1$ and update $\bot$ to $\sigma$.
- Output wlt.

$\text{Cust.Redemption}(\text{wlt}, n) \rightarrow (\text{wlt}, \text{cs})$.

- Set initial wallet $\text{wlt}_0 := \text{wlt}$.
- Set coins $\text{cs} := \emptyset$.
- Let $n_1 \cdots n_0$ be the binary representation of $n$.
- For $i \in [0, \ell]$ such that $n_i = 1$:
  - Find $(k, \text{root}^*, \text{tree, com, open}, \sigma) \in \text{wlt}$ such that tree contains an unredeemed subtree with root root covering $2^i$ leaves with labels $S$ and mark the subtree as redeemed. If no such subtree exists, then output $(\text{wlt}_0, \emptyset)$.
  - Compute constrained key $k_S := \text{CPRF.Constrain}(k, S)$.
  - Build Merkle proof $\pi_{\text{path}} := \text{Merkle.Prove(root, x)}$, where $x$ is the vector of depth-$i$ nodes of tree.
  - Build zk-SNARK proof $\pi := \text{SNARK.Prove}(pk_\Pi, \phi, w)$, where the statement is $\phi$ root and the witness is $w := (\sigma, \text{root}^*, \text{com}, \text{open}, \pi_{\text{path}})$.
  - Add $(i, k_S, \phi, \pi) \rightarrow \text{cs}$.
- Output $(\text{wlt}, \text{cs})$.

left-collision-resistant in the random oracle model, since it is hard to find $k \neq k'$ such that $H(k || 0) = H(k' || 0)$. This effectively forces the customer to “commit” to all full tree leaves upon generating a principal CPRF key.

This optimization leads to a few simplifications to Construction 1 that we present in full in Construction B of Appendix C. At a high-level, the proof statement becomes: "Given the leftmost leaf of a subtree root (the statement), I know a signature $\sigma$, commitment com, opening information open, full root root", and Merkle proof $\pi_{\text{path}}$ (the witness) such that:

- the signature is on the commitment to the full root: $\text{Sig.Verify}(pk, \sigma, \text{com}) = 1$ with bank public key pk,
- the commitment opens to the full root: $\text{VerifyCom(root*, com, open}) = 1$, and
- the Merkle proof is a valid leaf membership proof: $\text{Merkle.Verify(leaf, root*, } \pi_{\text{path}}) = 1$.”

In Bank.Redemption, for each subtree, instead of checking consistency, the bank simply checks equality between the leftmost leaf of the subtree and the leaf used in the proof statement. We prove that this optimization is secure in Appendix C.

5 IMPLEMENTATION

We implement our simple and divisible e-cash schemes in approximately 34k lines of Rust code. The code is publicly available at https://github.com/kev-liao/private-billing.
For our simple e-cash scheme (Section 4.2), we adapt an existing Rust implementation of VOPRFs [7] defined over the Ristretto group [51] of Curve25519. The implementation supports batch DLEQ proofs [72], which cover multiple VOPRF evaluations with a single proof. This allows a customer (advertiser) to batch together issuance requests and the bank (exchange) to attest to the validity of the issued coins with a single proof, substantially reducing computation and communication costs.

For our divisible e-cash scheme (Section 4.3), we implement our zk-SNARKs using arkworks [14], a Rust ecosystem for zk-SNARK programming. We define the arithmetic circuit for coin validity over the scalar field of BLS12-381, a pairing-friendly elliptic curve [23]. To keep the circuit small, we use Poseidon [65] for all of our hashing purposes. Further, we implement Schnorr signatures over the JubJub curve [102], whose base field is the BLS12-381 scalar field, giving fast, in-circuit elliptic curve operations. Our arithmetic circuits comprise just under 10k R1CS constraints. We use arkwork’s Groth16 [68] implementation for proof generation and verification. For a general GGM-based CPRF, we instantiate the length-doubling PRG with two AES calls: \( G(k) = AES(k, 0^\cdot) \parallel AES(k, 1^\cdot) \).

For the collision-resistant PRG optimization (Section 4.4), we use BLAKE3 [5] as the underlying hash function.

### 6 EVALUATION

In this section, we benchmark our simple e-cash (SEC) and divisible e-cash (DEC) schemes, analytically compare our divisible scheme with the state-of-the-art, and ask whether our schemes add acceptable latency, client costs, and operating costs to private ad-retargeting systems, such as Protected Audience. We run our experiments on an Amazon EC2 c5.metal instance using one core of an Intel Xeon Platinum 8275CL CPU clocked at 3.0 GHz. The machine runs Linux kernel version 5.10.149-133.644.amzn2.x86_64 and Rust version 1.65.0.

#### 6.1 Benchmarks and comparisons

Figure 3 shows the costs for issuance. The top left plot varies the batch size for SEC (i.e., the number of coins per issuance request) and shows that customer/bank computation grows linearly. The top center plot varies the batch size for DEC (i.e., the number of unit-valued coins/tree leaves per issuance request) for DEC and shows that Cust.IssueRequest computation grows linearly, while other costs are constant and negligible (less than 1 ms). The top right plot also varies the batch size for DEC and shows that the cost for precomputing a zk-SNARK proof grows logarithmically. The bottom table shows that communication costs for SEC grow linearly with the batch size, while communication costs for DEC are independent of the batch size.

Figure 4 shows the costs for redemption. For our divisible e-cash scheme, we fix \( t = 11 \). We elide the computation costs for Cust.RedeeemRequest, since they are constant and negligible (less than 1 ms) for both SEC and DEC with precomputation. The left plot varies the redeem value and shows that the communication costs of Cust.RedeeemRequest for both schemes are proportional to the Hamming weight of the redeem value. The right plot varies the redeem value and shows: (1) the computation costs of Bank.Redeeem for SEC, DEC, and unoptimized DEC without the collision-resistant PRG optimization (uDEC) are also proportional to the Hamming weight of the redeem value, and (2) the collision-resistant PRG optimization is significant.

To the best of our knowledge, no prior divisible e-cash schemes have been implemented and state-of-the-art schemes [22, 36, 37, 84] are particularly challenging to implement due to their use of Groth-Sahai proofs [69, 70], so Table 1 analytically compares our divisible e-cash scheme with the state-of-the-art. We report computation costs (in asymmetric operations) and communication costs for redemption, where \( n \) is the redeem value, \(|C|\) is the circuit size, \( E_j \) is exponentiations in \( G_j \), and \( P \) is pairings. We elide issuance costs, since they are less critical for our application and all schemes are efficient in this regard. Zero-knowledge proof generation costs in Cust.RedeeemRequest are higher in our scheme, but precomputation turns them into an offline cost. Asymptotic and concrete communication costs are sufficiently low across all schemes. Finally, our scheme reduces the number of pairings in Bank.Redeeem from \( \mathcal{O}(n) \) to \( \mathcal{O}(\log n) \), which more than makes up for the higher proof generation costs, as we will show.

#### 6.2 Main results

We now interpret our benchmarks in the context of private billing for Protected Audience.

**Our simple e-cash scheme, though leaky, is practically efficient and still improves privacy.** Support for coins of varying denominations allows advertisers to exchange large amounts of hard currency for electronic coins efficiently. Although the exchange learns the denominations of issued coins, unlinkability still holds for coins of the same denomination and this small amount of leakage may be tolerable in practice. Moreover, the use of the concretely efficient VOPRF of Jarecki et al. [73], which is standardized [49] and deployed in Privacy Pass [50], leads to essentially negligible overheads for latency, client costs, and server operating costs.

**Our divisible e-cash scheme adds less than 63 ms of latency.** With precomputation, Bank.Redeeem becomes the only online cost and takes at most 63 ms for a spend of 4095 (Figure 4 right). Today’s ad-retargeting pipeline aims to place ads on publisher websites in under 150 ms [47], so our scheme leaves ample time for other parts of the retargeting process, such as ad auctioning and ad serving. The collision-resistant PRG optimization is crucial, since latency would otherwise reach 172 ms. There are also other tricks to reduce latency, which we discuss in Section 7.

**Our divisible e-cash scheme adds negligible computation and less than 3.2 KB of communication to web clients.** A web client simply forwards coins to the publisher, which adds negligible computation and less than 3.2 KB of communication (Figure 4 left)—just over 0.1% of the average page weight of 2.2 MB [92].

**Our divisible e-cash scheme adds a combined server operating cost of less than 1% of ad spend, an over 5× savings compared to existing schemes.** We use the following cost figures to calculate the combined server operating cost (advertiser, publisher, and exchange) of our scheme relative to ad spend: As of November 2022, a c5.metal instance with 96 vCPUs is priced...
This work (DEC) without the collision-resistant PRG (uDEC). For DEC and uDEC, we fix $\ell$ we use, to $38.40 (Google Search Ads).

In our experiments, by fixing $\ell = 11$, the most one can spend per payment is 4095 coins, which provides more-than-sufficient granularity for bidding. To spend this amount, the advertiser’s non-negligible computation costs are $2 \times 55 = 111$ ms for requesting two batches of 2048 unit-valued coins (Figure 3 center) and $11 \times 210 = 2310$ ms for precomputing the eleven batches to-be-spent (Figure 3 right). The exchange’s non-negligible computation cost is 63 ms for redemption (Figure 4 right). The publisher’s computation costs are negligible. In total, each impression requires at most 2.48 seconds of CPU time, or 0.69 hours of CPU time per thousand impressions. At $4.08/hour or $0.0425/hour/core [4]. We elide data transfer and storage costs, since they turn out to be negligible in our calculations. According to a 2021 survey [1], the average cost per thousand impressions (CPM) on the most popular ad platforms range from $3.12 (Google Display Ads), which is the conservative cost figure we use, to $38.40 (Google Search Ads).

In our experiments, by fixing $\ell = 11$, the most one can spend per payment is 4095 coins, which provides more-than-sufficient granularity for bidding. To spend this amount, the advertiser’s non-negligible computation costs are $2 \times 55 = 111$ ms for requesting two batches of 2048 unit-valued coins (Figure 3 center) and $11 \times 210 = 2310$ ms for precomputing the eleven batches to-be-spent (Figure 3 right). The exchange’s non-negligible computation cost is 63 ms for redemption (Figure 4 right). The publisher’s computation costs are negligible. In total, each impression requires at most 2.48 seconds of CPU time, or 0.69 hours of CPU time per thousand impressions. At $0.0425/hour/core and $3.12 CPM, the combined server operating cost of our divisible e-cash scheme is less than $0.03 CPM, which is less than 1% of ad spend.

On the other hand, state-of-the-art divisible e-cash schemes [22, 36, 37, 84] require two pairings per unit spent for double-spend detection, so 8190 pairings to spend 4095 coins. At 1.5 ms per pairing on our testbed, double-spend detection alone would require an operating cost of 5% of ad spend.

Our divisible e-cash scheme reduces exchange computational costs by roughly 250× compared to existing schemes. The cost of pairings for e-cash validation dominates the exchange’s computational costs in both our scheme and in existing schemes. The 33 pairings required in our scheme (three pairings per Groth16 verification) compared to the 8190 pairings required in existing

Table 1: Comparison of computation costs (in asymmetric operations) and communication costs for redemption in state-of-the-art divisible e-cash schemes, where $n$ is the redeem value, $|C|$ is the circuit size (in multiplication gates), $E_i$ is exponentiations in $G_i$, and $P$ is pairings. *We include precomputation costs in Cust.RedeemRequest.

<table>
<thead>
<tr>
<th></th>
<th>CPST [36, 37], BPS [22]</th>
<th>PST [84]</th>
<th>This work (DEC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cust.RedeemRequest*</td>
<td>$O(\log n) E_1 + O(\log n) P$</td>
<td>$O(1) E_1 + O(1) P$</td>
<td>$O(\log n \cdot</td>
</tr>
<tr>
<td>Communication</td>
<td>$O(\log n)$</td>
<td>$O(1)$</td>
<td>$O((\log n) P$</td>
</tr>
<tr>
<td>Bank.Redeem</td>
<td>$O(n) P$</td>
<td>$O(\log n)$</td>
<td>$O((\log n) P$</td>
</tr>
</tbody>
</table>

Figure 3: Issuance computation costs for SEC (top left), DEC (top center), and DEC coin precomputation (top right); issuance communication costs (bottom).

Figure 4: Redemption customer communication (left) and bank computation (right) costs for SEC, DEC, and unoptimized DEC without the collision-resistant PRG (uDEC). For DEC and uDEC, we fix $\ell = 11$ (i.e., batch size is $2^{11}$).
schemes presents a roughly 250x reduction in exchange computational costs. This is favorable, since costs are spread across multiple parties rather than concentrated at the exchange.

7 DISCUSSION

Can’t malicious clients steal coins and redeem them for their own gain? Detecting ad fraud, such as botnet or click-farm-generated traffic and publishers displaying “hidden ads,” is a challenging problem that exists both today and in our system [53]. Our proposal to route e-cash through clients seems to simplify ad fraud—a malicious client could collect coins from every bidding advertiser, and then either let the coins go to waste or redeem them for their own gain. Fortunately, there are ways to mitigate this.

First, we address the incentives a malicious client may have to redeem coins for themselves. We envision a system where publishers have commercial relationships with the exchange and have sole redemption capabilities. A fitting analogy is Apple’s App Store, where developers must pay a fee to enroll in the program and submit apps [2]. In our system, publishers must enroll with the exchange to serve ads and receive payments. Of course, this does not prevent a malicious client from registering as a publisher and directing ads to themselves, a problem that persists in the current advertising ecosystem.

While this prevents a malicious client from redeeming coins (short of enrolling as a publisher), they could still let them expire, wasting advertisers’ resources. To mitigate this, the exchange can issue an auction ID to the publisher, which is then bound to the winning advertiser’s coins, ensuring only the designated publisher can redeem them. Additionally, the winning advertiser can attach an opaque payment ID to their coins upon payment. The exchange regularly publishes redeemed auction-payment ID pairs, which the advertiser can check against to verify that their payment actually went through. If there are discrepancies, the advertiser can blacklist the malicious client. More details about this mitigation can be found in Appendix D.1.

Although there are many tricks that can help mitigate ad fraud, it is difficult to eradicate completely. We posit that ad fraud in the Protected Audience API, incorporating our private billing solution, is no worse than existing forms of ad fraud. In fact, it may pave the way for innovative detection techniques, since advertisers can establish direct relationships with clients and retain control over their marketing targets.

Can’t malicious exchanges overcharge advertisers and underpay publishers? Another concern in today’s advertising ecosystem is that centralized ad exchanges can rig auctions to overcharge advertisers and underpay publishers [60]. Given the lack of transparency into today’s exchanges, auditing may be the only way to hold them accountable, which can be costly and yet uncompensative. While we do not address this issue head-on, our system may ease the audit burden. Our system may obviate much of the need for auditing at the exchange, since auctions are delegated to clients (though this introduces other challenges as discussed). Instead, auditing at the exchange can ensure that advertisers and publishers receive fair exchange rates, i.e., similarly situated parties receive similar exchange rates. See related work (Section 8) for systems that aim to address this issue.

Why isn’t there an end-to-end private billing implementation and evaluation on top of the Protected Audience API? Many features of the Protected Audience API are still under development as of this research. Moreover, given that the API is experimental, features are likely to change. Therefore, we have not yet integrated our divisible e-cash scheme for testing with the API. As the API matures, integrating our private billing solution with the API and collecting end-to-end benchmarks will be important future work to understand the end-to-end latency of the combined system.

Does the latency overhead of our divisible e-cash scheme meet the demands of real-world ad delivery? Our divisible e-cash system introduces at most 63 ms of latency to the ad delivery process, comfortably below the industry benchmark of 150 ms. This leaves 87 ms for additional steps (e.g., ad auctioning) outside the scope of our work, which unfortunately prove challenging to measure in practice. While it is difficult to reach a definitive answer without end-to-end benchmarks, we believe the latency overhead is sufficiently low and still there are further tricks to make latency essentially negligible.

For example, considering the high probability of legitimate advertiser payments, the exchange can employ an “optimistic” verification strategy to expedite the process. Rather than check zk-SNARK proofs and double-spends online, the exchange can immediately accept the coins, notify the client, and conduct the checks offline. Alternatively, the exchange could verify the leading-order coins and optimistically accept the remainder. Should any coins later be deemed invalid, the exchange can, for instance, inform the client (via the publisher) to blacklist the cheating advertiser. Although this approach might permit a small degree of double-spending, the trade-off for faster ad deliveries could prove worthwhile.

In any case, even if our system includes additional network trips, ad-tech companies optimize for exactly this by, e.g., moving data centers closer to clients and exchanges, or moving the media itself closer via CDNs [93].

Does our divisible e-cash scheme offer server operating costs low enough for practical deployment? Attaining a server operating cost below 1% of ad spend is a considerable improvement over the previous state-of-the-art. However, it is worth noting that Meta’s private ad measurement system, which solves an orthogonal problem to private ad targeting, aims for an ambitious (albeit unrealized) operating cost of 0.1% of ad spend [85]. Given that online advertising is an over half-trillion dollar industry [52], important future work is to further reduce server operating costs while retaining the same privacy guarantees. Using an alternative zk-SNARK backend, such as Spartan [89], should significantly reduce server operating costs with only a modest increase in latency and communication. Moreover, as zk-SNARK technology continues to evolve, our e-cash scheme stands to reap the benefits of these advancements.

What are some ethical considerations of working on targeted advertising? Today’s web advertising model is problematic: Studies suggest that ad targeting can fuel discrimination, negatively influence behavior, cause mental distress, and more [81, 86]. It may even bear responsibility for hateful speech and misinformation.
online [56, 58, 61]. Nevertheless, we feel compelled to develop techniques for private ad targeting for two reasons. First, advertising is what pays for most of the “free” Internet [57, 76], and will almost certainly remain essential to the Internet economy for the foreseeable future. Second, advertising today relies on the large-scale collection and analysis of user preferences. Therefore, this work aims to develop techniques that reconcile the essential role of advertising in funding the tech ecosystem with the critical need for stronger user privacy protections online.

8 RELATED WORK

Private ad targeting. Academic work on private ad targeting stretches back over two decades to the work of Juels [74], which first proposed shifting ad targeting to the client and fetching ads using private information retrieval (PIR) [46]. Many follow-on works have adopted, improved, and extended these ideas: on-device machine learning [71, 96] or locality sensitive hashing [78, 88] for ad targeting; more efficient PIR [66, 78, 88] or batch downloads [96] for ad fetching; homomorphic encryption [66, 96, 103] or anonymous tokens [16, 88] for ad reporting; secure coprocessors and oblivious RAM for running exchanges [16]; and verifiability for ad auctions [13, 83, 104].

Some of these ideas have recently made their way into browsers. Google’s Privacy Sandbox [6] is trialing solutions for private ad targeting in Chrome without third-party cookies—TURTLEDOVE [99] and FLEDGE [54] for ad retargeting, and Topics [55] (previously FLoC [98]) for interest-based targeting. Our divisible e-cash scheme offers a private billing solution missing in the ad-retargeting systems. The Brave browser has also deployed its own private ad-targeting system [24]. A recently proposed extension (concurrent with our work) suggests using a scheme analogous to our simple (leaky) e-cash scheme to pay clients for ad interactions [25]. Our divisible e-cash scheme offers a drop-in replacement to fix the same leakage present in their scheme. Major browser vendors have also proposed solutions for the orthogonal problem of private ad-conversion measurement [80, 95, 101].

Electronic cash. Chaum [40] presented the first electronic cash (e-cash) scheme. A vast body of work has since extended e-cash with additional properties, such as traceability [41], auditability [87], small wallet sizes [28], money laundering detection [29], fair exchange [33], and more. These features significantly expand e-cash’s utility to a variety of application settings.

For our private ad-retargeting setting, we take a minimalist approach to e-cash design. We tailor our e-cash scheme to take advantage of the setting’s unique dynamics (e.g., market incentives), resulting in a scheme that may not be as full-featured as prior schemes, but is relatively simple and more efficient along metrics most critical to our setting.

For example, traceability has been a particularly important feature of e-cash schemes—if a customer spends a coin twice, their identity will be revealed [41]. This property not only discourages double-spending, but also reduces redemption latency: Merchants can confidently release goods to buyers before the bank completes its double-spending check, knowing they can seek recourse if discrepancies are later detected.

However, we find that in our private ad-retargeting setting, traceability is unnecessary. Owing to the efficiency of our divisible e-cash scheme, the exchange can quickly check for any double-spending attempts before informing the client, via the publisher, to display the ad. Moreover, advertisers who attempt to defraud the system by using spent coins are only hurting their own bottom lines: If the exchange rejects their coins, then their ads will remain unseen by potential clients.

E-cash has also inspired the vast bodies of work on anonymous credentials [12, 17, 18, 27, 30–32, 38, 39, 50, 90, 97] and decentralized cryptocurrencies [8, 11, 19, 45, 67, 75, 79]. While all of these tools are relevant to the problem of private billing, our minimalist approach leads us to a different part of the design space. For example, we have not identified the attribution-proving features of anonymous credentials or the decentralization features of cryptocurrencies as strictly necessary to our specific ad-retargeting setting. Still, they may prove useful as new requirements emerge or in adjacent private ad-targeting settings. For instance, cryptocurrencies may eliminate the reliance on a trusted, centralized exchange: A client can run a smart contract to hold a fair auction, where advertisers deposit collateral and the winner’s assets are transferred to the publisher.

Instead, we find that divisible e-cash schemes are best positioned to meet the utility and efficiency demands of private billing in private ad-retargeting systems. Starting from a long line of work on divisible e-cash [15, 22, 34–37, 82, 84], our divisible e-cash scheme uses modern zk-SNARKs [68, 89] and a symmetric-key-based CPRF [63], which leads to concrete efficiency improvements over prior schemes that rely on Groth-Sahai proofs [69, 70] and pairing-based CPRFs [21]. These instantiations enable optimizations along measures most critical to our application—latency, client costs, and server operating costs—whereas prior schemes focus optimizations on spend latency (i.e., zero-knowledge proof generation) and communication. Again, our application setting also allows us to focus on core e-cash properties—unforgeability and unlinkability—whereas prior schemes support richer properties, such as traceability.

9 CONCLUSION

Recent private ad-retargeting systems, such as the Protected Audience API, allow a client to receive retargeted ads privately: the exchange does not learn which advertisers and publishers the client has visited, and advertisers and publishers do not learn which of the other the client has visited. This work identifies a missing piece in such systems—private billing for ad impressions—and proposes a straightforward fix—e-cash. Prior e-cash schemes are not well-suited to this setting, so our key contribution is a new divisible e-cash scheme that achieves strong privacy guarantees and meets crucial efficiency requirements: low latency, low client costs, and low server operating costs. We hope the Protected Audience API will upstream our proposed fix and that this work will inform the design of future private ad-targeting systems.
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Recall that the adversary generates redeem requests in this game, we strengthen the winning condition and require that in order to win, the adversary must further ensure that in some cs, π where π is a zk-SNARK proof of knowledge of some witness (σ, root′, com, open, πpath) one witness for every element of cs over all redeem requests. Each witness corresponds to a tuple (i,j,ks,j,ϕ, πi) in some cs in some redeem request. Because the zk-SNARK is knowledge-sound, there is an extractor that lets us construct an adversary Α′ from Α that satisfies this requirement with about the same probability as Α′s winning probability in Game 0.

Game 2. In this game, we strengthen the winning condition and require that in order to win, the adversary must further ensure that for all j ∈ [Q], redeem request number j is made where comj is equal to a string req used in an earlier issue request. Because the signature scheme is EUF-CMA-secure, this additional constraint only negligibly changes the adversary’s winning probability. Recall that every issue request causes 2" to be added to the variable bal.

Game 3. In this game, we further strengthen the winning condition and require that in order to win, the adversary must further ensure that for every pair u, v ∈ [Q], if comu = comv, then root′u = root′v. Because the commitment scheme is binding, this additional constraint only negligibly changes the adversary’s winning probability.

Game 4. We strengthen the winning condition one last time and require that in order to win, the adversary must further ensure that for every pair u, v ∈ [Q], if root′u = root′v and πpathu and πpathv both either leads to the same node in the tree or leads to two nodes where one dominates the other, then the quantities

\[ y_u \leftarrow \text{CFP} \cdot \text{Expand}(k_{S,u} \cdot t - i_u) \quad \text{and} \quad y_v \leftarrow \text{CFP} \cdot \text{Expand}(k_{S,v} \cdot t - i_v) \]

computed in Bank redeem satisfy \( y_u \subseteq y_v \). Because the Merkle tree is built from a collision-resistant hash function, this additional
We now argue that the adversary cannot win Game 4. Indeed, each issue request from variable $bal$ is negligible, as required.

Completing the proof. We now argue that the adversary cannot win Game 4. Indeed, each issue request from variable $bal$ is negligible, as required.

Construction A. Simple e-cash scheme. Let parameter $\ell \in \mathbb{N}$ be the max log-denomination.

Bank.Setup$(1^\lambda) \rightarrow (st, pp)$.

1. Choose a group $\mathbb{G}$ of prime order $q$ with generator $g$, a hash function $H : \{0,1\}^\ell \rightarrow \mathbb{G}$.  
2. For $i \in [0, \ell]$:
   - Sample signing key $sk_i \leftarrow \mathcal{S}_q$. 
   - Compute public key $pk_i \leftarrow g^{sk_i}$.
3. Set spent serial numbers $dsl \leftarrow \emptyset$.
4. Set state $st \leftarrow (sk_0, \ldots, sk_\ell, dsl)$.
5. Set public parameters $pp \leftarrow (1^\lambda, q, \mathbb{G}, g, H, k, pk_0, \ldots, pk_\ell)$.
6. Output $(st, pp)$.

Bank.Issue$(st, req, n) \rightarrow (st, rsp)$.

1. If $n \notin \{2^0, 2^1, \ldots, 2^\ell\}$, then output $(st, \bot)$.
2. Parse state as $(sk_0, \ldots, sk_\ell, dsl)$.
3. Parse request $req$ as $\tau$.
4. Set log-denomination $i \leftarrow \log(n)$.
5. Compute blind signature $\tilde{\sigma} \leftarrow z^{sk_i}$.
6. Compute proof $\pi \leftarrow \text{DLEQ}(g, pk_\ell, \tilde{\tau}, \tilde{\sigma})$.
7. Set response $rsp \leftarrow (\tilde{\sigma}, \pi)$.
8. Output $(st, rsp)$.

Bank.Redem$(st, cs, n) \rightarrow (st, b)$.

1. If $n \notin \{0, 2^{\ell+1}\}$, then output $(st, 0)$.
2. Parse state as $(sk_0, \ldots, sk_\ell, dsl)$.
3. Set initial state $st_0 \leftarrow st$.
4. Set amount $m \leftarrow 0$.
5. For $(i, x, \sigma) \in cs$:
   - If $x \notin dsl$, then output $(st_0, 0)$.
   - If $\sigma = H(x)^{sk_i}$, then add $x$ to $dsl$ and set $m \leftarrow m + 2^i$.
6. If $n = m$, then output $(st, 1)$. Otherwise, output $(st_0, 0)$.

Cust.Setup$(1^\lambda) \rightarrow \text{wlt}$.

1. Set wallet wlt $\leftarrow \emptyset$.
2. Output wlt.$\text{Cust.IssueRequest}(\text{wlt}, n) \rightarrow (st, req)$.

1. Set log-denomination $i \leftarrow \log(n)$.
2. Sample serial number $x \leftarrow \{0,1\}^\lambda$.
3. Sample blinding factor $r \leftarrow \mathcal{S}_q$.
4. Compute blinded coin $\tilde{\tau} \leftarrow H(x)^r$.
5. Set request req $\leftarrow \tilde{\tau}$.
6. Add $(i, x, r)$ to wlt.$\text{Cust.IssueProcess}(\text{wlt}, rsp) \rightarrow \text{wlt}$.

1. Parse response $rsp$ as $(\tilde{\sigma}, \pi)$, where $\pi$ is a proof for DLEQ$(g, pk_\ell, \tilde{\tau}, \tilde{\sigma})$.
2. If proof $\pi$ is not valid, then output wlt.$\text{Cust.RedemRequest}(\text{wlt}, n) \rightarrow (\text{wlt}, cs)$.

1. Set initial wallet wlt$_0 \leftarrow \text{wlt}$.
2. Set coins cs $\leftarrow \emptyset$.
3. Let $n_0 || \cdots || n_q$ be the binary representation of $n$.
4. For $i \in [0, \ell - 1]$ such that $n_i = 1$:
   - Find and remove $(i, x, \sigma)$ from wlt and add it to cs. If no such coin exists, then output $(wlt_0, \emptyset)$.
5. Output $(wlt, cs)$.

Lemma B.2 (Unlinkability). Construction 1 is an unlinked e-cash scheme assuming the commitment scheme is hiding, the CPRF is secure and key-pseudorandom, the Merkle tree hash function is a hiding commitment, and the zk-SNARK proof system is zero-knowledge.

Proof. Let $\mathcal{A}$ be an adversary that participates in the unlinkability game from Definition 4.3. The adversary outputs a sequence of issue and redeem requests with a challenge request, and wants to satisfy $b = b'$ at the end of the game. We argue that this can only happen with negligible advantage by stepping through a sequence of games, where Game 0 is the original unlinkability game.

In what follows, let $\text{Adv}^{z_{\mathcal{A}}}$ be $\mathcal{A}$’s advantage in Game 0, let $\text{Adv}^{zk}_{\mathcal{A}}$ be $\mathcal{A}$’s advantage against the zero-knowledge property of the zk-SNARK, let $\text{Adv}^{hid}_{\mathcal{A}}$ be $\mathcal{A}$’s advantage against the hiding property of the commitment, let $\text{Adv}^{kp}_{\mathcal{A}}$ be $\mathcal{A}$’s advantage against the key-pseudorandomness property of the CPRF, let $\text{Adv}^{mt}_{\mathcal{A}}$ be $\mathcal{A}$’s advantage against the hiding commitment property of the Merkle tree hash function.

Game 1. In this game, we modify the challenger to simulate the zk-SNARKs. Instead of computing $(pk_{\Pi}, vk_{\Pi}) \leftarrow \text{SNARK.KeyGen}(1^\lambda, C)$ in Bank.Setup, the challenger invokes a simulator $\mathcal{S}$ to obtain $(pk_{\Pi}, vk_{\Pi}, \tau) \leftarrow \mathcal{S}(1^\lambda, C)$, where $\tau$ is some trapdoor information. For each of at most $Q_{\tau}$ redeem requests and for each of the at most $\ell$ zk-SNARK proofs, instead of building the proof as $\pi \leftarrow \text{SNARK.Prove}(pk_{\Pi}, \phi, w)$ in
In this game, we modify the challenger to replace commitments with random elements from the commitment space $C$. For each of at most $Q_l$ issue requests, instead of computing $(\text{com}, \text{open}) \leftarrow \text{Commit}(\text{root}^*)$ in Cust_ISSUE_REQUEST, the challenger samples $\text{com} \leftarrow C$. Because the commitment scheme is hiding, we have $|\text{Adv}_v - \text{Adv}_0| \leq Q_l \cdot \text{Adv}^{\text{hid}}$.

Game 3. In this game, we modify the challenger to replace constrained keys with random strings and zk-SNARK statements $\phi$ as Merkle hashes over leaves generated by expanding the now-random constrained keys.

For each of at most $Q_r$ issue requests and for each of at most $\ell$ subtrees, instead of computing $k_S \leftarrow \text{CPRF}.\text{Constrain}(k, S)$ and sending $\phi = \text{Merkle}.\text{Hash}(\text{CPRF}.\text{Expand}(k_S, \ell - i))$ in Cust_REDEEM_REQUEST, the challenger samples $k_r \leftarrow \{0, 1\}^k$ and sends $\phi_r = \text{Merkle}.\text{Hash}(\text{CPRF}.\text{Expand}(k_r, \ell - i))$. Because the CPRF is key-pseudorandom and the Merkle tree hash function is a hiding commitment, we have $|\text{Adv}_3 - \text{Adv}_2| \leq \ell \cdot Q_r \cdot (\text{Adv}^{kp} + \text{Adv}^{nt})$.

Completing the proof. We now argue that the adversary has no advantage in Game 3. Indeed, all of the responses provided to $\mathcal{A}$ are independent of $b$, so $\text{Adv}_3 = 0$. By summing over $\mathcal{A}$’s advantages in the hybrid games, we can bound $\text{Adv}_0 \leq \ell \cdot Q_r \cdot (\text{Adv}^{kp} + \text{Adv}^{nt}) + Q_l \cdot \text{Adv}^{\text{hid}}$, which is negligible, as required. □

C OPTIMIZED DIVISIBLE E-CASH

We present our optimized divisible e-cash scheme in Construction B (its differences with Construction 1 are highlighted) and prove its security.

Lemma C.1 (Unforgeability). Construction B is an unforgeable e-cash scheme assuming the signature scheme is EUF-CMA-secure, the commitment scheme is binding, the zk-SNARK proof system is knowledge-sound, the Merkle tree is built from a collision-resistant hash function, and the CPRF PRG is collision-resistant.

Proof. The proof is essentially the same as the proof for Lemma B.1, except there is an additional game in which we strengthen the winning condition as follows: In order to win, the adversary must generate a collision on the leftmost leaf of a re-deemed subtree. Because the CPRF PRG is collision-resistant, this additional constraint only negligibly changes the adversary’s winning probability. □

Lemma C.2 (Unlinkability). Construction B is an unlinkable e-cash scheme assuming the commitment scheme is hiding, the CPRF is secure and key-pseudorandom, the Merkle tree hash function is a hiding commitment, and the zk-SNARK proof system is zero-knowledge.

Proof. The proof is essentially the same as the proof for Lemma B.2. □

D PROTECTED AUDIENCE API WITH PRIVATE BILLING

Here, we walk through how private billing with e-cash maps onto Protected Audience (Figure 5).

Step 0-A: Advertisers obtain coins from exchange. Advertisers (each indexed by $i \in [k]$) and the exchange begin by running the client and server setups, respectively, for the e-cash scheme. Advertisers trade in hard currency (USD) to the exchange for electronic coins (stored in updates to wallet $wlt_i$) to later pay publishers for ad impressions. (Alternatively, advertisers can pay hard currency to the exchange at the end of a billing period.)

For the divisible e-cash scheme, advertisers will also precompute zk-SNARK proofs offline. If an advertiser knows the distribution of values it will spend, it can precompute proofs accordingly to save on precomputation costs (instead of naively precomputing a proof for every leaf of every tree in its wallet).

Step 0-B: Client visits advertiser websites. When a client visits an advertiser’s website and performs certain actions, such as placing an item in a shopping cart, the advertiser invokes a Protected Audience JavaScript API to store a callback URL (cbURL) on the client’s browser. The client’s browser uses this callback to later run ad auctions.

Step 1: Client visits publisher website. When the client visits a publisher’s website, the publisher invokes a Protected Audience JavaScript API to indicate its desire to serve a retargeted ad on its page.

Step 2: Client runs ad auction. The client’s browser initiates an ad auction (e.g., a first-price, open-bid auction) by calling the stored callback URLs for the advertisers it has visited. Each callback returns the corresponding advertiser’s bid (bid$_i$) for the impression. The client’s browser runs the auction (argmax for a first-price auction) and notifies the winning advertiser (win to advertiser $j$) of the clearing price for the impression (implicit in a first-price auction).

Step 3: Winning advertiser sends ad and coins to client. The winning advertiser sends the URL of its ad creative (adURL), which is used to render the ad, to the client’s browser, along with coins (cs) amounting to the clearing price.

Step 4: Client and publisher forward coins to exchange. The client’s browser forwards the coins to the publisher, who forwards them to the exchange.

Step 5: Exchange checks validity of coins. If the coins are valid and have not been double-spent, then the exchange accepts ($b = 1$), sends the publisher hard currency (USD) for the value of the redeemed coins, and notifies the client of acceptance through the publisher. (Alternatively, the exchange can pay hard currency to the publisher at the end of a billing period.) Otherwise, the exchange sends rejects ($b = 0$) and the client’s browser retries with the next winner of the auction.

Step 6: Client displays ad. If the exchange accepts, then the client’s browser displays the ad on the publisher’s website in an isolated “fenced frame” [59], which prevents the publisher from learning who the winning advertiser is.
Construction B. Divisible e-cash scheme with collision-resistant PRG optimization. Let parameter $\ell \in \mathbb{N}$ be the height of a full tree.

**Bank.Setup**($1^\lambda$) → (st, pp).
- Generate signing key pair ($sk_x, pk_x$) ← Sig.KeyGen($1^\lambda$).
- Generate proving and verifying key
  ($pk_{prf}, vk_{prf}$) ← SNARK.KeyGen($1^\lambda, C$), where the coin validity circuit $C$ is for the following relation: "Given the leftmost leaf of a subtree leaf (the statement), I know a signature $\sigma$, commitment com, opening information open, full root root", and Merkle proof $\pi_{path}$ (the witness) such that:
  - the signature is on the commitment to the full root:
    - Sig.Verify($pk, \sigma, com$) = 1 with server public key $pk$,
  - the commitment opens to the full root:
    - VerifyCom(root*, com, open) = 1, and
  - the merkle proof is a valid leaf membership proof:
    - Merkle.Verify(leaf, root*, $\pi_{path}$) = 1.;
- Set double-spend list $dsl$ ← $\emptyset$.
- Set state $st$ ← ($sk_x$, $dsl$).
- Set public parameters $pp$ ← ($1^\lambda, pk_x, pk_{prf}, vk_{prf}$).
- Output (st, pp).

- If $n \neq 2^{\ell}$, then output (st, $\perp$).
- Parse state as ($sk_x, dsl$).
- Parse req as com.
- Compute signature $\sigma$ ← Sig.Sign($sk_x$, com).
- Set response $rsp$ ← $\sigma$.
- Output (st, rsp).

**Bank.Redeeem**($st$, $cs$, $n$) → (st, $b$).
- If $n \notin [0, 2^{\ell}]$, then output (st, 0).
- Parse state as ($sk_x$, dsl).
- Set initial state $st_0$ ← st.
- Set amount $m$ ← 0.
- For ($i, k_S, \phi, \pi$) in $cs$:
  - Compute $y$ ← CPRF.Expand($k_S, \ell - i$).
  - If $y \in dsl \not\equiv 0$ or $y[0] \neq \phi$ or SNARK.Verify($vk_{prf}, \phi, \pi) = 0$, then output (st, 0).
  - Add $y$ to dsl in st and set $m$ ← $m + 2^{\ell-i}$.
- If $n = m$, then output (st, 1). Otherwise, output (st, 0).

D.1 Protected Audience API with malicious client mitigation

In order to protect against malicious clients wasting advertisers’ resources, the exchange must now be involved in ad auctions, but additional message roundtrips can be avoided. The extended Protected Audience API workflow with malicious client mitigations is as follows, with changes highlighted.

**Step 0-A**: Advertisers obtain coins from exchange. Advertisers (each indexed by $i \in [k]$) and the exchange begin by running the client and server setups, respectively, for the e-cash scheme. Advertisers trade in hard currency (USD) to the exchange for electronic coins (stored in updates to wallet $wlt_i$) to later pay publishers for...
ad impressions. (Alternatively, advertisers can pay hard currency to the exchange at the end of a billing period.)

For the divisible e-cash scheme, advertisers will also precompute zk-SNARK proofs offline. If an advertiser knows the distribution of values it will spend, it can precompute proofs accordingly to save on precomputation costs (instead of naively precomputing a proof for every leaf of every tree in its wallet).

**Step 0-B: Client visits advertiser websites.** When a client visits an advertiser’s website and performs certain actions, such as placing an item in a shopping cart, the advertiser invokes a Protected Audience JavaScript API to store a callback URL (cbURLi) on the client’s browser. The client’s browser uses this callback to later run ads.

**Step 0-C: Exchange preallocates auction IDs to publishers offline.** The exchange preallocates a set of unique auction IDs to publishers, which they later use to run valid and identifiable auctions.

**Step 1: Client visits publisher website.** When the client visits a publisher’s website, the publisher invokes a Protected Audience JavaScript API to indicate its desire to serve a retargeted ad on its page and includes an auction ID (aucID) in the HTTP response.

**Step 2: Client runs ad auction.** The client’s browser initiates an ad auction (e.g., a first-price, open-bid auction) by calling the stored callback URLs for the advertisers it has visited. Each callback returns the corresponding advertiser’s bid (bidi) for the impression. The client’s browser runs the auction (argmax for a first-price auction) and notifies the winning advertiser (win to advertiser j) of the clearing price for the impression (implicit in a first-price auction).

**Step 3: Winning advertiser sends ad and coins to client.** The winning advertiser sends the URL of its ad creative (adURL), which is used to render the ad, to the client’s browser, along with a ciphertext $ct = Enc(pk_e, cs|aucID|payID)$, where $pk_e$ is the exchange’s public key, the coins $cs$ amount to the clearing price, and $payID$ is an opaque payment ID.

**Step 4: Client and publisher forward ciphertext to exchange.** The client’s browser forwards the ciphertext to the publisher, who forwards it to the exchange.

**Step 5: Exchange decrypts and checks validity of coins.** The exchange decrypts the ciphertext to obtain $(cs, aucID, payID) = Dec(sk_e, ct)$. If the coins are valid and have not been double-spent, then the exchange accepts ($b = 1$), sends the publisher hard currency (USD) for the value of the redeemed coins, and notifies the client of acceptance through the publisher. (Alternatively, the exchange can pay hard currency to the publisher at the end of a billing period.) Otherwise, the exchange sends rejects ($b = 0$) and the client’s browser retries with the next winner of the auction.

**Step 6: Client displays ad.** If the exchange accepts, then the client’s browser displays the ad on the publisher’s website in an isolated “fenced frame” [59], which prevents the publisher from learning who the winning advertiser is.

**Step 7: Exchange publishes auction-payment ID pairs.** The exchange publishes the auction-payment ID pair (aucID, payID), which allows the advertiser to check that their payment went through.