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Abstract
As smart home devices proliferate, protecting the privacy of those
who encounter the devices is of the utmost importance both within
their own home and in other people’s homes. In this study, we con-
ducted a large-scale survey (N=1459) with primary users of and
bystanders to smart home devices. While previous work has stud-
ied people’s privacy experiences and preferences either as smart
home primary users or as bystanders, there is a need for a deeper
understanding of privacy experiences and preferences in different
contexts and across different countries. Instead of classifying peo-
ple as either primary users or bystanders, we surveyed the same
participants across different contexts. We deployed our survey in
four countries (Germany, Mexico, the United Kingdom, and the
United States) and in two languages (English and Spanish). We
found that participants were generally more concerned about de-
vices in their own homes, but perceived video cameras—especially
unknown ones—and usability as more concerning in other people’s
homes. Compared to male participants, female and non-binary par-
ticipants had less control over configuration of devices and privacy
settings—regardless of whether they were the most frequent user.
Comparing countries, participants in Mexico were more likely to
be comfortable with devices, but also more likely to take privacy
precautions around them. We also make cross-contextual recom-
mendations for device designers and policymakers, such as nudges
to facilitate social interactions.
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1 Introduction
As of 2023, 60.4M, 5.3M households in the USA and the UK own a
smart home device, respectively [98, 103]. In Germany and Mexico,
this number is expected to encompass 39.6M and 9.3M users by
2028 [123, 124]. While these devices can be extremely helpful, they
come with challenges. Sensor and usage data is collected by various
stakeholders, from the smart home device providers to third par-
ties [41]. Differing goals among people who come into contact with
devices can lead to conflicts, e.g. about device location, which can in
turn lead to security and privacy risks [2, 11, 49, 56, 129, 149, 151].

Different types of stakeholders have varying degrees of agency
in those interactions, from primary users (i.e., those who make the
decision to purchase and deploy a smart home device) to secondary
users, incidental users, and bystanders (i.e., those who did not make
the decision to purchase and deploy the device, but whose privacy
is affected by it, like guests and domestic workers).

Bystanders and incidental users can be uniquely vulnerable to
surveillance because devices are usually not in their control. Privacy
expectations, and ideas about what constitutes a privacy violation,
are highly social, depend on context-specific norms, and change
over time [102]. While separate stakeholders in smart homes have
different privacy concerns and preferences, there is a need to un-
derstand how the same person has differential privacy experiences,
preferences, and concerns based on shifting contextual roles, as
differences across demographic and geographic factors.

In a survey with 1459 participants, we study two contexts: par-
ticipants’ own smart homes (as primary or secondary users) and
other people’s smart homes (as incidental users or bystanders), con-
sidering how people’s roles in those contexts affect their agency
and control over devices and over data collection.

We also study four countries, Germany, Mexico, the United King-
dom, and the United States.1 We hypothesize that country-specific
cultural, governmental, and economic factors might impact smart
home experiences and perspectives, especially about privacy. This

1We chose these countries for high rates of Spanish or English fluency, large
participant pools on Prolific, and because research teammembers or close collaborators
could screen instruments for comprehensibility and cultural appropriateness.
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study does not aim to decompose such cultural, governmental, and
economic factors, particularly as cultural lines are ambiguous and
difficult to draw in a large-scale survey. However, we hope that sup-
plying robust findings about geographical differences will provide a
foundation for future work to break down these nuances (see §5.3).
In addition, to capture a broader participant pool, we conducted
our survey in both Spanish and English.2

Research Questions. In this study, we extend the current by-
stander privacy research to include a cross-contextual and cross-
country understanding of how people interact with smart home
devices. We aim to answer three main research questions.

(1) What are people’s adoption patterns, usage patterns, and
configuration processes for different smart home devices?

(2) What are people’s concerns about and privacy perspectives
on smart devices in their own and others’ homes?

(3) How do people protect their privacy around smart home
devices, and what privacy protections do they wish existed?

For each RQ, we consider the effects of context (one’s own home
vs. other people’s homes), geography (country), and demographic
and socioeconomic factors.

Summary of Contributions.
• We conducted a large-scale survey in four countries to ex-
plore people’s experiences, needs, and concerns across two
contexts: their own home and other people’s homes. This
is the first study that combines cross-country with cross-
context analysis for smart home adoption and privacy.

• We present qualitative and quantitative evidence about peo-
ple’s relationships with and control of smart home devices;
their attitudes, concerns, and privacy perceptions about
them; and actual and desired protections —including varia-
tion across contexts, countries, and demographic factors.

• Our quantitative findings are supported by robust statistical
analysis of a dataset balanced for demographic and socioe-
conomic factors across four countries.

• Technical solutions are not enough to improve smart home
privacy. We therefore suggest a set of recommendations for
both sociotechnical design and policy.

2 Related Work
Privacy within smart homes has been studied extensively [e.g.
1, 2, 12, 37, 51, 79, 99, 153]; [overviews in 6, 81, 106]. Much of this
work focuses on primary users, but recent work explores privacy
of secondary and incidental users as well.

Multi-User Smart Homes. There has been a wealth of work study-
ing how stakeholders in a multi-user smart home navigate control
of devices, concerns, and privacy experiences and preferences [e.g.
9, 23, 59, 69, 78, 89, 92, 135, 150, 151]; [overview in 97]. Selection,
installation, device malfunction, and use are areas for both ten-
sion and cooperation [49]. Huang et al. [56] found conflicts arose
from inability to control access to the device. Devices can enable

2As the survey included many free-answer questions and the research team did
not include German speakers, we did not translate it into German. While this is a
clear limitation, there is a large pool of English speakers in Germany on Prolific. We
included Germany in the study despite this limitation because we wanted to explore
how known differences in privacy attitudes interact with adoption and behavior.

surveillance of cohabitants—but can also provide opportunities for
connection [11]. Studies with couples revealed that there is often a
pilot user, who sets up and adds functionality to the device, and pas-
senger user, who can access the device but did not configure it [65].
In a UK survey on family households, Kraemer et al. [68] found that
social relationships played a large part in who had access to devices.
In particular, they found that women may be viewed as less capa-
ble and willing to configure and administer smart home devices—
though that opinion was held by more men than women. Strengers
et al. found that women did have lower interest and adoption rates
than men [125]. Other recent work has highlighted gender imbal-
ances in purchasing, installation, and maintenance [49] [overview
in 100], and discussed the impact of cultural associations between
masculinity and smart home technologies [27, 35, 110]. This body of
work inspires our focus on gender and other demographic factors,
but we look at a larger, broader sample.

Contextual Integrity in Smart Homes. The theory of Privacy as
Contextual Integrity (CI) [16, 101, 102, 105] frames privacy in terms
of the appropriateness of information flows based on socio-cultural
norms in a given context. CI has been used for quantitative elicita-
tion of privacy norms (decomposed into situational parameters) [e.g.
91, 119], including about smart homes [2, 13, 14, 24, 53]. Though we
do not employ CI-based parametric analysis, the theory provides
background and inspiration for our cross-contextual approach.

Bystanders in Smart Homes. Recent studies have examined pri-
vacy experiences, concerns, and preferences of incidental users
of and bystanders to smart home devices [e.g. 5, 9, 18, 28, 38, 86,
96, 109, 122, 140, 142, 143, 147, 149, 152]. For example, Alshehri et
al. [9] found many bystanders did not expect owners to understand
their devices’ data practices. Marky et al. [87–90] examined visi-
tor comfort, privacy perceptions, and coping strategies from both
a guest and host perspective. A study of multiple situations and
roles showed how conflicts can arise between incidental users and
device owners [30]. Technical interventions have been suggested
[e.g. 5, 149]; however, privacy awareness mechanisms for users
and bystanders have different pros and cons for different stake-
holders [130]. Domestic workers’ agency over data collection is
complicated by power imbalances and social norms [7, 8, 18, 60, 62].
Prior research tended to classify participants as either bystanders
or primary users for the purposes of a study; the few exceptions
[30, 130, 145] were US-specific. However, as Wong et al. [145] point
out, the same person is likely to fill both roles at different times. We
aim to capture more nuance by asking a single participant about
their own home and others’ homes, and compare across countries.

Disparities in Privacy Impacts. Privacy norms and harms due
to privacy violations can vary across socioeconomic groups, and
impact people from marginalized or underserved groups dispropor-
tionately [21, 45, 83, 84, 104, 115, 154]. Socioeconomic status can
impact how people relate to smart home devices [15, 66, 108, 141].
Smart home devices can be used as a tool to reinforce existing
power dynamics, and even enable abuse [20, 47, 60, 76, 77, 120].
Specific groups are at an increased risk of unique harms, such as
undocumented immigrants [50], female and LGBTQ individuals
[20, 29, 60, 76], oversurveiled ethnic minorities [61], and children
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[14, 94]. Our analysis takes demographics and socioeconomic fac-
tors into account as independent variables.

Privacy Across Countries and Cultures. Studies have frequently
found differences in privacy perceptions between people in dif-
ferent countries [e.g. 43, 54, 72, 113, 133, 139]. These perceptions
are often related to different expectations about privacy regulation
[e.g. 33, 39, 116, 137]. Li [80] provided an overview and discussed
the relationship between cross-country studies and a concept of
national culture—as well as calling for more cross-cultural and
cross-country studies in the emerging area of IoT privacy. To our
knowledge, only three relatively small surveys have been conducted
in this vein. In a survey of 232 adopters and non-adopters across
different regions (in the US, Europe, and India), Lafontaine et al.
showed different comfort levels with IoT devices, driven in part by
different expectations about regulatory protection [74]. The study
also found differences in comfort across contexts, such as public
spaces, work, or home, but did not consider others’ homes. Relat-
edly, a survey of 431 participants by Bombik et al. [19] found that
perceptions regarding regulatory protections in the US, UK, and
EU countries impact adoption of smart home devices. Interestingly,
despite these differences in perspective, a 212-participant survey
by Shlega, Maqsood, and Chiasson [118] across Europe and North
America did not find significant geographical differences in actual
smart home adoption (though this may have been an effect of sam-
ple size). Our survey expands on this work, with a much larger
sample than previous surveys and a comparison across contexts.

3 Methodology
We designed a large-scale survey (N=1459) with free-response and
multiple-choice questions.

3.1 Study Design.
Structure of the Survey. In the first section, we asked participants

to select the types of smart home devices in their homes, then
answer a series of general questions about conflicts and concerns
due to those devices. We then repeated the device inventory and the
conflicts and concerns questions for devices in other people’s homes.
(We did not randomize the order of contexts, choosing instead to
have a consistent conceptual progression from own home to not-
own-home within survey sections.) If participants did not have
devices in their own home, or encounter devices in others’ homes,
we still asked general questions about concerns (including why they
did not have devices) and conflicts, but did not ask device-specific
privacy questions. N’s therefore vary by question.

In the second section, we asked privacy-related questions, both
generally and about specific devices. We chose this ordering to
avoid priming participants to list privacy as a concern. We asked
about the impact of smart home devices on privacy in both their
homes and others’ homes. We then showed participants the lists
of devices they had encountered, and asked them to identify up to
three that had the largest impact on their privacy for each context.
Of the devices selected, we randomly picked one to ask follow-
up questions about. In our Findings, we will refer to this as the
Selected Device. For the Selected Device, we asked about account
structure and control, privacy settings, intended use, and privacy
protection strategies. We chose this approach, rather than asking

Total Germany Mexico UK USA
Total 1459 347 383 358 371
English 990 320 22 333 315
Spanish 469 27 361 25 56

Table 1: Number of participants by country and language

about all devices encountered, to reduce survey fatigue. We then
asked a set of questions about comfort with IoT devices generally,
as a comparison point, and also asked about technical background,
current housing situation, and reasons for visiting other people’s
homes, as well as demographics.3

Development Process. Since this survey was distributed in four
countries (Germany, Mexico, the UK, and the US), in Spanish and
English, we took steps to make sure all versions were understand-
able and consistently interpretable by speakers of the relevant
national dialects, without overly culture-specific references. An
initial draft was prepared collaboratively by UK and US researchers
on the team, with close discussions of whether the intended mean-
ing of each question would be understood similarly by speakers of
both European and North American varieties of English. A research
team member in Mexico translated the survey into Spanish; we
then reviewed and reworded questions in both language versions to
maximize comparability. The translation was reviewed by a speaker
of Castilian (European) Spanish on the team, and further adjusted.
Finally, the instrument was reviewed by a researcher working in
Germany, to confirm English speakers in Germany would likely
interpret questions as intended.

During initial design, we asked experts in smart home privacy
to review our instrument and give feedback, e.g. on how we might
be priming privacy based responses. Once designed, we tested the
survey iteratively using three recorded UserFeel [136] user-testing
walkthroughs per language (six total), and edited questions that
were unclear to testers. We then ran a pilot with 10 participants
across each of the 8 groups (matrix of countries and languages) for
a total of 80, and further updated the survey.

Ethics. We submitted our research protocol to our respective in-
stitutions’ human subjects protection programs, and it was deemed
exempt from full IRB review. In the survey, we reminded partici-
pants to avoid sharing personal information such as names. Our
consent forms complied with the European and UK GDPRs [48, 57]
and Mexico’s LGDPPSO [25], as well as the Belmont Report [131].

3.2 Recruitment and Participants
Our survey was hosted on Qualtrics [114], and we recruited par-
ticipants through Prolific [112] who were fluent in either Spanish
or English. To maximize data quality, we screened out participants
who had Prolific approval rates less than 98%, and discarded data
from participants who failed more than one 1 of 4 attention checks.
To avoid selection bias, we did not mention privacy and security in
the recruitment blurb. We did not require experience with smart
home devices. We paid $4.25, and the median time was 17.39 min-
utes, which equates to above minimum wage in all four countries.

3The full survey instrument, including versions for all countries and languages,
can be found at https://bit.ly/3Vlfn82
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Figure 1: Breakdown by country of devices participants cur-
rently have in their homes, out of the overall top ten.

After collecting initial batches of data, we compared the demo-
graphics of the sample so far to the demographics of each country,
and posted additional Prolific tasks targeted to populations heavily
underrepresented in the initial sample.

A breakdown of participants by country and language version is
shown in Table 1. A full summary of participant characteristics is
included in Appx. D.

3.3 Data Analysis.
Qualitative. We followed inductive thematic analysis [22] to an-

alyze free-response questions. A six-person codebook-development
team including both native English and native Spanish speakers
reviewed the first 50 English responses to develop a codebook. The
team then met to discuss and came to a consensus on a codebook
for each set of questions. (Where we asked about the same topic in
separate questions about one’s own home and others’ homes, we
largely used the same codebook for both.) An initial coding team
then coded the rest of the responses, splitting coders between Span-
ish and English and between different sets of questions, meeting
in groups of two to three to compare codes and suggest changes
and clarifications to the codebook. We also checked our results
code-by-code across languages, and addressed differences between
the Spanish and English coding team’s interpretations.4

A final coding team of seven researchers divided up the question
sets, with four coders per set, and conducted additional tests of the
codebook, then coded all of the responses. In this round, the four
Spanish-competent coders were assigned both English and Spanish
responses, to avoid any further discrepancies. Each response was
coded by two coders, who then met to resolve any disagreements.
Throughout the codebook development and testing process, we
checked Kupper-Hafner interrater agreement [73]. Though we did
not ever achieve consistently high agreement within all pairs of
individuals, when we conducted a test where two pairs of coders
coded the same set of responses, we achieved agreement levels
between pairs ranging between 0.7520 and 0.9892, indicating that
the pair-resolution process produced a reasonably consistent result.

4The final codebook and coding rubric can be found at https://bit.ly/3Vlfn82. A
simple list of codes can be found in Appx. E.

Quantitative. To analyze multiple choice questions, we used de-
scriptive statistics to understand our data quantitatively, along with
chi-squared tests [93] and Kruskal-Wallis [71] to check significance
levels, and Cohen’s f statistic [32] and Cramér’s V [34] to check ef-
fect sizes, along with binary regression [64]. To account for multiple
comparisons, we use a conservative 𝛼 of 𝑝 = 0.002 as the criterion
for significance (based on a maximum of 25 hypotheses tested per
outcome). We also used descriptive statistics to understand the free-
answer data based on our qualitative coding. However, because the
codes are necessarily subjective, we mostly did not attempt further
statistical analysis for free-answer questions. Prior to quantifying
coded responses, we dropped all unclear or off-topic responses;
in addition, some participants declined to respond. The N for any
given quantitative finding about free-answer questions includes
only the remaining usable responses, so different N’s are reported
for different qualitative questions.

4 Findings
In Sections 4.1, 4.2, and 4.3, we present findings for each of our three
research questions, respectively. Except where noted, findings are
based on multiple-choice questions. In §4.4, we describe common
themes across the RQs, based on our thematic analysis.

4.1 RQ1: Exposure, Adoption, & Configuration
We aim to understand device exposure, adoption patterns, usage pat-
terns, and configuration processes across different types of devices,
across contexts (participants’ homes vs. other people’s homes), and
across countries, as well as large demographic trends.

4.1.1 Device Exposure. Asked about device types, 96% of partici-
pants had devices in their own homes and 97% had encountered
them in others’ homes.

Fig. 10 in Appx. A shows the top ten devices selected by partici-
pants across the two contexts combined. The most common devices
in both contexts were smart TVs and gaming consoles, followed by
streaming devices in participants’ own homes and smart speakers
in others’ homes; other device types were noticeably less common
in both contexts. Unsurprisingly, participants encountered a larger
variety of device types across others’ homes, an average of 7.4,
versus 4.9 in their own home.

Additional Variation in Device Exposure. Overall, participants in
Germany had the fewest device types in their own homes, average
3.9, while the other countries averaged just over 5 device types per
participant. This difference is statistically significant (H stat = 67.9,
𝑝 < 0.000001), but the effect is minimal (Cohen’s f-value = 0.05).
(See Table 3 in Appx. A for details per country.) Fig. 1 breaks down
the devices participants had in their homes across countries, out of
the top ten encountered in total. Average device types encountered
in others’ homes ranged from 6.7 in the UK to 7.9 for Mexico, but
again, the effect is minimal (𝐻 = 21.4, 𝑝 = 0.00009, 𝑓 = 0.02).

Average device types in participants’ homes increased with
household income, from 3.6 for the lowest quintile to 5.9 for the
highest (though minimal effect: 𝐻 = 99.2, 𝑝 < 0.000001, 𝑓 = 0.07;
𝑁 = 1326). Income had no significant influence at all on number
of device types encountered in others’ homes—so exposure was
more equal where the benefit was less. Age and gender differences
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I did I did, Me and others Others in the house Default settings Total
for my account for everybody for everybody for everybody

Female 17% 31% 9% 29% 14% 625
Male 23% 51% 4% 11% 12% 655
Non-binary 17% 31% 10% 30% 10% 29

Table 2: Control over privacy settings for the Selected Device, by gender. (‘Other’ and ‘I don’t know’ responses not included.)

in either context were not statistically meaningful.5 Locality type
also did not have a significant effect, suggesting that inter-country
differences are not driven by skews in (sub)urban vs. rural.

4.1.2 Device Adoption. Formany questions, participants responded
based on their experiences with a single device, the Selected Device
assigned by the process described in §3.1. Unless otherwise noted,
for all multiple-choice questions about the Selected Device, N=1404
for participant’s own home and N=1417 for others’ homes.

For adoption, we asked “Who decided to get the <insert Selected
Device> in your home?” and “Who purchased the <insert Selected
Device> in your home?” to understand how collaborative decisions
about—and implementation of—device adoption are. We also asked
who in the home owns the Selected Device. Patterns were similar,
with “Me” as the majority response to all three questions.

Additional Variation in Adoption. Males were more actively in-
volved in processes of adoption in their own homes. Either on their
own or with someone else in the home, males were somewhat more
likely to have decided to get the device (𝜒2 = 48.4, 𝑝 < 0.000001,
Cramér’s 𝑉 = 0.19; 𝑁 = 1353) and to have purchased the device
(𝜒2 = 60.9, 𝑝 < 0.000001,𝑉 = 0.21; 𝑁 = 1342), compared to females.

Looking at each country individually, the effects of gender were
similar (a small effect for each question) for decisions and imple-
mentation of purchase in Germany, Mexico, and the US; however,
the effect was not statistically significant for the UK. Gender had a
smaller effect onwhether participants viewed themselves as owning
the device than on active adoption processes (𝜒2 = 15.3, 𝑝 < 0.0001,
𝑉 = 0.11; 𝑁 = 1353), and only met the threshold for significance
when all countries were considered together.

Age also had an effect, with participants 25–45y.o. most likely to
be involved with adoption (decided to get: 𝜒2 = 34.3, 𝑝 < 0.000001,
𝑉 = 0.16, 𝑁 = 1385; purchased: 𝜒2 = 105.1, 𝑝 < 0.000001, 𝑉 = 0.28,
𝑁 = 1372; owns device:𝜒2 = 53.6, 𝑝 < 0.000001, 𝑉 = 0.20, 𝑁 =

1383).6 Fuller data on variation by age and gender may be found in
Table 4 in Appx. A, along with by-country breakdowns for effect
of gender in Tables 5-7.

4.1.3 Device Usage. We asked participants device-specific usage
questions for their own home; the five most common Selected
Devices were used intensively, most commonly ‘Multiple Times a
Day’. Use of any device was less frequent in others’ homes (than
the Selected Device in own home), but still somewhat common;
17% used devices in others’ homes at least weekly, and 51% at least
monthly. Encountering devices without using them—i.e. exposure

5We use 𝑝 < 0.002 and at least a small effect size (e.g. Cramér’s𝑉 > 0.1 for one
degree of freedom) as our threshold for statistically meaningful.

6We do not report effects of household income and country on dependent variables
comparing participants to others within their household.

without benefit—was much more common; 38% of participants
encountered at least one smart device (without using it) at least
weekly, and 83% at least monthly. (Encounter/use questions for
others’ homes were general, not device-specific.)

Additional Variation in Usage. Usage frequency for the Selected
Device in own home did not vary meaningfully across gender,
country, income, or age. Usage frequency for devices in others’
homes did not vary meaningfully across gender, income, or age, but
did vary somewhat across country. Parallel to their being exposed
to the most types of devices in others’ homes (§4.1.1), participants in
Mexico were most likely to use a device at least weekly in someone
else’s home (𝜒2 = 29.3, 𝑝 < 0.00001, 𝑉 = 0.14 for country).

Encountering devices in others’ homes without using them did
not vary significantly. See Figs. 11–13 in Appx. A for cross-country
details for both contexts.

We also asked who was the most frequent user of the Selected
Device in participants’ homes; it did not varymeaningfully by age or
gender. This is notable because it means that gendered differences in
control of device configuration (§4.1.4) and configuration of privacy
settings (§4.1.5) cannot be explained by usage differences.

4.1.4 Control of Device Configuration and Profiles. To understand
how much control participants had over their devices, we asked
Who configured the <insert Selected Device> in your home? Overall,
62% said they had configured the Selected Device in their home,
while 22% said someone else in the house configured it. Only 11%
had configured the device together with someone else in the house.

We also asked Have you ever configured an IoT device in some-
one else’s home? 30% of participants had done so, most commonly
Smart TVs, Streaming Devices, and Smart Speakers, and most often
because the owner needed help.

If participants used the Selected Device, we asked whether they
had their own account or profile. In their own homes, 57% had
their own accounts/profiles, 33% shared an account/profile, 9% had
no account/profile, and 1% said the device didn’t offer that option
(N=1271). On Selected Devices in others’ homes, 9% had their own
account/profile , 16% shared one, 72% had none, and 2% said there
was no option (N=548). (𝜒2 = 798.9, 𝑝 < 0.00001,𝑉 = 0.66 for effect
of context—own-home vs. others’-home.) A large majority, 87%,
of those who had individual accounts were admins in their own
homes, but 37% had admin accounts in others’ homes as well.

Additional Variation in Control of Configuration. Males were
somewhat more likely to be involved (“I did it” or “Me and others
in the house did it together”) with configuration of the device, as
shown in Table 8 in Appx. A, compared with females (𝜒2 = 74.7,
𝑝 < 0.00001, 𝑉 = 0.24; 𝑁 = 1354). The correlation held across each
country with similar small effects; see Tab. 9 in Appx. A.
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Figure 2: Most common concerns for own home.

As we noted above, gender variation in frequency of use, or
being the most frequent user, was not significant, indicating that
gender imbalance in control of devices is independent of use. Indeed,
among male participants who were the most frequent user of their
Selected Device (either alone or equal with someone else) 95% were
involved in configuring it, as opposed to 78% of female and 88% of
non-binary most-frequent users (𝑁 = 1013).

A gender breakdown of account access by gender is in Tab. 10
in Appx. A. We did not see a statistically meaningful age trend for
control of configuration.

4.1.5 Control of Privacy Configuration Beyond general device con-
figuration, we also asked, (Who configured the privacy settings on
the <insert Selected Device> in your home?) 19% of participants had
configured privacy settings for their account only, 38% had con-
figured privacy settings for everyone in the home, and 19% said
someone else in the home configured them. Only 12% had left the
default settings.

We also asked whether participants knew what the privacy set-
tings were for Selected Devices in both contexts. 63% knew some
or all of the privacy settings in their own home, while only 10%
knew some or all for the device in someone else’s home (𝜒2 = 854.4,
𝑝 < 0.0001, 𝑉 = 0.55 effect of context).

Additional Variation in Control of Privacy. Results for configura-
tion of devices in own home across genders are shown in Table 2.
Males were somewhat more likely to be involved with privacy con-
figuration (“I did, for everybody”, “I did, for my account only” or
“Me and others in the house did it together”), comparedwith females
(𝜒2 = 70.2, 𝑝 < 0.00001, 𝑉 = 0.25; 𝑁 = 1280). This correlation was
similar across countries, but stronger for the UK (medium effect
rather than small); see Table 12 in Appx. A for details.

Again, gender imbalance is not simply an effect of use. Even
among participants who were the most frequent user of their Se-
lected Device (either alone or equal with someone else), males were
more likely to be involved in privacy configuration (96%) than fe-
male (78%) or non-binary (77%) participants (𝑁 = 987). Binary
logistic regression reveals that being the (sole or equal) most fre-
quent user has the stronger effect on privacy control (𝐵 = 1.63,
𝑝 < 0.000001), but gender has a significant independent effect

Figure 3: Most common concerns for others’ homes.

(𝐵 = 0.90, 𝑝 < 0.000001), with no significant interaction between
the variables (𝑝 = 0.57240 for the interaction term) (𝑁 = 1411.

Participants 25–40y.o. were most likely to be involved in con-
figuring privacy settings in their homes (𝜒2 = 15.9, 𝑝 = 0.00121,
𝑉 = 0.12 effect of age; 𝑁 = 1309); see Tab. 11 in Appx. A.

4.2 RQ2: Concerns, Conflicts, and Privacy
Perspectives

We examine how concerns, conflict, comfort with devices, and
privacy impacts differ across contexts and countries.

4.2.1 Concerns. We asked free-answer questions about what con-
cerns participants had with smart home devices in their own and
others’ homes. To avoid biasing participants, we did not mention
privacy or security prior to asking about concerns.

In their own homes, 51% of participants mentioned concerns,
while 47% said they had no concerns (N=1317 usable responses). 7
In others’ homes, 33% of participants mentioned concerns, while
66% had none (N=1307) (𝜒2 = 92.0, 𝑝 < 0.000001, 𝑉 = 0.19 effect of
context, for classifiable answers).

Likelihood of concern was moderately correlated across con-
texts; participants having at least one concern in their own home
predicts having a concern in others’ homes, with a medium effect
size (𝜒2=207.3, 𝑝 < 0.00001, 𝑉 = 0.42; 𝑁 = 1188).

Fig. 2 shows the common concerns people had about smart de-
vices in their own homes, and Fig. 3 in other homes. (Percentages
are out of usable answers, including no-concerns.)

In both their own and others’ homes, participants were the
most concerned with data collection and storage, especially be-
ing recorded by audio devices—and in particular, devices listening
to their conversations. For example, one participant said: “I’ve had
concerns about Alexa because Alexa picks up audio data and I worry
she may be listening to conversations in my household.” (UsEn674)8
Beyond this, participants had different concerns depending on the

7Percentages do not add up to 100% because some responses were generally usable
(i.e. clear and on-topic) but difficult to classify as concerns vs. no concerns, for example
those containing hypotheticals.

8The first and second letters of the participant ID indicate country (Gr, Mx,
Uk, Us), and the third and fourth indicate language version (En, Sp); numbers were
randomly assigned. Clear typos have been corrected, but quotes are otherwise verbatim.
Translations are ours.
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Figure 4: Most common types of impacts for own home.

Figure 5: Participants’ perceptions of degree and polarity of
impacts across countries for their own home.

context that they were in. Video showed up as the third most com-
mon concern in others’ homes but was not a common concern in
participant’s own home. Despite the much greater exposure, some
participants mentioned that they were less worried about their own
cameras because they were outdoors, or because they knew who
had access to the data. Participants were particularly concerned
about unknown video recording at other homes: “Only concern is
privacy, as I could be worried that they have spy / nanny cams that
I don’t know about that are watching me.” (UkEn1130)

Usability was also a more highly-ranked concern in others’
homes, for example when participants were confused or frustrated
by a device they encountered. Some were also concerned about
other people having difficulty with a device: «solo preocupación de
que una persona mayor no supiera manejar bien algún dispositivo»
(MxSp11) (“Only a concern about an older person not knowing how
to operate the device right”). Within participants’ own homes, there
was more concern about data misuse and network connections.

For the 4% of participants who did not have any smart devices at
home, we asked why not. Answers tended to focus on not needing
them (especially given the cost), privacy/security, or both: “I don’t
feel like it’s necessary and I don’t want my home gadgets spying
on me” (UkEn906).9

9Due to the low N, we did not code and quantify responses to this question.

Figure 6: Most common types of impacts for others’ homes.

Figure 7: Participants’ perceptions of degree and polarity of
impacts across countries for other people’s homes.

Additional Variation in Concerns. Whether a participant had at
least one concern vs. no concerns varied somewhat across countries,
both in their own home (𝜒2 = 18.7, 𝑝 = 0.00032, 𝑉 = 0.12) and
in others’ homes (𝜒2 = 18.6, 𝑝 = 0.00033, 𝑉 = 0.12). Participants
in Mexico were the most likely to have concerns in both contexts,
and those in the UK were least likely in both contexts; details in
Table 13 in Appx. B. Breaking down types of concerns, partici-
pants in Germany were the most likely to mention concerns with
privacy. Participants in Mexico were the most likely to mention
functionality—possibly because they were most likely to use others’
devices. US participants most frequently mentioned concerns with
data collection and, in others’ homes, video recording.

On the whole, participants in Germany and the US were more
concerned about data collection, audio recording, and privacy com-
pared with the UK and Mexico. Interestingly, some participants in
Germany and the UK said they were not concerned about cameras
due to GDPR protections; see §4.4.5.

4.2.2 Comfort. We asked all participants a set of general Likert-
scale questions about their comfort levels with IoT devices. Though
the majority of participants were at least somewhat comfortable
with IoT devices (81% generally, 80% in their own homes, and 73% in
others’ homes), only a minority were at least somewhat comfortable
with devices sending data out of the home (31%).

If participants were comfortable with devices in their own home,
they were likely to also be comfortable with devices in others’
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homes, with medium effect size (𝜒2 = 324.6, 𝑝 < 0.00001, 𝑉 = 0.47
for correlation, binarized to comfortable/not comfortable). Partic-
ipants who had concerns about smart devices in a given context
(their own home or others’) (see §4.2.1) were more likely to be
uncomfortable with devices in that context (𝜒2 = 22.4, 𝑝 < 0.00001,
𝑉 = 0.13, 𝑁 = 1317 for correlation with concerns in own home,
and 𝜒2 = 81.3, 𝑝 < 0.00001, 𝑉 = 0.25, 𝑁 = 1307 for others’ homes).

A binary regression found that the number of device types in
one’s own home correlates with being comfortable with IoT devices
in one’s own home (𝐵 = 0.33 and 𝑃 < 0.0001, with the likelihood of
being comfortable rather than uncomfortable rising by 39% for each
type of device). On the other hand, there was no significant corre-
lation between number of types of devices encountered in others’
homes and comfort with IoT devices in others’ homes. However,
we found a significant relationship between types of devices in
one’s own home and comfort with devices in others’ homes (𝐵 = 0.15,
𝑝 < 0.0001), suggesting that familiarity and habituation can outrank
discomfort with not having control.

Additional Variation in Comfort. Also using binary logistic regres-
sion, we investigated the impact of country, age, gender, and income
level on aggregate comfort levels (where comfort level is averaged
across the four questions to create a single composite dependent
variable, then binarized). The results identified country as a signifi-
cant independent variable.10 More specifically, using Germany as
the reference, the results show that the UK (𝐵 = 0.37, 𝑝 < 0.001)
and Mexico (𝐵 = 0.47, 𝑝 < 0.001) influence comfort levels, with
Mexico being the most important variable. Participants in Mexico
were the most likely to be comfortable interacting with devices,
despite being most likely to have concerns about them (see §4.2.1).

Age, gender, and income did not have a significant influence on
the aggregate comfort level.

A by-country breakdown in comfort levels for each question
can be found in Fig. 14, Appx. B. Looking at individual questions,
general IoT comfort (𝜒2 = 25.4, 𝑝 < 0.0001, 𝑉 = 0.13) and comfort
with devices in their own homes (𝜒2 = 42.2, 𝑝 < 0.00001, 𝑉 = 0.17)
were the most strongly affected by country. Gender did not have a
statistically significant influence on any comfort measure, across
countries nor in any individual country; see Figs. 15–18 in Appx. B.

4.2.3 Conflicts. We asked if participants had previously had con-
flicts about smart devices. In their own homes, 19% of 1459 partic-
ipants had had conflicts, while only 5% of 1417 participants who
had encountered devices in others’ homes had had conflicts about
them (𝜒2 = 119.8, 𝑝 < 0.00001, 𝑉 = 0.20 effect of context).

Additional Variation in Conflicts. We did not see a significant
difference in conflicts across age, income, or gender. We did see a
statistically meaningful difference in conflicts in participants’ own
homes (only) across countries (𝜒2 = 30.8, 𝑝 < 0.00001, 𝑉 = 0.15),
with participants in Mexico reporting the most conflicts, though
this may be an effect of sampling bias. (A smaller percentage of
participants in Mexico lived alone, and a higher percentage were
younger and/or lived with parents; see Tables 23 and 26, Appx. D.)
We asked participants who had conflicts to describe them. Many

10Country was independent from the other factors, suggesting that findings about
comfort are not biased by differences in age, gender, and income distribution between
participants in the countries in our sample.

involved control over devices; others involved privacy: “My father,
over his security devices. I felt like he was spying onme. He did shut
them off while we were at home, but it was unsatisfactory because
I couldn’t tell a difference and they were controlled by his device.”
(UsEn614)9 In their own home, out of 274 participants with conflicts,
63% were mostly or totally satisfied with the resolution—leaving a
potentially worrying third of conflicts that were not resolved in a
way that satisfied everyone. In others’ homes, where participants
had less control, fewer—52% out of 76—were satisfied.

4.2.4 Privacy Impacts. After asking about concerns (i.e. not privacy-
specific) we asked free-answer questions specifically about privacy
perceptions: “What is the impact of IoT devices {in your home/in
other people’s homes} on your privacy?” This phrasing was in-
tentionally broad, to capture attitudes, concerns, and behaviors; it
therefore allowed for responses about how much impact or about
types of impacts, and was open to counterfactual reasoning.

Types of impacts in participants’ own homes are shown in Fig. 4
(combining sources of impact and effects of impact; see breakdown
in Appx. E), and degree and polarity of impacts are shown in Fig. 5.
Types of impacts in others’ homes are shown in Fig. 6, and degree
and polarity are shown in Fig. 7. (Where degree and polarity were
generally coded based on participants’ explicit wordings; e.g., a
response of “Not much” would be coded as Small privacy impact.)

Some privacy impacts that participants mentioned were consis-
tent across their home and others’ homes. For example, as with our
open questions about concerns, data collection/storage and audio
were listed often in both contexts. Other impacts were viewed differ-
ently. For example, video recording was more frequently mentioned
with regard to others’ homes—a similar pattern to stated concerns
about video (see §4.2.1).

Again echoing concerns, participants noted that devices in oth-
ers’ homes can have a large privacy impact because they lack insight
into the space: “You never know what to expect and nobody goes
into someone else’s home and asks for a tour of the IoT devices and
their privacy policy first” (GrEn1163). (Discussion in §4.4.2.)

Additional Variation in Privacy Impacts. There are some differ-
ences between countries in likeliness of perceiving impact, with
participants in Germany and the UK being somewhat less likely to
see impacts in their own homes; details are in Table 14 in Appx. B.

However, cross-country variation in types of privacy impacts
was not as striking as variation in more general types of concerns,
though someminor patterns are discernable. Participants in Mexico,
in their own homes, were more likely to note impacts from data use
and sharing, e.g. for marketing, along with corporate control over
data, compared with participants in other countries. Participants
in the U.S. were more likely than other countries to note various
types of impacts in others’ homes, especially data collection/storage,
audio recording, and video recording.

4.2.5 Devices With Highest Privacy Impact. As we noted in §3.1, for
the latter part of the survey, participants chose up to three devices
amongst those they had encountered in each context that they
believed had the largest impact on their privacy (from which the
survey selected a random one to ask more questions about). As we
noted in §4.1.3, participants tended to choose heavily used device
types; use may contribute to perception of high privacy impact.
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Figure 8: Actual privacy protection behaviors and mechanisms for participants’ homes and others’ homes, for the most
commonly presented Selected Devices (see §3.1). (Overall N is only for those three devices, only participants who suggested
options.)

Figs. 19 and 20 in Appx. B combine the twelve most commonly
chosen devices in either environment. Though the percentages are
not directly comparable (due to the wider variety of encounters in
others’ homes), the graphs highlight differences in relative concerns.
E.G., while smart speakers were viewed as highest-impact in one’s
own home, they were comparable with or less concerning than
devices with cameras in others’ homes. This aligns with findings
in §4.2.1 and §4.2.4, where audio data is relatively high-impact in
both contexts, but video ranks lower in participants’ own homes.

4.3 RQ3: Privacy Protection
We aim to understand what privacy-protective mechanisms or be-
haviors are commonly used, and what options, given freedom over
design, would be desired to preserve privacy.

4.3.1 Actual Protective Behaviors and Mechanisms. We asked free-
answer questions about how participants protect their privacy
around Selected Devices. In their own homes, 53% of participants
said they do not do anything to protect their privacy (𝑁 = 1252
usable responses), and 66% did not do anything in others’ homes
(𝑁 = 1220) (𝜒2=46.1, 𝑝 < 0.000001, 𝑉 = 0.14 effect of context.).11

Protection behavior across contexts is related; participants hav-
ing at least one privacy protection in their own home moder-
ately correlated with having a privacy protection in others’ homes
(𝜒2=83.3, 𝑝 < 0.00001,𝑉=0.25; 𝑁 = 1289). The percentage of “None”
responses across the top five Selected Devices and across countries
are shown in Table 15 and Table 18 in Appx. C.

Fig. 8 shows the protective behaviors and mechanisms that were
used around the three most commonly presented Selected Devices

11We did not include participants as saying “None” if they said, for example,
“Nothing, because I avoid them” (i.e. None + a strategy). Rather, we counted these
responses as having a protection strategy.

for each context; additional data is in Tables 16 and 17 in Appx.
C.12 For smart speakers, the most common strategy in participants’
homes was to power off the device. Participants also changed set-
tings, limited their use or information given to the speaker, and
changed their own speaking behavior, e.g., censoring their conver-
sations. For smart TVs, participants more frequently limited their
use, changed settings, and managed security and access control.

In others’ homes, the mechanisms were quite different: partici-
pants’ primary protection against smart speakers was to change
their speaking behavior and censor their conversations. They also
limited or avoided use of the device, and avoided the speaker alto-
gether. Security cameras were the highest concern in others’ homes
(see §4.2.5); to deal with cameras and smart doorbells, participants
avoided the cameras or modified their behavior, for example, walk-
ing a different path to avoid being captured by a neighbor’s camera
or covering their face. For doorbells, participants also changed their
speaking behavior, e.g. to avoid having their voice recorded.

Amongst participants who did not employ protective strategies,
some offered explanations. In many cases, they didn’t feel it was
necessary, at least with the device in question: “Nothing really, it
only records outside so I have no issues” (UsEn588). However, a
sense of defeatism was also common; participants said they felt
that they did not know how or did not have the ability to protect
their privacy (see discussion in §4.4.3).

We found that participants were somewhat more likely to pro-
tect their privacy if they had concerns about devices, both in their
home (𝜒2=40.5, 𝑝 < 0.00001, 𝑉=0.18; 𝑁 = 1310), and in others’
homes (𝜒2=33.9, 𝑝 < 0.00001, 𝑉=0.17; 𝑁 = 1241). In participants’

12Findings in §4.3 are organized around the most frequent Selected Devices, which
do not exactly match the ranking of highest-impact devices given in §4.2.5 because of
the randomized downselection from three devices to one.
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own homes, there was no statistically significant correlation be-
tween comfort with devices and enacting privacy protections, but in
others’ homes, there was a small trend; participants who were com-
fortable were less likely to enact protections (𝜒2 = 17.2, 𝑝 < 0.0001,
𝑉 = 0.11). We conjecture that, in participants’ own homes, the
interaction may be more complex (discomfort may prompt protec-
tions, but protections may increase feelings of comfort), obscuring
the relationship, whereas in others’ homes, efficacy of protections
against unfamiliar or unknown devices may be less certain.

Additional Variation in Privacy Protections. Whether participants
take at least one privacy precaution varied somewhat across coun-
tries, in their own homes (𝜒2 = 20.1, 𝑝 < 0.001, 𝑉 = 0.12 effect of
country) and in others’ homes (𝜒2 = 25.9, 𝑝 < 0.00001, 𝑉 = 0.14),
with participants in the US and Mexico being most likely to protect
themselves in either context.

4.3.2 Desired Privacy Options. To explore creative ideas that might
be beyond the scope of the existing mechanisms described in §4.3.1,
we also asked free-answer questions about what privacy options
participants would like for the Selected Device, if they could have
any options they could imagine. In their own home, only 11% of
participants (𝑁 = 1252 usable responses) said they do not want any
privacy options for the Selected Device; see Table 19 and Table 22
in Appx. C for a breakdown by devices and countries.13

Desired privacy options for participants’ own homes and others’
homes are shown in Fig. 9, again broken down into the three most
commonly presented Selected Devices; additional data is in Tables
20 and 21 in Appx. C. In their own homes, participants want control
over the data collected and the use of that data, for all devices,
along with access control. For smart speakers, they also wanted an
easy method to disable microphones and control activation, echoing
frequently mentioned concerns and perceived privacy impacts from
unknown or unwanted collection of audio data by those devices (see
§4.2.1 and §4.2.4). For smart TVs and streaming devices, participants
also wanted to be able to restrict activity tracking.

In others’ homes, 13% of participants (𝑁 = 1233) did not want
any privacy options, and some opined that it is not their business.
However, most did offer ideas. Similar to their own home, it was
important for many participants to have control over data collected
about them. For smart speakers, they suggested methods to disable
microphones and control activation. For security cameras and smart
doorbells, participants wanted ways to control access; as in §4.2.1,
participants were especially concerned about who might have ac-
cess to video data. It is striking that, while actual protections were
different between own and others’ homes, participants’ suggested
new options would be much more similar across contexts.

Participants often recognized that controlling data practices is
more challenging in others’ homes, but many still had specific ideas,
e.g.: “I wouldn’t want to impose on others, but an option to tem-
porarily halt all data collecting would be nice.” (GrEn1171) This
general interest in privacy options even in situations where partici-
pants do not have power to implement them likely underlies the
small magnitude (and lack of statistical significance) in the differ-
ence in number of participants suggesting privacy options between

13Percentages are after dropping responses that were usable but difficult to classify
as to whether options were wanted.

own-home and others’-homes contexts. Correlations between com-
fort with IoT devices in each context and wanting privacy options
also were not statistically significant, further suggesting that partic-
ipants’ responses were more imaginative (as we asked for) and less
rooted in specifics of their own situations. At the same time, the
contexts were correlated with each other; wanting privacy options
in one’s own home predicts one is more likely to want options in
others’ homes (𝜒2 = 60.3, 𝑝 < 0.000001, 𝑉 = 0.24, 𝑁 = 1101).

Variation across countries in whether participants suggested pri-
vacy options (see Tab. 22, Appx. C) was not statistically meaningful.

4.4 Common Themes
Our thematic analysis process uncovered a variety of themes that
surfaced in answers across multiple qualitative questions.

4.4.1 Pervasiveness of Data Collection and Sharing. Participants
had many concerns about excessive data collection and sharing.
Particularly, collection that occurred in the background, included
sensitive audio or video content, or was surveillance-focused was
problematic. This included concerns about increasing the threat
surface area with more devices and more collection: «Sospecho
que mientras más dispositivos inteligentes menos privacidad se
conserva» (MxSp284) (“I suspect that the more smart devices there are,
the less privacy is preserved”). Always-listening devices were framed
as a privacy concern because they could listen when conversations
were not intended to be shared. A related concern focused on being
monitored and tracked. Participants were sometimes explicit targets
of surveillance: “My partner installed several security cameras in
various locations of our apartment to monitor the activity of, well
basically to monitor my activity” (UsEn561).

4.4.2 Uncertainty About Data Collection and Sharing. While many
were concerned about pervasiveness of data collection and sharing,
participants often were not sure whether or when it was occurring—
and some viewed the uncertainty as a problem in itself: «Mucha
preocupación. No sabes cuando te están grabando» (UsSp368). (“It’s
a big worry. You don’t know when they’re recording you.”)

Participants were more likely to feel like they knew what was
going on in their own homes, where they had more control over
the environment—but even then were often unsure about details of
data practices. Some found it problematic not to know how well
the device and its data were protected: “I believe that there is an
obvious risk whenever you use a smart device as they can be hacked
or they can stop working which means that can put you at risk
sometimes when you don’t know the reason.” (UsEn723)

Uncertainty about unknown devices was especially a concern in
other people’s homes—either because the hosts did not happen to
tell them, or because they were deliberately hiding them: “I haven’t
ever confirmed that someone may have hidden cameras in their
house but I don’t like being watched without consent” (UsEn689).

4.4.3 Agency, Power, and Control. Participantswhowere concerned
about privacy impacts of smart home devices sometimes expressed
it in terms of loss of control: «Quitan la privacidad de mi familia»
(MxSp201) (“They take away my family’s privacy”). In particular,
they focused on loss of control over data: “I strongly suspect, that
smart devices might ‘listen’ too much and transfer data that I may
not be able to control.” (GrEn1160)
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Figure 9: Desired privacy options for participants’ homes and others’ homes, for most commonly presented Selected Devices.

Some participants were concerned about social impediments
to even asking for changes to others’ devices, even if they might
like to, for example viewing it as violating social norms about hos-
pitality and domains of control: «Yo tengo menos control de mi
privacidad porque hay que respetar los hogares de otros y como
manejan su hogar» (UkSp427) (“I have less control of my privacy
because I have to respect other people’s homes, and how they run
their home”) However, others were more comfortable with accept-
ing these norms, though this could be mediated by other power
dynamics, for example employment relationships: “I don’t really
worry about it because I don’t expect to have privacy in other peo-
ple’s homes when I’m working, which is when I’m usually in other
people’s homes” (UsEn525).

4.4.4 Trade-Offs and Resignation. While many respondents took
direct action to protect their privacy, many others took a more
passive approach. Some felt the need to construct a discourse to
justify and normalize the asymmetric status quo between users
and the companies that manufacture smart home devices, as well
as between bystanders and primary users or owners; indicating
acceptance of privacy loss are a very important element of this
discourse. Some users frame the situation in terms that privacy loss
has been the norm in many contexts for some time: “Nothing is for
sure 100% private anymore, even before smart devices” (UsEn511).

Others are categorical, suggesting that acceptance is a better
option than self-complacency and self-deception: “No one has pri-
vacy anymore. Let’s not pretend otherwise, comforting as it is to
try” (UsEn677). However, justifications for the situation vary across
contexts: in one’s own home, privacy violation is often described as
inevitable or normal; while in others’ homes, it relates to not being
able to control someone else’s device, having to respect household
rules, or trusting the owner’s good judgment.

Trade-offs are another central element in this normalizing dis-
course. Participants point out that their privacy is being subjected

to a form of exchange, often acceptable to them because of added
convenience or security: «Me siento constantemente vigilada, pero
es el precio justo a pagar por sentirme segura ya que vivo en una
ciudad con altos índices de peligrosidad, entonces prefiero que estos
dispositivos me mantenga vigilada a costa de mi privacidad con el
fin de tener pruebas videograbadas en caso de un delito» (MxSp245)
(“I feel constantly watched, but that’s the fair price I pay for feeling
safer since I live in a city with high crime rates, so I prefer to have
these devices keeping an eye on me, even at the expense of my privacy,
in order to get footage as proof in case of a crime”).

4.4.5 Trust as Protection. Another significant theme was trust in
other people, companies who build devices, and privacy law as
possible protections—or at least the only realistic ones. Some re-
spondents chose to actively trust authority figures who can provide
protection, e.g., privacy laws, academia, and companies; or spaces
that they perceive as safe, e.g., family, friends, or people they visit
frequently: «Sé que existe un riesgo, pero no lo tomo tan en serio
porque sé que hay millones de dólares en investigación para ofrecer
al cliente una seguridad adecuada» (MxSp341) (“I know there is a
risk, but I don’t take it that seriously because I know there are millions
of dollars in research for providing clients with sufficient security”).

Although they have reservations, some participants cede their
trust to formal legal mechanisms for regulating their information:
“Under UK law we have the right to be informed how our data
is used—I have no idea whether data is encrypted when being
transmitted to my energy provider” (UkEn866).

5 Discussion
In this section, we discuss big picture takeaways, concrete recom-
mendations for developers and policy makers, and future work.
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5.1 Summary of Takeaways
Similarities, Differences, and Correlations Across Contexts. Partici-

pants encountered a more diverse set of devices in others’ homes
compared with their own home. Unsurprisingly, they also used
them less (thus not receiving benefit from exposure of their data).
For the most part, participants had less control over devices in
others’ homes, in terms of being less likely to have an account
and to have input on, or even know about, privacy settings. But a
surprisingly large portion had configured devices in others’ homes,
showing that sometimes visitors do have agency over settings.

Across contexts, participants voiced concerns about data collec-
tion and storage, especially when recorded by audio devices where
participants were uncertain about activation. This agrees with pre-
vious literature [e.g. 7, 9, 30, 49, 75, 96]; we confirm these concerns
at scale and across different countries, socioeconomic factors, and
demographic backgrounds. For the most part, participants were
less likely to have concerns in others’ homes. However, in others’
homes, video cameras—especially unknown video cameras—were
cause for more concern, and seen as having a larger privacy impact
compared with in participant’s homes. Usability was also more of
a concern in others’ homes, possibly due to unfamiliarity.

On the other hand, in participants’ own homes, concerns were
more focused on how device data was being used and shared. Gen-
erally, while a majority of participants in most countries were at
least somewhat comfortable interacting with the devices in both
contexts, a majority were uncomfortable with those devices send-
ing data outside the home. We found that feeling comfortable with
smart home devices, having concerns, having privacy protection
strategies, and having ideas for better privacy options were each
correlated across the two contexts for the same participant.

Participants were more likely to implement protective behaviors
if they had concerns in a given context, though the effect was small.
Protections differed across contexts; e.g., for smart speakers in their
own home, participants most frequently turned off the device, re-
flecting concerns with uncertainty about data collection in standby
mode. In others’ homes, where direct control is less possible, the
primary protections around smart speakers were to alter speaking
behavior and censor conversations. This gives evidence at a larger,
cross-national scale to support practices that had been reported
before [e.g. 1, 75, 88], particularly differences between contexts in
types of protections [30]. Desired privacy options were more similar
across contexts than were actual protective behaviors, with partici-
pants suggesting means of controlling data collection and use in
both contexts, along with access control. This adds breadth from an
international sample to prior findings in the U.S. that bystanders are
most interested in proposed designs that offer them control of data,
sometimes valuing it even more highly than owners [e.g. 36, 130].
However, in others’ homes, some of our participants mentioned
feeling they do not have an expectation of privacy, e.g. due to social
norms—but nonetheless, most participants (in all countries) had
ideas for what they would control if they could.

Cross-Country Differences in Exposure, Concerns and Protections.
Internationally, participants in Germany showed the most concern
specifically about privacy, and were the least comfortable. This is
aligned with the fact that participants in Germany had the fewest
device types in their own homes, following the correlation we found

between own-home exposure and comfort generally. This finding
contrasts with findings in a smaller survey by Bombik et al. [19]
that found similar patterns of smart home device ownership and
use between Germany-Austria-Switzerland, the UK, and the USA,
despite differing levels of concern. However, our results are more in
line with cross-national privacy research suggesting that, in general,
technology penetration and habituation seem to play a much bigger
role in being comfortable / having less privacy concern than any
cultural differences [43].

Participants in Mexico expressed the most concerns about func-
tionality, and were more comfortable with smart home devices, in
both their own homes and others’, despite being most likely to have
concerns and to notice privacy impacts. The relationship between
discomfort and having concerns may be less tightly correlated in
Mexico, demonstrating how nuanced relationships can be between
specific perceived issues and general attitudes [cf. 31, 126].

Meanwhile, participants in the US and Mexico were more likely
to take privacy precautions, in both contexts, while UK and Ger-
many participants were less likely. Some previous studies similarly
found that German participants were less comfortable sharing in-
formation online than in the UK and US [e.g. 19, 33]—though not
necessarily by much [e.g. 70, 132]—however, they had mixed results
for protective behaviors. Teasing this out, a small interview study
[39] found that US participants were more likely than German
participants to believe they could control their privacy. A similar
belief with regard to smart home privacy may explain the otherwise
counterintuitive lack of correlation we found between comfort with
devices and likelihood of protecting privacy in one’s own home.

Demographic Differences In Control and Exposure. Significant dif-
ferences emerged in adoption, usage, and configuration patterns
between male and female respondents. For instance, males were
more involved in deciding to get the device, making the purchase,
and owning the device, compared to non-male participants. Addi-
tionally, male participants were more likely to be involved in config-
uring the device and setting privacy options—and this pattern held
regardless of whether the participant was the most frequent user
of that device. These effects were similar across Germany, Mexico,
and the US. However, gender effects on adoption were insignificant
in the UK, while gender effects on control of privacy were larger;
this merits further exploration.

These findings confirm and generalize qualitative work suggest-
ing that women are more often in secondary-user or passenger-user
roles in smart homes [49, 67, 125], and demonstrates the conse-
quences of negative assumptions about women’s ability to admin-
ister smart home devices [cf. 27, 68]. In addition, our findings show
how gender dynamics play out specifically in terms of who controls
privacy settings. Participants from the 25–45 age group were more
involved with device adoption and configuring privacy settings.
However, age did not have a significant impact on attitudes; no age
group was more comfortable with devices than any other.

5.2 Limitations
We recruited on Prolific tomaximize data quality [40, 107], so we are
limited to the participant pool on the platform. This could bias our
sample towards a younger, more technically comfortable participant
pool. (And, especially in the case ofMexico, amore highly urban one,
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given higher Internet penetration in urban areas [58].) We made
an effort to balance our demographics to be representative of the
population within each country, but there are still skews, and our
participants may not fully represent the range of experiences and
preferences across populations in each country. In addition, because
we required participants to be fluent in English or Spanish (so we
could include free-answer questions), participants in Germany on
average are more highly educated than the general population.

Finally, we limited the study to four countries so we could recruit
enough participants per country to make robust statistical compar-
isons. Although a survey in four countries via two languages allows
for some breadth of comparison, deploying in more languages and
in more countries—particularly, countries outside North America
and Europe—would provide a more comprehensive picture.

5.3 Future Avenues for Research
Our research highlights someways that interpersonal, demographic,
and geographic factors interact with people’s experiences in their
own and others’ smart homes. These findings should be expanded
by exploring the most interesting factors in a study in more coun-
tries (on more continents), facilitated by deploying surveys in more
languages. At the same time, we suggest future research should
explore in more depth factors that might drive the cross-national
variation uncovered in some of our findings. Prior research has sug-
gested that cross-country differences in data privacy views can be
affected or mediated by policies and regulatory climate in different
countries [e.g. 33, 39, 116, 137], as can comfort with IoT devices gen-
erally [19, 74]). E.G., as we noted in §5.1, Dogruel and Joeckel [39]
found US participants had a stronger bent towards do-it-yourself
privacy protection and viewed themselves as having better con-
trol of their smartphone data than German participants. This may
help explain the complex interaction of attitudes and behaviors in
our finding that US participants were both more comfortable with
devices and more likely to take active privacy precautions.

Other cross-national factors that could be explored include the
role of economic structures and Internet penetration [cf. 43, 116];
characteristics of prevalent vendors [cf. 46]; and cultural factors
[overview in 80], e.g., dimensions of cultural difference suggested by
Hofstede et al. [55].14 So far, there is contradictory evidence on the
role the proposed cultural dimensions play in digital privacy views,
with some literature suggesting their role is significant [82, 133] and
others that they are not [43]. Clearly, more exploration of cultural
factors is needed, particularly within countries (e.g., beginning with
small focus groups to tease out how culture-specific perspectives
on the home domain impact privacy views). Such nuanced cultural
analyses could be supported by existing theoretical frameworks
for identifying how people perceive and apply cultural norms of
privacy, such as Contextual Integrity [13, 102] (see §2).

Empirical findings such as ours can suggest directions for study-
ing relationships between between what people say they value
about privacy (attitudes) and what they actually do (behaviors) in
different cultural contexts with different norms —and at the same
time, how cultural norms are adapting to the way smart devices
are reshaping home, family, and society [cf. 111].

14Though critiques of Hofstede et al. point out methodological weaknesses and
problematic assumptions about, e.g., homogeneity of national cultures [e.g. 63, 95].

5.4 Recommendations for Design and Policy
Our free-answer questions about desired privacy options aimed to
provide a balance of systematicity and depth—between the depth of
participatory design studies [e.g. 30, 77, 144, 148, 149], which pro-
vide opportunity for imagination and collaboration but have small
sample sizes, and the generalizability of multiple-choice surveys.

Participants’ common suggestions (see §4.3.2) tended to focus on
empowerment through control over data practices, such as disclos-
ing data practices [see 44, 117, 130, 144, 148], reducing data collec-
tion and use [see 8, 26, 30, 86, 109], reducing storage duration [see
30, 87, 129, 149], access control [see 52, 85, 135, 148, 151], and tangi-
ble shutoff mechanisms [see 5, 36, 109, 144, 151]. An example could
be guest profiles that allow customization [see 30, 109, 144, 149, 151]
Lastly, participants wanted to manage information flow via trans-
parency about data handling, as well as implement recognition
control features [see 86, 87, 109, 127, 138]. Other common sugges-
tions included consent mechanisms like clear opt-in/opt-out.

Participants’ focus on control and transparency indicates these
aspects are important, at least as a necessary minimum standard.
However, those approaches are limited by time, attention, usabil-
ity constraints, and social norms [overview in 4]. In particular,
some participants suggested control options but noted they might
not be attainable in someone else’s home [cf. 30, 87]. Additional
approaches are needed to mitigate imbalances in control of config-
uration and social norms for guests, such as high-privacy defaults
[see 2, 17, 85, 86, 127], and social interaction mechanisms that could
nudge users in shared spaces like rentals, e.g. to reconsider privacy
settings [see 10, 18, 86, 109, 120, 140].

Similarly, while few of our participants commented explicitly
on law and policy, some concerns they raised about systemic prob-
lems would best be addressed at that level (for arguments, see [e.g.
121, 134]). From a policymaker’s perspective, advocating for trans-
parent data practices for bystanders could include implementing IoT
privacy nutrition labels directly on the devices [see 42, 87–89, 153].
Policymakers can also encourage smart home companies to make it
easy to disclose device presence, activity status, and data collection
processes without compromising usability.

Finally, though our findings did not concretely suggest different
designs for different countries, we believe this could be a fruitful
area for research—especially covering bothWEIRD and non-WEIRD
countries, with more varied privacy governance structures.

6 Conclusion
We examined smart home device exposure, adoption, usage, and
configuration, along with general concerns, patterns of comfort
and conflict, privacy impacts, privacy protection mechanisms and
options across different contexts (at your own home and at others
homes), countries, and sociodemographic factors. This allowed us
to observe trends such as a higher tendency for males to decide to
get, purchase, manage, and configure smart home devices, and less
privacy protection strategies in the US. Across countries and con-
texts, we noticed broad concerns over data collection and storage
(and uncertainty about when and how this happens); loss of agency
and control over privacy and data; the weaving of a normalizing
discourse around privacy trade-offs; and the necessity of trusting
one’s privacy to others.
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A Additional Data and Analysis on Exposure, Adoption, Usage, and Configuration (RQ1)
Device Exposure

Figure 10: Top ten devices that participants had in their own home and that they encountered in others’ homes (top ten for the
two contexts combined).

Country Average Device Types in Own Home Average Device Types Encountered in Others’ Homes

Germany (N=347) 3.8 7.8
Mexico (N=383) 5.1 7.9
UK (N=358) 5.3 6.7
USA (N=371) 5.2 7.3

Table 3: Average number of device types in own home or encountered in others’ homes, by country.
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Device Adoption

Category Me Me with someone else Someone else in the home Someone outside the home Total

Decided to Get

Female 39% 22% 31% 7% 684
Male 61% 18% 18% 3% 669
Non-binary 38% 25% 34% 3% 32

Less than 25 37% 21% 38% 4% 381
25 to 45 55% 19% 21% 5% 795
45 to 65 54% 22% 16% 8% 184
65 and above 48% 16% 20% 16% 25

Implemented Purchase

Female 39% 12% 39% 10% 672
Male 63% 9% 23% 5% 670
Non-binary 32% 6% 55% 6% 31

Less than 25 30% 9% 55% 6% 377
25 to 45 57% 11% 24% 8% 791
45 to 65 61% 11% 18% 9% 180
65 and above 63% 17% 4% 17% 24

Owns Device

Female 44% 25% 28% 2% 682
Male 60% 19% 20% 1% 671
Non-binary 34% 22% 38% 6% 32

Less than 25 41% 19% 39% 1% 380
25 to 45 55% 22% 21% 2% 794
45 to 65 59% 24% 14% 2% 184
65 and above 52% 28% 8% 12% 25

Table 4: Adoption patterns for the Selected Device in the participant’s home, by gender and age. (‘Other’ and ‘I don’t know’
responses not included.)
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Decided to Get – Germany (𝜒2 = 14.1, 𝑝 = 0.00017, 𝑉 = 0.22*)

Me Me with someone else Someone else in the home Someone outside the home Total

Female 43% 22% 28% 7% 138
Male 67% 18% 13% 2% 162
Non-binary 29% 57% 14% 0% 7

Decided to Get – Mexico (𝜒2 = 18.5, 𝑝 = 0.00002, 𝑉 = 0.23*)

Me Me with someone else Someone else in the home Someone outside the home Total

Female 30% 20% 45% 5% 161
Male 53% 19% 26% 2% 202
Non-binary 31% 15% 46% 8% 13

Decided to Get – UK (𝜒2 = 5.3, 𝑝 = 0.0211, 𝑉 = 0.13 – not statistically significant*)

Me Me with someone else Someone else in the home Someone outside the home Total

Female 45% 24% 21% 9% 203
Male 64% 16% 13% 6% 140
Non-binary 50% 0% 50% 0% 2

Decided to Get – USA (𝜒2 = 14.3, 𝑝 = 0.00016, 𝑉 = 0.20*)

Me Me with someone else Someone else in the home Someone outside the home Total

Female 39% 20% 32% 8% 182
Male 62% 17% 18% 4% 165
Non-binary 50% 20% 30% 0% 10

Table 5: Involvement in decision to get the Selected Device in participant’s home varies by gender in all four countries. (‘Other’
and ‘I don’t know’ responses not included.)

* Statistical significance and effect sizes are calculated for involvement in decision (“Me” or “Me with someone else”) vs. non-involvement
(“Someone Else” or “Someone outside the home”), for female vs. male participants.
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Implemented Purchase – Germany (𝜒2 = 11.0, 𝑝 = 0.00090, 𝑉 = 0.19*)

Me Me with someone else Someone else in the home Someone outside the home Total

Female 45% 12% 34% 9% 136
Male 66% 10% 19% 5% 163
Non-binary 43% 14% 43% 0% 7

Implemented Purchase – Mexico (𝜒2 = 26.6, 𝑝 < 0.000001, 𝑉 = 0.27*)

Me Me with someone else Someone else in the home Someone outside the home Total

Female 22% 10% 60% 9% 161
Male 50% 10% 36% 4% 202
Non-binary 23% 0% 62% 15% 13

Implemented Purchase – UK (𝜒2 = 9.0, 𝑝 = 0.00269, 𝑉 = 0.16 – not statistically significant*)

Me Me with someone else Someone else in the home Someone outside the home Total

Female 47% 16% 24% 14% 197
Male 71% 8% 16% 6% 139
Non-binary 0% 0% 100% 0% 1

Implemented Purchase – USA (𝜒2 = 25.0, 𝑝 < 0.000001, 𝑉 = 0.27*)

Me Me with someone else Someone else in the home Someone outside the home Total

Female 40% 10% 40% 9% 178
Male 68% 9% 18% 5% 166
Non-binary 40% 10% 50% 0% 10

Table 6: Involvement in implementing the purchase of the Selected Device in participant’s home varies by gender in all four
countries. (‘Other’ and ‘I don’t know’ responses not included.)

* Statistical significance and effect sizes are calculated for involvement in purchase (“Me” or “Me with someone else”) vs. non-involvement
(“Someone Else” or “Someone outside the home”), for female vs. male participants.
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Owns Device – Germany (𝜒2 = 8.4, 𝑝 = 0.00375, 𝑉 = 0.17 – not statistically significant*)

Me Me with someone else Someone else in the home Someone outside the home Total

Female 50% 20% 26% 4% 137
Male 66% 19% 15% 1% 163
Non-binary 29% 29% 43% 0% 7

Owns Device – Mexico (𝜒2 = 5.2, 𝑝 = 0.0223, 𝑉 = 0.12 – not statistically significant*)

Me Me with someone else Someone else in the home Someone outside the home Total

Female 32% 28% 40% 1% 161
Male 49% 23% 28% 0% 204
Non-binary 31% 23% 38% 8% 13

Owns Device – UK (𝜒2 = 0.1, 𝑝 = 0.7401, 𝑉 = 0.03 – not statistically significant*)

Me Me with someone else Someone else in the home Someone outside the home Total

Female 50% 31% 16% 3% 202
Male 68% 14% 14% 3% 139
Non-binary 0% 0% 50% 50% 2

Owns Device – USA (𝜒2 = 7.4, 𝑝 = 0.00638, 𝑉 = 0.15 – not statistically significant*)

Me Me with someone else Someone else in the home Someone outside the home Total

Female 45% 20% 34% 2% 182
Male 61% 17% 21% 1% 165
Non-binary 50% 20% 30% 0% 10

Table 7: Ownership of the Selected Device in participant’s home varies by gender in all four countries. (‘Other’ and ‘I don’t
know’ responses not included.)

* Statistical significance and effect sizes are calculated for ownership (“Me” or “Me with someone else”) vs. non-ownership (“Someone Else”
or “Someone outside the home”), for female vs. male participants.
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Device Usage

Figure 11: Frequency of use of the Selected Device in their own homes across countries.

Figure 12: Frequency of use of (any) devices in other people’s
homes across countries.

Figure 13: Frequency of encountering (any) devices, without
using them, in other people’s homes across countries.

Control of Device Configuration and Profiles

Me and others Others in the house I did it Default settings Total

Female 14% 31% 50% 2% 679
Male 8% 12% 76% 2% 675
Non-binary 23% 26% 45% 0% 31

Table 8: Involvement in configuring the Selected Device in the participant’s own homes, by gender. (‘Other’ and ‘I don’t know’
responses not included.)
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Configuration of Device – Germany (𝜒2 = 13.9, 𝑝 = 0.00019, 𝑉 = 0.22*)

I did it Me and others in the house did it together Others in the house did it Default settings Total

Female 54% 13% 32% 2% 133
Male 81% 5% 13% 1% 161
Non-binary 43% 29% 29% 0% 7

Configuration of Device – Mexico (𝜒2 = 15.6, 𝑝 = 0.00008, 𝑉 = 0.21*)

I did it Me and others in the house did it together Others in the house did it Default settings Total

Female 51% 17% 30% 2% 153
Male 70% 14% 12% 3% 202
Non-binary 45% 45% 9% 0% 11

Configuration of Device – UK (𝜒2 = 14.6, 𝑝 = 0.00013, 𝑉 = 0.21*)

I did it Me and others in the house did it together Others in the house did it Default settings Total

Female 51% 16% 32% 1% 193
Male 82% 4% 13% 1% 137
Non-binary 0% 0% 100% 0% 1

Configuration of Device – USA (𝜒2 = 26.3, 𝑝 < 0.000001, 𝑉 = 0.28*)

I did it Me and others in the house did it together Others in the house did it Default settings Total

Female 50% 11% 36% 2% 174
Male 79% 8% 12% 1% 165
Non-binary 60% 0% 40% 0% 10

Table 9: Involvement in configuring the Selected Device in the participant’s own home varies by gender in all four countries.
(‘Other’ and ‘I don’t know’ responses not included.)

* Statistical significance and effect sizes are calculated for involvement in device configuration (“I did it” or “Me and others did it”) vs.
non-involvement (“Others did it”), for female vs. male participants.

In Own Home: Whether Participant Has an Account/Profile If Yes, What Type

Yes No, I share one No, don’t have No option N Admin Regular Guest/temp N

Female 51% 38% 9% 2% 605 83% 16% 1% 282
Male 63% 28% 8% 1% 632 89% 10% 1% 387
Non-binary 59% 30% 7% 4% 27 93% 7% 0% 15
Total 57% 33% 9% 1% 1270 87% 13% 1% 687

In Others’ Home: Whether Participant Has an Account/Profile If Yes, What Type

Yes No, I share one No, don’t have No option N Admin Regular Guest/temp N

Female 7% 14% 75% 3% 248 59% 35% 6% 17
Male 11% 17% 70% 2% 284 26% 58% 16% 31
Non-binary 8% 25% 67% 0% 12 0% 100% 0% 1
Total 9% 16% 72% 2% 547 37% 51% 12% 49

Table 10: Whether participant has their own individual account or profile on the Selected Device in their own home and (if they
use it) on the Selected Device in someone else’s home, and if so, what type of account or profile. (‘Other’ and ‘I’m not sure’/‘I
don’t know’ responses not included.) Gender has a small effect on whether someone has an account/profile on the Selected
Device in their own home (𝜒2 = 18.0, 𝑝 = 0.0001, 𝑉 = 0.12 for female vs. male), but not on what type of profile, and no significant
effect in others’ homes.
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Control of Privacy Configuration

I did, I did, Me and others Others in the house Default settings Total
for my account for everybody for everybody for everybody

<25 20% 32% 6% 27% 14.5% 359
25-45 20% 44% 6% 17% 12.4% 765
45-65 21% 41% 6% 20% 11.6% 164
65+ 10% 43% 19% 14% 14% 21

Table 11: Control over configuring privacy settings in participants’ own homes, by age. (‘Other’ and ‘I don’t know’ responses
not included.)

Configuration of Privacy Settings – Germany (𝜒2 = 12.3, 𝑝 = 0.00047, 𝑉 = 0.22*)

I did I did, Me and others Others in the house Default settings Total
for my account for everybody for everybody for everybody

Female 24% 24% 12% 27% 13% 119
Male 27% 50% 3% 11% 10% 157
Non-binary 29% 43% 0% 29% 0% 7

Configuration of Privacy Settings – Mexico (𝜒2 = 12.4, 𝑝 = 0.00044, 𝑉 = 0.20*)

I did I did, Me and others Others in the house Default settings Total
for my account for everybody for everybody for everybody

Female 15% 32% 10% 30% 14% 154
Male 25% 41% 7% 14% 13% 202
Non-binary 9% 27% 27% 27% 9% 11

Configuration of Privacy Settings – UK (𝜒2 = 26.8, 𝑝 < 0.000001, 𝑉 = 0.31*)

I did I did, Me and others Others in the house Default settings Total
for my account for everybody for everybody for everybody

Female 15% 32% 9% 28% 16% 186
Male 22% 58% 3% 6% 11% 132
Non-binary 0% 0% 0% 50% 50% 2

Configuration of Privacy Settings – USA (𝜒2 = 18.2, 𝑝 = 0.00002, 𝑉 = 0.25*)

I did I did, Me and others Others in the house Default settings Total
for my account for everybody for everybody for everybody

Female 16% 34% 8% 30% 13% 166
Male 16% 58% 2% 11% 12% 164
Non-binary 22% 33% 0% 33% 11% 9

Table 12: Involvement in choosing the privacy settings for the Selected Device in the participant’s own home varies by gender
in all four countries. (‘Other’ and ‘I don’t know’ responses not included.)

* Statistical significance and effect sizes are calculated for involvement in choosing privacy settings (“I did, for my account”, “I did, for
everybody” or “Me and others”) vs. non-involvement (“Others in the house”), for female vs. male participants.
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B Additional Data and Analysis on Concerns, Conflicts, and Privacy Perspectives (RQ2)
Concerns

In Own Home In Others’ Homes

Country % Concerns % No Concerns N % Concerns % No Concerns N

Germany 49% 48% (N=291) 36% 62% (N=308)
Mexico 59% 40% (N=351) 39% 61% (N=335)
UK 42% 56% (N=332) 24% 75% (N=328)
USA 53% 46% (N=343) 32% 67% (N=336)

Table 13: Percentages of participants who mentioned concerns or said they had none, by country.𝑎

𝑎 Percentages do not add up to 100% because some responses were generally usable (i.e. clear and on-topic) but difficult to classify as
concerns vs. no concerns, for example those containing hypothetical comparisons, or concerns that did not cause worry.

Comfort

Figure 14: Participants’ average level of comfort interacting with smart devices in different contexts, and with their data
practices, by country. Participant’s comfort with general interaction (𝜒2 = 25.4, 𝑝 < 0.0001, 𝑉 = 0.13) and comfort with devices in
their own home (𝜒2 = 42.2, 𝑝 < 0.00001, 𝑉 = 0.17) varied significantly by country, with a small effect size (responses binarized to
comfortable/not comfortable for all statistical tests).

Figure 15: Participants’ average level of comfort interacting
with smart devices in general, by country and gender. No
effects were statistically significant.

Figure 16: Participants’ average level of comfort interacting
with smart devices in their own homes, by country and
gender. No effects were statistically significant.
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Figure 17: Participants’ average level of comfort interacting
with smart devices in other people’s homes, by country and
gender. No effects were statistically significant.

Figure 18: Participants’ average level of comfort interacting
with smart devices sending data over the internet, by country
and gender. No effects were statistically significant.

Privacy Impacts

In Own Home In Others’ Homes

Country % Impacts % No impact N % Impacts % No impact N

Germany 58% 31% (N=319) 58% 37% (N=312)
Mexico 75% 19% (N=339) 56% 39% (N=316)
UK 60% 34% (N=337) 57% 40% (N=331)
USA 70% 24% (N=340) 63% 32% (N=341)

Table 14: Percentages of participants who mentioned privacy impacts or said they did not perceive any, by country.𝑎

𝑎 Percentages do not add up to 100% because some responses were generally usable (i.e. clear and on-topic) but difficult to classify as impacts
vs. no impact, for example those containing hypothetical comparisons or dependency factors.

Devices With Highest Privacy Impact

Figure 19: Frequency of participants choosing devices as
having the largest impact on their privacy in their own
home (up to three choices, all included here).

Figure 20: Frequency of participants choosing devices as
having the largest impact on their privacy in other people’s
homes (up to three choices, all included here).
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C Additional Data and Analysis on Privacy Protection (RQ3)
Actual Protective Behaviors and Mechanisms

Device % No Protections in Own Home % No Protections in Others’ Homes

Smart Speaker 50% (N=323) 66% (N=332)
Smart TV 62% (N=177) 67% (N=113)
Streaming Device 49% (N=133) 74% (N=70)
Security Camera 44% (N=96) 62% (N=212)
Smart Doorbell 55% (N=42) 72% (N=160)

Table 15: The percent of participants who said they do not take measures to protect their privacy in each context, for the five
most frequently presented Selected Devices.

Device N Protection 1 Protection 2 Protection 3

Smart Speaker 162 Power off device Limit use or info Settings
Smart TV 68 Limit use or info Settings Software & network security
Streaming Device 68 Settings Limit use or info Access control
Gaming Console 64 Limit use or info Settings Access control
Security Camera 55 Access control Settings Choose location

Table 16: Most common privacy-protective behaviors or mechanisms participants used in their own home, for the most common
Selected Devices

Device N Protection 1 Protection 2 Protection 3

Smart Speaker 115 Change speaking behavior Limit use or info Avoid use
Security Camera 81 Avoid devices Other behavior change Cover themselves
Smart Doorbell 45 Change speaking behavior Other behavior change Avoid devices
Smart TV 37 Limit use or info Avoid linking accounts Access control
Gaming Console 36 Access Control Limit use or info Avoid linking accounts

Table 17: Most common privacy-protective behaviors or mechanisms participants used in other people’s homes, for the most
common Selected Devices

Country % No Protections in Own Home % No Protections in Others’ Homes

Germany 59% (N=282) 71% (N=293)
Mexico 49% (N=348) 64% (N=318)
UK 60% (N=302) 74% (N=305)
USA 45% (N=319) 57% (N=304)

Table 18: The percent of participants who said they do not take measures to protect their privacy around the Selected Devices
in each context, by country.
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Desired Privacy Options

Device % No Desired Options in Own Home % No Desired Options in Others’ Homes

Smart Speaker 8% (N=319) 7% (N=335)
Smart TV 8% (N=178) 18% (N=108)
Streaming Device 11% (N=132) 14% (N=67)
Security Camera 15% (N=98) 10% (N=216)
Smart Doorbell 23% (N=48) 16% (N=165)

Table 19: The percent of participants who did not suggest any desired privacy options in each context, for the five most
frequently presented Selected Devices.

Device N Option 1 Option 2 Option 3

Smart Speaker 295 Data collection & storage control Data flow & usage control Disable microphone
Smart TV 164 Data flow & usage control Restrict activity tracking Data collection & storage control
Streaming Device 118 Data collection & storage control Data flow & usage control Access control
Gaming Console 109 Data flow & usage control Access control Data collection & storage control
Fitness Tracker 103 Data flow & usage control Data collection & storage control Restrict activity tracking
Table 20: Most common privacy options participants proposed for their own home, for the most common Selected Devices

Device N Option 1 Option 2 Option 3

Smart Speaker 316 Data collection & storage control Disable microphone Data flow & usage control
Security Camera 199 Data collection & storage control Access control Data flow & usage control
Smart Doorbell 142 Data collection & storage control Access control Data flow & usage control
Smart TV 92 Data collection & storage control Data flow & usage control Restrict activity tracking
Gaming Console 64 Access control Data collection & storage control Share accounts

Table 21: Most common privacy options participants proposed for other people’s homes, for the most common Selected Devices

Country % No Desired Options in Own Home % No Desired Options in Others’ Homes

Germany 8% (N=266) 10% (N=284)
Mexico 9% (N=340) 10% (N=326)
UK 15% (N=322) 16% (N=310)
USA 12% (N=324) 15% (N=313)

Table 22: The percent of participants who did not suggest any desired privacy options for the Selected Devices in each context,
by country.
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D Participant Characteristics
This appendix gives a picture of the demographics and life experiences of participants in our dataset. The full set of questions and answer
options can be found within the survey instrument at https://bit.ly/3Vlfn82. This data was also used to support findings about demographic
and socioeconomic correlations in Section 4.

Notes, Explanations, and Caveats: Here we provide information pertinent to all or most tables in this appendix. Additional information is
provided below each table.

• The row labels in the table below reflect specific answer options offered to participants where feasible, but are abbreviated where
answer options were longer or more complex in nature.

• For some questions, participants were invited to check all options that applied; in such cases, breakdowns may not add up to 100%.
• In all cases, breakdowns may not add up to 100% due to rounding.
• For some questions where “Other (please explain)” was offered as an option, we recategorized some of the answers as belonging to
existing answer options.
– For gender, we only recategorized where the self-description was identical to a listed option, as the choice of specific labels has its
own significance. (In the similar case of race/ethnicity, no self-descriptions matched the given options.)

– For the remaining questions, where the choice of label is not especially significant, we recategorized some self-descriptions where
they were basically equivalent to or encompassed by one of the given answer options. E.G., for who the participant lives with, we
recategorized an answer of “Grandparents” as “Other family member(s)”.

• For the remaining questions with an “Other (please explain)” option, if we noticed clusters of similar self-descriptions, we broke
these out as a separate line in the tables below. These should not necessarily be taken as truly separate categories; for example, under
employment status, a number of people who picked “Other” described themselves as “Self-employed”—but of course, many people
who chose given options, e.g. “Full-time employment”, may also have been self-employed.

• For the most part, the answer options offered for each question were the same across countries, and translated directly between the
two languages. Exceptions are noted in the tables below.

• For most of our questions covered here, we offered a “Prefer not to answer” option; Ns for each question therefore vary, as we dropped
those responses from the analysis. (N=1459 for questions answered by everyone.)

Participant Characteristics: Descriptive Statistics
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Demographic Characteristics (Part 1) Total Germany Mexico UK USA

Age* (N=1459) (N=347) (N=383) (N=358) (N=371)
Median 30 y.o. 28 y.o. 25 y.o. 36 y.o. 31 y.o.
Range 18–79 y.o. 18–71 y.o. 19–68 y.o. 18–79 y.o. 18–79 y.o.

Gender𝑎 (N=1454) (N=344) (N=383) (N=358) (N=369)
Female 50% 46% 42% 60% 51%
Male 48% 52% 54% 40% 46%
Non-binary 2% 2% 4% 1% 3%
Other descriptions < 0.5% < 0.5% < 0.5% 0% 0%

Household Income Quintile𝑏 (N=1326) (N=306) (N=332) (N=340) (N=348)
Lowest 14% 24% 16% 9% 9%
Second 17% 19% 24% 9% 16%
Third 17% 13% 19% 16% 18%
Fourth 23% 19% 27% 22% 23%
Highest 29% 25% 14% 44% 33%

Educational Attainment‡♢ (N=1452) (N=345) (N=382) (N=358) (N=367)
Middle school/junior high (level 1) or less - < 0.5% < 0.5% 1% 1%
Comprehensive secondary (grade 10; level 2) - 8% - 16% -
High school (4yr); sixth form/trade school - 35% 29% 28% 34%
Community/technical college (2yr); Associates - - 5% - 20%
University (4yr); Bachelor/professional degree - 32% 58% 36% 31%
(Post)Graduate school; Masters - 22% 7% 17% 10%
Doctorate or higher - 4% 1% 3% 3%
Other: Some college - 0% 0% 0% 2%

Employment Status‡♢𝑐 (N=1435) (N=347) (N=375) (N=356) (N=359)
Full-time employment 44% 41% 39% 55% 39%
Full-time student 13% 22% 17% 3% 9%
Part-time employment, part-time student 11% 17% 17% 5% 6%
Part-time employment (only) 13% 10% 9% 16% 15%
Not employed, but seeking work 9% 4% 13% 5% 14%
Not employed; not seeking work 8% 3% 2% 14% 13%
Other: Self-employed/freelance 1% 2% < 0.5% 1% 2%
Other: Full-time student, also employed 1% 1% < 0.5% 0% 1%
Other descriptions 1% 1% 2% 1% 1%

Table 23: Selected demographic characteristics of survey participants. Except where noted, data are from questions asked in
our survey.

Notes:
* Data from Prolific (not part of our exit survey).
‡ Participants’ self-descriptions under “Other (please explain)” may have been recategorized if they were similar to a given answer choice,
or a recognizable subcategory thereof.
♢ Participants’ self-descriptions under “Other (please explain)” are broken out according to clusters of common answers.
𝑎 One participant’s self-description under “Other (please explain)” was recategorized as it was identical to one of the given answer choices.
𝑏 Answer options for income differed by country. For each, we presented income ranges based on household income decile thresholds from
the World Inequality Database [146] (combined into quintiles).
𝑐 Options for educational attainment followed the structures of the education system in each country, which are quite different between
Europe and North America. The row labels here do not reflect the full descriptions that were given for each country.
In addition, unlike other questions, answer options differed between languages. For example, for the Spanish version distributed in the U.S.,
we included approximate equivalents from both the U.S. and Mexican education systems within each option, on the logic that a Spanish
speaker in the U.S. might likely have been educated in either place—but for the U.S. English version, we referenced only the U.S. system.
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Demographic Characteristics (Part 2)𝑎

Ethnicity/Race—Germany†♢ (N=339) Ethnicity/Race—Mexico†♢𝑐 (N=361)
Arab, Middle Eastern, North African 4% Asian, Pacific Islander (including Native Hawaiian) 0%
Asian 6% Black, Afro-Mexican, African descent 3%
Black 1% Indigenous (including Alaska Native) 3%
Pacific Islander (including Native Hawaiian) 0% White, European descent 21%
Romani/Traveller 0% Other: Latino(a), Hispanic, Mexican, Mestizo(a)𝑑 76%
White 87% Other: Arab < 0.5%
Other: Latin(o)(a), Hispanic 3% Other descriptions 1%
Other: Mestizo(e)𝑏 1%
Other: Details of other mixed ethnicity/race 1%
Other descriptions 2%

Ethnicity/Race—UK†♢ (N=356) Ethnicity/Race—USA†♢ (N=369)
Arab, Middle Eastern, North African 1% Asian, Asian-American 12%
Asian, Asian British 4% Black, African-American 10%
Black, Black British, Caribbean, African 7% Hispanic/Latino/Latinx 20%
White 87% Middle Eastern, North African < 0.5%
Other: Latino(a) 1% Native American, Alaska Native 3%
Other: Mixed (no further details) < 0.5% Pacific Islander (including Native Hawaiian) 1%
Other: Details of other mixed ethnicity/race 1% White 65%

Other: Romani < 0.5%
Other: Multiracial/mixed (no further details) 1%
Other: Details of other mixed ethnicity/race < 0.5%

Table 24: Ethnicity and/or race of survey participants. Data is from a question asked in our survey, which differed by country.

Notes:
† Participants were invited to check all options that applied.
♢ Participants’ self-descriptions under “Other (please explain)” are broken out according to clusters of common answers.
𝑎 Options given for ethnicity or race were different between countries, as ideas about the relevant categories and what they mean vary
greatly. For the UK, we used categories the UK national censuses. For the U.S., we used census categories with a couple of additions commonly
broken out in survey research; we did similarly for Mexico, with nuances noted below. As Germany does not include ethnicity in any national
census, we used categories gleaned from survey research.
𝑏 As participants describing themselves as “Mestizo” in Germany were born in a variety of countries with different ideas about ethnic labels,
we did not view it as appropriate to combine it with “Latino” in this case. (Unlike with Mexico; see below.)
𝑐 The Mexican census intentionally only asks whether someone is a member of certain minority ethnic groups, with the intent of blurring
racial, ethnic, or regional differences amongst the majority of the population, in favor of a unified Mexican identity. However, there is no
agreed-upon term to cover this concept; terms like Latino and Hispanico are primarily used outside Mexico, and Mexicano is ambiguous in
scope. We therefore left the matter open to self-description for those who did not fit into the limited categories we offered.
𝑑 This group combines answers including (in order of frequency): Latino/Latina, Hispano/Hispana, Mexicano/Mexicana/Mexican, Mestizo,
Hispanic/Hispanico, Latinoamericano/Latina americana, Latin, Mixto, Latinx, or combinations of those terms. We consider these answers
together as they all may be used to express a similar concept of broadly Mexican or Latin American identity. (We assume the prevalence of
terms like Latino and Hispanic is due to Prolific participants’ being accustomed to seeing them in surveys.)
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Demographic Characteristics (Part 3) Total Germany Mexico UK USA

Type of Locality (N=1448) (N=342) (N=382) (N=356) (N=368)
Rural 12% 14% 2% 14% 18%
Suburban 38% 29% 19% 55% 51%
Urban 50% 57% 79% 31% 30%
Other descriptions < 0.5% 0% 0% 1% 0%

Immigration Status*𝑎 (N=1459) (N=347) (N=383) (N=358) (N=371)
Born in current country of residence 88% 78% 98% 85% 90%
Not born in current country of residence 12% 22% 2% 15% 10%

First Language*𝑏
Out of those who took survey in English: (N=990) (N=320) (N=22) (N=333) (N=315)
English 62% 1% 0% 95% 93%
German 27% 83% 0% 1% 0%
Spanish 3% 1% 100% < 0.5% 3%
Other 8% 16% 0% 4% 4%
Out of those who took survey in Spanish: (N=463) (N=26) (N=358) (N=24) (N=55)
English 9% 0% 1% 50% 49%
German 2% 27% 0% 0% 0%
Spanish 87% 62% 99% 33% 49%
Other 2% 12% < 0.5% 17% 2%

Table 25: Selected demographic characteristics of survey participants. Except where noted, data are from questions asked in
our survey.

Notes:
* Data from Prolific (not part of our exit survey).
𝑎 Immigration status was inferred by comparing Prolific data on participants’ country of residence and country of birth.
𝑏 Language data does not include 6 participants who took the Spanish version of the survey but responded to free-answer questions in
English.
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Personal and Work Situations Total Germany Mexico UK USA

Housing Situation‡♢ (N=1438) (N=344) (N=380) (N=350) (N=364)
Owns their home 33% 16% 29% 55% 32%
Rents from someone who also lives there 7% 11% 5% 4% 10%
Rents from someone who doesn’t live there 32% 55% 17% 32% 28%
Lives with someone without paying rent 24% 14% 46% 7% 28%
Lives in hotel/Airbnb/other temporary housing < 0.5% 0% < 0.5% 0% 1%
Lives in dorm/long-term care/institutional housing 2% 4% 1% 1% 1%
Other: Living with parents/family 1% < 0.5% 2% 1% < 0.5%
Other descriptions 1% 1% 1% 0% < 0.5%

Who Participant Lives With†‡♢ (N=1436) (N=338) (N=380) (N=355) (N=363)
Spouse(s)/partner(s) 40% 40% 23% 61% 39%
Friend(s) 7% 13% 5% 6% 6%
Child(ren) 22% 10% 17% 42% 19%
Parent(s) 33% 20% 60% 13% 34%
Sibling(s) 16% 7% 36% 3% 15%
Other family member(s) 6% 4% 9% 2% 9%
Lives alone 14% 24% 5% 12% 17%
Other: Housemate(s)/flatmate(s)/roommate(s) 2% 2% 0% 1% 0%
Other descriptions < 0.5% < 0.5% < 0.5% 1% < 0.5%

Experiences with Visitors to Home—Past 2 Yrs† (N=1459) (N=347) (N=383) (N=358) (N=371)
Had someone they know visit (not overnight) 90% 92% 89% 92% 86%
Had someone visit and stay overnight 63% 74% 63% 60% 56%
Held a group meeting/event inside their home 40% 42% 66% 25% 24%
Had someone working inside their home 41% 41% 35% 45% 42%
Had someone working outside close to the home 27% 22% 22% 26% 37%

Experiences Visiting Others’ Homes—Past 2 Yrs† (N=1459) (N=347) (N=383) (N=358) (N=371)
Visited someone they know (not overnight) 93% 96% 91% 94% 91%
Stayed overnight in someone’s home 71% 87% 73% 65% 59%
Attended a group meeting/event at someone’s home 61% 70% 85% 42% 48%
Been inside someone’s home for work 22% 31% 25% 16% 17%
Worked outside close to someone’s home 13% 15% 14% 7% 16%

Table 26: Selected aspects of survey participants’ housing, personal, and work situations. Data are from questions asked in our
survey.

Notes:
† Participants were invited to check all options that applied.
‡ Participants’ self-descriptions under “Other (please explain)” may have been recategorized if they were similar to a given answer choice,
or a recognizable subcategory thereof.
♢ Participants’ self-descriptions under “Other (please explain)” are broken out according to clusters of common answers.
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Technology Experience Total Germany Mexico UK USA

Technology Background
Has educational background in CS, CE, or IT (N=1403) 21% 27% 22% 15% 19%
Has worked in CS, CE, or IT (N=1420) 20% 28% 19% 15% 18%
Has written a computer program (N=1452) 27% 35% 32% 16% 25%
Has ≥ 1 digital security requirement at work (N=1073)𝑎 72% 73% 70% 77% 66%
Has ≥ 3 digital security requirements at work (N=1073)𝑎 20% 25% 19% 20% 16%

Frequency of Being Asked for Help with Technology (N=1459)
Rarely 26% 24% 20% 36% 25%
Sometimes 50% 53% 52% 48% 49%
Frequently 24% 24% 27% 16% 27%

Table 27: Selected aspects of survey participants’ technology experience. Data are from questions asked in our survey. Most
questions borrowed with modifications from Tan et al. 2017 [128], except digital security requirements at work borrowed with
modifications from Abu-Salma and Livshits 2020 [3].

Notes:
𝑎 The question about digital requirements at work did not ask for a number. Rather, it offered five options plus “Other (please explain)”, and
we counted how many each person checked.
We also offered an option for “not currently working”; the N for digital security requirements questions includes only participants who are
currently working.
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E Codes for Qualitative Analysis of
Free-Answer Questions

This appendix lists the codes used for thematic analysis of free-
answer data. A full codebook with coding rubrics can be found at
https://bit.ly/3Vlfn82

Concerns
Questions coded:

• In participants’ own homes: “Have you ever had any con-
cerns regarding IoT devices in your home? If so, what de-
vice(s) and why?” / «¿Alguna vez ha tenido alguna inquietud
con respecto a los dispositivos IoT en su hogar? Si es así,
¿con qué aparato y por qué?» (Asked all participants.)

• In other people’s homes: “Have you ever had any concerns
regarding IoT devices in other people’s homes? If so, what
device(s) and why?” / «¿Alguna vez ha tenido alguna in-
quietud con respecto a los dispositivos IoT en los hogares
de otras personas? Si es así, ¿con qué aparato y por qué?»
(Asked participants who had encountered devices in others’
homes.)

Types or causes of concern:15

• Access control
• Audio
• Child use/exposure
• Data collection/storage
• Data use/misuse
• Elder use
• Energy use
• Functionality
• Hacking
• High cost
• Information sharing
• Listening to/recording conversations
• Network connection
• No control in others’ homes [used only for others’ homes]
• Power imbalance
• Privacy
• Security
• Surveillance by user
• Surveillance/monitoring (general)
• Tracking
• Usability
• Video

Other/meta:
• Other concerns
• No concerns
• Off topic/unclear

Privacy Impacts
Questions coded:16

15Groupings are post hoc, to provide structure to the findings. They were not part
of the coding process, and are not intended as an analysis of, e.g., how people think
about privacy impact.
* indicates code could be viewed as belonging to multiple groups.

16We did not provide a definition of “privacy” anywhere in the survey, but rather
left it open to participants’ interpretations.

• In participants’ own homes: “What is the impact of IoT de-
vices in your home on your privacy? ” / «¿Cuál es el impacto
de los dispositivos IoT en su hogar en su privacidad?» (Asked
all participants.)

• In other people’s homes: “What is the impact of IoT devices
in other people’s homes on your privacy?” / «¿Cuál es el
impacto de los dispositivos IoT en los hogares de otros en su
privacidad?» (Asked all participants.)

Degree of privacy impact:
• Large privacy impact
• Small privacy impact
• No impact

Factors that affect degree of impact:
• Being careful/self aware*
• Configuration dependent
• Nothing to hide
• Usage/device dependent

Polarity of privacy impact:
• Negative privacy/security impact
• Positive privacy/security impact

Sources of privacy impact (how devices cause impact):
• Audio
• Consent/disclosure/privacy rights*
• Data collection/storage
• Data use or sharing
• Hacking/security
• Listening to/recording conversations
• Location privacy*
• No control in others’ homes [used only for others’ homes]
• Surveillance by user
• Surveillance/monitoring/tracking (general)*
• Video

Effects of privacy impact (what kinds of impacts are enabled/allowed):
• Being careful/self aware*
• Consent/disclosure/privacy rights*
• Corporate control/monetization
• Location privacy*
• Normalization/resignation
• Safety under threat
• Surveillance/monitoring/tracking (general)*

Other/meta:
• Other impacts
• Uncertain or unconcerned
• Off topic/unclear

Actual Protective Behaviors and Mechanisms
Questions coded:

• In participants’ own homes: “How do you protect your pri-
vacy around the <insert Selected Device> in your home? Are
there specific actions you take or strategies you use?” / «¿Có-
mo protege su privacidad en torno a <insert Selected Device>
en su hogar? ¿Hay acciones específicas que toma o estrate-
gias que usa?» (Asked participants who had devices in their
homes.)
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• In other people’s homes: “How do you protect your privacy
around the <insert Selected Device> in someone else’s home?
Are there specific actions you take or strategies you use?”
/ «¿Cómo protege su privacidad en torno a <insert Selected
Device> en la casa de otra persona? ¿Hay acciones específicas
que toma o estrategias que usa?» (Asked participants who
had encountered devices in others’ homes.)

Technical protections:
• Access control
• Cover or disable sensor
• Power off device
• Settings
• Software and network security

Behavioral strategies:
• Alternative information
• Ask owner for info/protections
• Avoid devices
• Avoid linking accounts
• Avoid use
• Change speaking behavior
• Choose location of device
• Cover themselves
• Educate self or others
• Find devices
• Limit time in home
• Limit use or info given
• Other behavior change

Other/meta:
• Other protections
• None
• Uncertain/off topic/unclear

Desired Privacy Options
Questions coded:

• In participants’ own homes: “If you could have any privacy
options that you can imagine, what privacy settings would
you pick for the <insert Selected Device> in your home?” /
«Si pudiera tener cualquier opción de privacidad que pueda
imaginar, ¿qué configuración de privacidad elegiría para
<insert Selected Device> en su hogar?» (Asked participants
who had devices in their homes.)

• In other people’s homes: “If you could have any privacy op-
tions that you can imagine, what privacy settings would you
pick for the <insert Selected Device> in someone else’s home?”
/ «Si pudiera tener cualquier opción de privacidad que pue-
da imaginar, ¿qué configuración de privacidad elegiría para
<insert Selected Device> en la casa de otra persona?» (Asked
participants who had encountered devices in others’ homes.)

Types of privacy settings or controls:
• Access control
• Activation control
• Consent
• Content control
• Control automatic recognition
• Data collection/storage control

• Data flow/usage control
• Disable camera/video
• Disable microphone/listening
• Network control
• Power off
• Private browsing
• Restrict activity tracking
• Share accounts/multiple profiles
• Spatial constraints
• Use indicator

Other/meta:
• Other options
• Something stricter (vague)
• None
• Their home their choice [used only for others’ homes]
• Uncertain or unconcerned
• Off topic/unclear
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