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ABSTRACT
To understand why people engage in privacy protection behaviors
on the Internet, multiple researchers tried to reveal the underlying
factors of the phenomenon. The results were ambiguous. Identifying
privacy concerns as a mediating construct, some researchers were
able to establish its influence on protection behaviors, others were
not. In addition, the structure of hypothesized factors affecting
privacy concerns differed from work to work. This paper aims
to shed light on the inconsistencies in the previous research. To
achieve this, we perform an exploratory analysis of factors affecting
privacy protection behavior on the Internet. We conduct a survey
on a Russian sample (𝑁 = 228) and perform the analysis using a
technique of structural equation modeling. Our results suggest the
following: (a) privacy protection behavior is a multidimensional
construct, with each behavior type being affected by its own set
of factors; (b) privacy concerns might have a dynamic structure,
that is dependent on the context and the environment of the target
population. Given these findings, we conclude that future research
should consider a specific type of protection behavior together
with characteristics of the target population and to refrain from
generalization of the results from other domains or protection
behavior types.

1 INTRODUCTION
Individuals always seek a balance when they interact with others.
The pushing need for social communication makes them disclose
personal information. At the same time, to avoid the threat of being
manipulated by those who know their secrets, a person aims to
control the amount of information shared by them [4, 49]. While
this type of control is often referred to as privacy [4], the Inter-
net exhibits the phenomenon in a new light, posing unexpected
challenges to researchers.

The extensive use of digitized personal data in the modern
economies led to the need to rethink privacy [33]. On the one
side, users started to utilize a variety of online services, such as e-
commerce, banking, or gaming [21]. Often, those services required
users to provide them with personal information. On the other side,
companies started to collect more personal data to make better
business decisions. Time has shown that the data could be made
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available to third parties without individuals’ consent [11, 25]. Un-
surprisingly, these trendsmade some users concerned about sharing
data in the Internet [17].

To obtain the understanding of why individuals share informa-
tion in the Internet, researchers designed a number of hypotheses
on factors affecting the disclosure and protection behaviors. Among
others it was suggested that individuals’ privacy concerns are the
antecedents of the behaviors of interest [17]. Surprisingly, that
was not always the case. Researchers faced what is known as the
privacy paradox, a situation when users’ stated privacy concerns
do not sufficiently explain their privacy protection behavior [40].
However, the evidence on the aforementioned phenomenon is man-
ifold (see [15] for the overview).

The privacy paradox can be viewed as a manifestation of privacy
calculus. The latter refers to the individuals making a decision on
information disclosure based on the assessment of the correspond-
ing risks and benefits [13]. In that case privacy concerns can be
viewed as an operationalization of costs, while rewards from the
information disclosure might be considered as an operationaliza-
tion of benefits [46]. Thereby, in the light of privacy calculus the
“paradoxical” behavior is viewed as a result of cost-benefit assess-
ment. In a similar fashion, Baruh et al. point to a moderate or small
effect of privacy concerns on resulting behaviors and intentions
in their meta-review [7]. Interestingly, the authors also observed
different correlations between privacy concerns and behaviors in
different domains (e.g., revealing the privacy paradox only in the
context of social networks). Given that, we conclude that there is
a certain gap in the understanding of different privacy behaviors
and their antecedents.

One way to deeper understand the problem is to investigate it
in different contexts. For instance, existing research on privacy be-
haviors examined the phenomenon in different nations, revealing
new insights from distinct populations [37, 38]. In our study we
followed a similar approach and chose a specific population for the
investigation: adult Russian Internet users. This choice is motivated
by two factors. First, the Russian population is relatively underrep-
resented in privacy studies. Previous research investigated samples
from North America [19, 29, 34], Western Europe [26, 37, 55], and
some Asian countries [3, 38], while little research was done on
samples from Eastern Europe. Second, the Russian government is
known for a wide range of established censorship and surveillance
measures [20, 53]. Additionally, the Russian population experiences
risks of the conscription and mobilization due to the ongoing war
with Ukraine. Thereby, the Russian population might be exposed
to different threats and might bring new light on the phenomenon
of privacy behavior.
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RQ: “What factors do underlie privacy protection behaviors in
the population of Russian Internet users?”

This paper is structured as follows. In the next sectionwe identify
the gaps and inconsistencies in the literature on privacy concerns
and privacy protection behaviors. In section 3, we describe how we
approached the problem by detailing our method. Section 4 presents
descriptive statistics and the results of our analysis. Section 5 dis-
cusses the limitations of our work and embeds our findings into the
existing research. Finally, we conclude our paper with a summary
of the obtained results.

2 BACKGROUND
In this sectionwe review several constructs related to the perception
of privacy. We discuss how existing works investigate them and
identify the gaps in the domain knowledge.

Privacy protection behavior. The notion of privacy protection is
closely associated with the protection behavior. Altman suggests
that people utilize a number of behavioral mechanisms to achieve
their desired level of privacy [4]. The author points to the dynamic
nature of this process: a person adjusts boundaries to their self and
pays physical and psychological costs.

The protection behavior is investigated from several perspectives.
Roger’s Protection Motivation Theory (PMT) posits that the inten-
tion to adopt a protection behavior is influenced by thee factors:
probability of threat occurrence, response efficacy, and outcome
severity [42]. In addition, the revised PMT introduces an additional
factor of self-efficacy [32]. The latter is adopted from Bandura’s
work [5] and represents a person’s beliefs on their ability to suc-
cessfully perform actions necessary to achieve a certain goal.

Utilizing protection technologies is not the only type of pro-
tection behavior. Liang and Xue provides researchers with an-
other perspective and introduce Technology Threat Avoidance
Theory (TTAT)[30]. The authors state that the threat avoidance
behavior is influenced by two factors: threat appraisal and coping
appraisal. The former is referred to the assessment of the threat pos-
sibility by a person, and the latter reflects the person’s evaluation
of their threat mitigation capabilities. Additionally, the theory ac-
counts for emotion-focused coping. The latter is likely to be induced
when users feel that they have limited control over a situation.

In addition to the diversity of theoretical approaches, a variety of
methods exist to measure privacy behavior. First, some researchers
ask participants to indicate the degree of specific privacy protec-
tion technologies. Weinberger et al. asked respondents to agree or
disagree with statements on the use of specific privacy protection
measures [48]. Boerman et al. presented respondents with scales
about the frequency of use of privacy protection technologies [8]. A
binary scale was used by Mohamed and Ahmad to find out whether
survey participants use any privacy measures [38]. Second, other
researchers construct scales to measure privacy protection behav-
ior. Youn constructed scales for three types of behavior: refusing
to use a website, falsifying or providing incomplete information
about themselves, seeking help of more experienced agents [54]. A
number of similar factors constituted privacy behavior scales uti-
lized by Adhikari and Panda [3]. Thereby, while some researchers
measured the behavior as a single construct, others distinguished

several types of protection behaviors.

H1. Privacy protection behavior is a multidimensional construct.

Privacy concerns. Privacy concerns are shown to be a prominent
factor affecting protection behavior. Dinev and Hart explore the
link between privacy concerns and an attitude to share personal
information [18]. In a similar manner, Malhotra et al. investigate
the influence of privacy concerns on the behavioral intention to
share the information [34]. A number of empirical studies reveal
the connection between privacy concerns and actual reported be-
haviors [3, 38, 55].

There are a number of works that investigate what constitutes
privacy concerns. Smith et al. consider four contributing factors:
collection, errors, unauthorized secondary use, and improper ac-
cess [45]. The first factor represents the feeling of the overwhelming
amount of collected data. The second refers to the lack of protection
from deliberate and accidental errors in processed data. The third
represents the concern of data utilization for secondary purposes
without provided permission. The last factor refers to the access
to collected data by unauthorized parties. Based on these hypothe-
ses, Smith et al. develop and validate the Concern for Information
Privacy (CFIP) scale [45] in the context of a protection behavior. An-
other approach is utilized by Xu et al. Avoiding privacy-protection
behavior context, the authors investigate the formation of privacy
concerns [52]. They find an empirical evidence of three constituents
of privacy concerns: perception of instruction, perceived privacy
risk, and perceived privacy control.

A certain discrepancy can be found in existing works that mea-
sure privacy concerns. First, there are different hypothesized struc-
tures of privacy concerns and their underlying factors. Zeissig et
al. investigate the relation between privacy concerns and aware-
ness and experience, while self-efficacy is considered in a direct
relation with the resulting protection behavior [55]. In the work of
Mohamed and Ahmad the factors of awareness and experience are
not considered, while self-efficacy is investigated as an antecedent
of privacy concerns [38]. Being structurally different, the proposed
models demonstrate good fit to data. Second, the majority of works
rely on similar theories (e.g. TTAT and TPB), rarely exploring addi-
tional possibilities. That results in a large part of a phenomenon
being not investigated.

H2. Privacy concerns are positively related to privacy protection
behavior.

Self-efficacy. The term self-efficacy refers to a human’s belief
in their ability to successfully perform a task [5]. According to
Bandura, there are four sources of efficacy information: perfor-
mance accomplishments, vicarious experience, verbal persuasion,
emotional arousal [5]. An interesting phenomenon arises in the
field of privacy protection. If a user experiences a privacy breach,
thereby obtaining the evidence of their poor privacy protection
performance, will the user exhibit a more prominent protection
behavior, or will the experience lead to a lower self-efficacy inhibit-
ing the behavior? Or, does the experience lead to higher privacy
concerns as it is observed by Zeissig et al. [55]?
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H3. Previous privacy violation experience is positively related to
privacy protection behavior.

H4. Previous privacy violation experience is negatively related to
self-efficacy.

H5. Previous privacy violation experience is positively related to
privacy concerns.

Self-efficacy is often considered in privacy behavior research.
It was found that self-efficacy was an influential factor in many
types of protection behaviors. Crossler investigates the phenome-
non with regard to the behavior of making back-ups [12]. Privacy
behavior of older adults is considered in the work of Zeissig et
al [55]. Woon et al. consider self-efficacy in the context of wireless
security [51]. While the aforementioned works provide researchers
with some evidence on the relationship between self-efficacy and
protection behavior, it is not always the case. Larose and Rifon in-
vestigated the phenomenon in the context of personal information
disclosures [27]. The authors were not able to find a direct link
between self-efficacy and the disclosure behavior.

H6. Self-efficacy is positively related to privacy protection behavior.

It should be noted that the place of self-efficacy is not clear in
privacy research. On the one hand, self-efficacy is often viewed as
a factor affecting privacy behaviors indirectly, via privacy concerns
as a mediating construct [3, 38]. On the other hand, a number of
researchers consider self-efficacy a direct antecedent of protection
behavior [12, 55]. Additionally, the link between the two constructs
is not always found to be significant. This inconsistency leads us
to the following hypothesis.

H7. Self-efficacy is positively related to privacy concerns.

Severity. According to PMT, severity is an important factor of
the threat appraisal [42]. Perceived severity can be defined as in-
dividuals’ belief in the seriousness of the threat if it succeeds [36].
The factor is shown to have a direct effect on both privacy be-
havior [8, 51] and privacy concerns [3]. At the same time, there
is evidence on insignificance of the perceived severity on privacy
behavior intention [28, 56].

H8. Severity is positively related to privacy concerns.

Vulnerability. PMT distinguishes vulnerability as another fac-
tor that positively affects threat appraisal process [42]. Perceived
vulnerability refers to an individual’s assessment of the probabil-
ity of the threatening event occurrence [12]. As noted by Rogers
there is an effect of the vulnerability on protection intentions [43].
The evidence from privacy behavior studies is not so unambiguous.
Some researchers revealed a significant effect of vulnerability on
privacy concerns [3] or protection behavior [28]. Others pointed to
the absence of significant influence of the perceived probability of
the event occurrence on protection behavior [8, 54] or behavioral
intentions [56]. In addition, Crossler revealed a negative influence
of perceived vulnerability on making-backups behavior [12].

H9. Vulnerability is positively related to privacy concerns.

Response efficacy. Response efficacy is defined as “an individual’s
confidence that a recommended behavior will prevent or mitigate
the threatening security event” [12]. PMT considers it to be a part
of coping appraisal [42]. The evidence on the relationship of the
construct with security behavior is inconsistent. It was shown that
response efficacy has a positive significant effect on password pro-
tection intentions [56] and on wireless network protection behav-
ior [51]. The opposite is true for privacy concerns: the significant
relation was missing in the context of social networks [3, 38].

H10. Response efficacy is positively related to privacy concerns.
H11. Response efficacy is positively related to privacy protection

behavior.

Rewards. In the frame of PMT, rewards can be defined as ex-
pected benefits resulting from a behavior, associated with maladap-
tive response to the threat [43]. With regard to privacy, rewards
are generally associated with the benefits from personal data dis-
closure [26, 54]. In addition, rewards are the cornerstone of “pri-
vacy calculus” — an assumption that consumers seek a tradeoff of
costs and benefits of information disclosure during their decision
making [19]. Existing research exhibits a certain degree of incon-
sistency. Youn reveals a significant relationship between perceived
benefits and privacy concerns among young adolescents in social
networks [54]. At the same time Adhikari and Panda find no in-
fluence from rewards on privacy concerns among Indian students
in the same context of social networks [3]. Nevertheless the same
factor was found to have a significant negative relationship with
disclosure behaviors [26] and behavioral intentions [29].

H12. Rewards are negatively related to privacy concerns.
H13. Rewards are negatively related to privacy protection behavior.

Trust. Trust is shown to be a significant predictor of the infor-
mation disclosure behavior in such domains as e-commerce [35]
and health information management [6]. At the same time, the
evidence on this relationship is not consistent. Norberg et al. find
no significant influence of trust on consumers’ disclosure behav-
ior [40]. Dinev and Hart reveal a significant negative relationship
between trust and the information disclosure attitude in the context
of e-commerce [18]. Similarly, Zeissig et al. found a significant con-
nection between trust and protection behavior on the Internet [55].

H14. Trust is negatively related to privacy protection behavior.

3 METHOD
Our exploratory work aims to address inconsistencies found in the
existing research. To investigate them, we have formulated a num-
ber of hypotheses and designed a questionnaire. The questionnaire
items were adopted from multiple sources. To filter out low effort
responses we added four attention questions. The structural model
was created to assess the hypotheses.

The study included two phases. First, we ran a pre-test with
23 participants to ensure a good quality of the questions. Second,
we conducted a study on the crowdsourcing website Toloka1 in

1https://toloka.ai
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October-November 2023. We used the following criteria for partici-
pants: they should be among top 10% of the platform users, should
have passed the platform’s English proficiency test, and should
have Russia as their country of residence. The respondents were
compensated with 0.8$.

To analyze our data, we utilized the technique of structural equa-
tion modeling (SEM). On the first step, a researcher hypothesizes
how a set of variables defines constructs (latent variables) together
with the relationships between these constructs. On the next step,
SEM tests to what degree data supports the theoretical model. In
our work we use Covariance-Based SEM. In that case a sample
variance-covariance matrix is compared to the variance-covariance
matrix implied by the theoretical model. To estimate the parameters
of the hypothesized theoretical model, we use a robust variant of a
maximum likelihood estimator. Model fit is evaluated using indices
listed in Table 6.

For the analysis we used the following software: python 3.10 (data
cleaning), R 4.1.2 (analysis), lavaan 0.6-16 (structural equation mod-
eling), psych 2.3 (factor analysis of the protection behavior).

3.1 Ethics
Before conducting the study, we considered the ethical side of the
research. We looked for opportunities to get ethical approval from
our institution. At the time of the study design, our university did
not have the institutional review board (IRB) for individual studies.
Nevertheless, we followed best practices to ensure the high ethical
standards of our research.

To design our study, we followed ethical principles outlined in
the Menlo report [1]. First, we ensured that participants face mini-
mal risk of harm. All questions measure attitudes towards general
entities, e.g., websites, website owners, unspecified organizations.
Second, we ensured compliance with Russian law and law enforce-
ment practices. We did not include questions that ask about the use
of VPN and traffic obfuscation technologies, since their use in Russia
is condemned [2]. We also omitted questions that mention powerful
entities, like the government or specific organizations. Third, we
chose to not collect any information that might potentially reveal
respondents’ identity. Last, all participants were provided with an
informed consent form; the participation was voluntarily.

3.2 Questionnaire Design
In our questionnaire we evaluate factors associated with privacy
protection. To measure the privacy protection behavior, we adopted
a set of questions from the previous research by Boerman et al [8].
It should be noted that we measured only a subset of protection
behaviors. We excluded one question (“opt-out websites”) from
the original item set due to confusion among several respondents
during the pre-test. For similar reasons, we refrained from including
advanced PET software. Ethical concerns also led us to exclude
items corresponding to VPN and traffic obfuscation software. (see
Section 3.1). The resulting set of questions is listed in Table 1. The
respondents were asked to indicate how often they perform these
actions. The items were measured on the following five-point scale:
“never”, “rarely”, “occasionally”, “often”, “very often”.

To measure other factors, we adopted questions from several
sources. We aimed to have at least three indicators per construct

Figure 1: Structural model of factors affecting privacy pro-
tection behavior.

to avoid poor quality solutions [31]. To ensure content validity,
we used items from existing scales. For the same reason, in most
cases, each construct was loaded with items from a single source.
The respondents were asked to rate each item on a 7-point scale
ranging from “Strongly disagree” to “Strongly agree”. To ensure the
clarity of the survey questions, we conducted a pre-run study with
23 participants. We addressed the obtained feedback by removing
or rephrasing poorly worded items. Additionally, we performed
correlation analysis to remove conflicting items belonging to the
same construct. To measure the construct of Privacy concern we
decided not to use the IUIPC scale [34]. The latter implies an explicit
second-order factorial structure (measuring control, awareness, col-
lection as first-order factors) and is also known for not accounting
for certain relationships, e.g., between privacy concerns and risk
beliefs [9]. To eliminate the risk of the second-order factorial struc-
ture affecting the results of our structural equation modeling, we
decided to measure the construct as a first-order factor and utilized
items from three existing questionnaires [3, 38, 55]. The resulting
set of the measurement items is presented in Table 2.

Our questionnaire was developed in English. Though our tar-
get audience is Russian Internet users, we found out that some
privacy-related questions notably shift their meaning when trans-
lated. Thereby, to ease the comparison with similar works, we
decided to conduct the survey in English. The implications of this
decision will be discussed later.

3.3 Structural Model
To assess our hypotheses, we developed our research model (see
Fig. 1). It incorporates nine latent constructs that were measured
using corresponding items from Table 2. Additionally, the structural
model exhibits hypothesized relationships between the constructs.
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Table 1: Items that were used to measure privacy protection behavior (from Boerman et al. [8]).

Item name Measurement item (type of the protection behavior)
PB1 using ad blocker
PB2 deleting cookies
PB3 deciding to refrain from visiting a website because it is only accessible when they accept cookies
PB4 declining to accept cookies when website offers the choice
PB5 using the private mode in their browser
PB6 deleting browser history
PB7 using the “Do Not Track” function in their browser
PB8 using special software in their browser (e.g., Ghostery or Privacy Badger) that makes it harder for companies to

collect personal data
PB9 filling out wrong information about oneself (for instance, a fake name or wrong email address) when asked for

such information

Figure 2: Frequency of privacy protection technologies use
reported by the participants (the frequency groups might not
sum up to 100 percents due to rounding errors).

4 RESULTS
After running the survey we obtained 292 responses in total. After
filtering out 61 participants with wrong answers to the attention
questions and three participants whose reported country of resi-
dence differed from Russia, we obtained 228 responses.

Descriptive statistics. The distribution of the respondents was
the following: 83 (36.4%) participants were female, 144 (63.2%) were
male and one participant preferred not to answer. The age for the
female participants ranged from 18 to 74 (𝑀 = 38.6, 𝑆𝐷 = 12.4), and
for the male respondents it ranged from 18 to 58 (𝑀 = 34.3, 𝑆𝐷 =

8.4). Lastly, the highest obtained education level of the participants
was distributed in the following manner: secondary school – 9 (4%),
high school or equivalent – 68 (30%), bachelor degree – 89 (39%),
master degree or equivalent – 60 (26%), doctorate equivalent or
above – 2 (1%).

In our study we measured privacy behavior via asking partici-
pants about the usage frequency of certain privacy-related technolo-
gies. Fig. 2 shows the obtained results. According to the analyzed
responses, the most often usedmeasure is the usage of an ad blocker,
while the least used is the utilization of special browser software.

Figure 3: A scree plot of factors behind the protection behav-
iors.

The obtained results exhibit one interesting pattern: the behav-
ior associated with enabling “Do not track” mode in the browser
has a distinctly more uniform pattern of the response distribution.
That might suggest a higher uncertainty among respondents or a
multidimensional nature of the protection behaviors.

Exploratory factor analysis of protection behaviors. To evaluate
hypothesis H1 we performed exploratory factor analysis on the
reported frequencies of the protection behaviors. We started from
evaluating the number of underlying factors. According to the
Kasier criterion of a number of eigenvalues-greater-than-one, we
identified three factors (see Fig. 3 for details). In addition, we per-
formed the parallel analysis to identify the number of factors. The
same number of three factors was confirmed.

After identifying the number of factors, we performed factor
analysis. Since the theoretical model assumes all items to measure a
single construct (i.e. privacy behavior), we admitted that the factors
are not orthogonal and the oblique rotation should be used. Thus,
to identify the factor structure we used promax rotation.

Table 3 shows the obtained factor structure. Testing the model
fit, we received a chi-squared value of 6.93 with p-value of 0.862.
These values suggest a good model fit. The cumulative explained
variance is 40.8%. Given the exploratory nature of our work and the
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Table 2: Measurement items.

Construct Item name Measurement item Source
Privacy concern PC1 I am concerned that the information I submit on the Internet could be misused. [55]

PC2* I do not see risks when providing data in the internet. [55]
PC3* I do not feel comfortable with some types of information collected on the Internet. [55]
PC4 I am concerned about submitting my personal information in websites because of

what others might do with it.
[38]

PC5 I am concerned about submitting my personal information in websites because it
could be used in a way I did not foresee.

[38]

PC6 I usually think twice before providing my personal information in websites. [3]
Self-efficacy SEFF1 I believe I possess the ability to safeguard my personal information in websites. [3]

SEFF2 I believe I can enable the privacy protection features in websites without any assis-
tance.

[3]

SEFF3 I am confident in my ability to use privacy protection features in websites. [3]
Rewards REW1 Revealingmy personal information onwebsites will helpme obtain information/prod-

ucts/services I want.
[19]

REW2 I need to provide my personal information on websites so I can get in touch with old
friends and make new connections.

[3]

REW3 I believe that as a result of my personal information disclosure, I will benefit from a
better, customized service and/or better information and products.

[19]

REW4 I need to provide my personal information so I can get exactly what I want from
websites.

[19]

Experience EXP1* I believe that my online privacy has been invaded by other people or organizations. [55]
EXP2 I have had bad experiences with regard to my online privacy before. [55]
EXP3 I have experienced misuse of data by friends or family. [55]

Trust TR1 I feel that most website owners would act in a user’s best interest. [55]
TR2 If a user required help, most website owners would do their best to help. [55]
TR3 Most website owners are interested in maintaining users’ privacy, not just achieving

their own goals.
[55]

Severity SEV1 Losing personal information privacy through websites would be a serious problem
for me.

[38]

SEV2 Having my online identity stolen through websites (e.g., having accounts hacked)
would be a serious problem for me.

[38]

SEV3* Possible losses (e.g., financial or reputational) resulting from a personal information
privacy breach are not a serious problem for me.

[38]

SEV4* Losing photo privacy through websites (e.g. social networks) would be a serious
problem for me.

[38]

Vulnerability VUL1 It is likely that I will lose my information privacy when using websites. [51]
VUL2 I am at risk of experiencing a breach of my information privacy when using websites. [51]
VUL3 I could be subjected to an inappropriate use of my personal information by websites. [51]

Response efficacy REFF1 Enabling privacy protection options onmy devices and applications prevents websites
from violating my privacy.

[51]

REFF2 Changing the settings of my devices and applications is effective in privacy protec-
tion.

[51]

REFF3 Utilizing privacy protection measures in websites works to ensure my information
privacy.

[38]

REFF4 Enabling privacy protection features in websites could protect me from information
privacy threats.

[3]

Note: Items marked with the asterisk were excluded during the confirmatory factor analysis due to the low loadings.
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Table 3: Factor structure of the privacy protection behaviors.

Item Factor 1 Factor 2 Factor 3
ad blocker (PB1) -0.083 0.417 -0.117

delete cookies (PB2) 0.566 0.073 0.083
refrain to visit a website (PB3) -0.032 -0.014 0.731

decline cookies (PB4) 0.012 0.018 0.675
browser private mode (PB5) 0.108 0.630 -0.149
delete browser history (PB6) 0.996 0.027 -0.029
"Do not track" mode (PB7) -0.026 0.497 0.173

browser software (PB8) -0.059 0.455 0.236
fabricate information (PB9) -0.031 0.425 0.015

straightforward explanation of the factors (see the next paragraph),
we consider that value to be satisfactory. For similar reasons we
consider the value of 0.4 to be a threshold for an acceptable factor
loading.

The revealed factor structure is quite easy to interpret. Factor 1
seems to represent the behavior of deleting personal information.
Factor 2 exhibits the active protection behavior, mostly involving
privacy enhancing technologies (PET). Factor 3 corresponds to the
refraining behavior, when users either decline a website’s cookies
or decide not to visit a website. Due to the revealed multidimen-
sional factor structure, in the following analysis we are going to
distinguish three different protection behaviors: deleting behavior,
privacy enhancing technology use behavior (PET behavior), and
refraining behavior.

Measurement and structural models evaluation. To evaluate our
model, we performed confirmatory factor analysis (CFA). During
the evaluation each factor was associated only with its correspon-
dent items. Our CFA model included eleven latent constructs, three
of them corresponded to the privacy protection behaviors revealed
during the exploratory factor analysis.

Before analyzing the structural model we assessed construct va-
lidity and reliability. The convergent validity is achieved when each
standardized loading on corresponding constructs exceeds 0.5 [23].
As a result of the assessment we removed items with loadings less
than the specified threshold (see Table 2 and Table 4). The internal
consistency was assessed using Cronbach’s 𝛼 . While it is desirable
for the coefficient to be greater than 0.7, it is suggested that for
exploratory research the values greater than 0.6 are acceptable [23].
Similarly, for the exploratory research the compose reliability (CR)
should exceed 0.6 and and the average value extracted (AVE) should
be greater than 0.5 [23]. Most of the constructs exceeded these
values. Unsurprisingly, due to the absence of a reliable underly-
ing theory, two constructs (PET behavior and refraining behavior)
exhibited lower internal consistency.

To ensure the discriminant validity we used the following cri-
teria: the square root of each latent variable should exceed the
absolute value of correlation of this latent variable with any other
latent variable. Table 5 presents the correlation values among the
constructs with the diagonal elements being square roots of AVE.
There are two points to make with regard to the discriminant valid-
ity. First, though the aforementioned rule does not hold for some of
the privacy behaviors, we suggest that their discriminant validity

Figure 4: Results of model testing with regard to privacy
concerns
Note: * — significance at 5%, ** — significance at 1%,
*** — significance at 0.1%. Solid lines represent significant links;
dashed lines represent insignificant links.

was established during the exploratory factor analysis. Second, it
is interesting to note a high correlation between the constructs of
trust and reward. Though it does not break the validity criteria, it
suggests that two constructs might measure very similar or related
phenomena.

After assessing our measurement model, we conclude that it has
a satisfactory validity. On the one hand, most of the previously
measured constructs demonstrated very good validity and relia-
bility metrics (Cronbach’s 𝛼 > 0.7,𝐶𝑅 > 0.6, 𝐴𝑉𝐸 > 0.5). On the
other hand, the lower values were obtained only for the newly
introduced constructs. Given that their loadings, alpha and CR
coefficients exceed the recommended values for exploratory anal-
ysis, we believe that the overall model demonstrates acceptable
reliability and validity.

To evaluate the fit of our structural equation model we leveraged
the technique of Covariance-Based SEM. Since all our measurement
items were not distributed normally (according to the Shapiro-Wilk
test), we performed the Satorra-Bentler correction that is widely
used for dealing with nonnormality [31]. Table 6 presents model fit
indices. We report the values after the Satorra-Bentler correction.
It should be noted that 𝜒2 is sensitive to sample size and violations
of multivariate normality, while GFI and AGFI are modifications of
𝜒2 and sensitive to sample size and degrees of freedom [50]. Given
reasonable values for other fit indices (e.g., CFI, TLI, RMSEA), we
believe our model demonstrated a good fit.

Hypotheses testing results. After fitting our structural model, we
obtained the results shown in Fig. 4 and Fig. 5. It should be noted
that these results were obtained during one fitting procedure and
presented with two figures only to simplify the perception. In other
words, three constructs of privacy behaviors and a latent construct
corresponding to privacy concerns were evaluated simultaneously.

Hypotheses H4 and H5 possess the relationships of the previous
privacy violation experiencewith self-efficacy and privacy concerns.
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Table 4: Reliability of the measurement model.

Construct Measurement item Standardized loadings AVE Cronbach 𝛼 CR
PET behavior PB5 0.509 0.35 0.605 0.611

PB7 0.642
PB8 0.594

Refraining behavior PB3 0.695 0.492 0.657 0.659
PB4 0.707

Deleting behavior PB2 0.744 0.633 0.767 0.774
PB6 0.838

Privacy concern PC1 0.63 0.643 0.867 0.867
PC4 0.933
PC5 0.946
PC6 0.65

Self-efficacy SEFF1 0.675 0.647 0.836 0.848
SEFF2 0.807
SEFF3 0.916

Rewards REW1 0.659 0.584 0.845 0.844
REW2 0.681
REW3 0.872
REW4 0.827

Experience EXP2 0.86 0.636 0.773 0.777
EXP3 0.733

Trust TR1 0.805 0.647 0.846 0.846
TR2 0.796
TR3 0.812

Severity SEV1 0.884 0.665 0.792 0.798
SEV2 0.743

Vulnerability VUL1 0.75 0.682 0.858 0.868
VUL2 0.907
VUL3 0.808

Response efficacy REFF1 0.698 0.695 0.899 0.898
REFF2 0.823
REFF3 0.916
REFF4 0.890

Table 5: Discriminant validity of the items.

Construct PBpets PBrefr PBdel PC SEFF REW EXP TR SEV VUL REFF
PBpets 0.592
PBrefr 0.710 0.702
PBdel 0.528 0.382 0.795
PC 0.328 0.355 0.378 0.802
SEFF 0.313 0.023 0.240 -0.009 0.804
REW -0.272 -0.165 0.011 -0.084 0.046 0.764
EXP 0.364 0.365 0.235 0.351 0.062 -0.027 0.798
TR -0.234 -0.041 -0.032 -0.125 0.200 0.750 -0.183 0.804
SEV 0.290 0.336 0.366 0.673 0.178 -0.022 0.317 0.001 0.815
VUL 0.153 0.265 0.148 0.337 0.026 0.078 0.409 -0.106 0.376 0.826
REFF 0.242 0.002 0.177 0.123 0.480 0.281 -0.065 0.429 0.379 -0.102 0.834

Our results exhibit no support for these two statements. Thereby,
we can conclude that even though previous experience of dealing
with privacy protection is assumed to influence self-efficacy [5],
privacy violation experience does not significantly contribute to

the construct. Additionally, our results contradict with the results
obtained by Zeissig et al.[55] but go in line with the accepted PMT-
based models of privacy concerns.
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Table 6: Model fit indices.

Fit measure Recommended
value

Observed
value

𝜒2 503.21
𝑑 𝑓 391

𝜒2/𝑑 𝑓 < 2b 1.29
p-value > .05 .000
CFI ≥ .95a .959
TLI ≥ .95a .951
GFI ≥ .90b .857
AGFI ≥ .90b .818
IFI ≥ .95a .960

RMSEA ≤ .05a .035
SRMR ≤ .08a .078

Cut-off values are taken from:
a Hu and Bentler [24],
b Westland [50].

We have found no support for hypotheses H7, H9, H10, or H12,
but the results revealed a significant relationship between severity
and privacy concerns, thus supporting hypothesis H8. These re-
sults contribute to the ambiguity of the existing work with regard
to the influence of vulnerability [8, 54], response efficacy [3, 38],
and rewards on privacy concerns [3]. Interestingly, severity was
found to be the only significant predicting factor. Given that our
Russian sample is distinguished by the high level of experienced
censorship and the influence of the ongoing war (e.g. threats of
conscription/mobilization), we hypothesize that severity became
the most affecting factor due to its importance for the respondents
in the current situation. This reasoning suggests that the structure
of factors affecting privacy concerns is dynamic and might not be
easily generalizable to any population.

After performing the exploratory factor analysis, we were able to
distinguish three different protection behaviors. Thereby, to test hy-
potheses H2, H3, H6, H11, H13, H14 we evaluated the relationships
of the corresponding concepts with all three types of protection be-
haviors. Interestingly, different factors were found to be significant
in different cases (see Fig. 5).

The utilization of the privacy enhancing technologies (PET) be-
havior has been found to be significantly affected by privacy vio-
lation experience, self-efficacy, and response efficacy (see Fig. 5a).
The revealed structure has a simple explanation: one is more likely
to use PET, if they are confident in their abilities and the tool ef-
ficiency and if they have experienced privacy violations before. It
is worth noting that self-efficacy and response efficacy have not
influenced privacy concerns (see Fig. 4) but directly affected the
privacy behavior. Thereby, our results question the mediating role
of privacy concerns that was assumed in previous research. For
instance, Mohamed and Ahmad found no influence of response
efficacy on privacy behavior using privacy concerns as mediating
construct [38]. But the authors did not test the direct relationship
between response efficacy and privacy behavior.

The refraining behavior is found to be significantly related to pri-
vacy violation experience, privacy concerns, and rewards (see Fig. 5b).
Additionally, the influence from trust towards websites is found to

approach significance. The observed structure for the refraining
behavior also has a straightforward explanation. In this case a user
tends not to use a website (or to decline the cookies) if they had
a negative experience in the past, they are concerned about their
privacy, or they do not think that visiting the website is beneficial
enough for them. The last part can be viewed as an argument for
the privacy calculus in this specific type of protection behavior.

The deleting behavior is found to be influenced by self-efficacy
and privacy concerns (see Fig. 5b). While it is quite easy to justify
the relationship between privacy concerns and the behavior, the
influence of self-efficacy is not self-explanatory. We believe that
deleting browser history and a website’s cookies are two type of
activities that require a lay user to perform some unusual actions.
Thereby, this behavior is influenced by the person’s self-efficacy [5].

5 DISCUSSION
In this section we discuss our findings in the light of the existing
research. We start from outlining the limitations of our work. Then,
we proceed with the discussion of our contributions. Specifically,
we demonstrate how the obtained evidence can empower future
research.

5.1 Limitations
Before interpreting our findings, we need to point out the known
limitations of the research. First, due to the exploratory nature of
our work, it was not possible to ensure a good theoretical model
underlying privacy protection behaviors. Thereby, the validity of
the corresponding constructs is relatively low. At the same time,
we should note that the validity was partially established by the
means of the exploratory factors analysis that revealed the ap-
prehensible factor structure. Second, our measurement model had
several factors loaded with only two indicators. As discussed by
Loehlin [31], a small number of indicators per latent construct (e.g.,
one or two) might lead to poor quality solutions, especially with
low samples (less than 100). Though our analysis was done with an
acceptable sample size of 228 respondents and most of the factors
were loaded with three or four indicators, future researchers should
consider this limitation by adopting and testing new measurement
items. Third, the measurement of privacy protection behaviors
might be biased due to the lack of the awareness by respondents. In
our case, we observed an unusual distribution for the “Do not track”
behavior, that might indicate a random choice. Last, the generaliz-
ability of our results is limited due to the characteristics of our sam-
ple. On the one hand, the gender distribution was skewed due to the
survey platform’s gender distribution. On the other hand, the sur-
vey was specifically conducted on a subset the Russian population
with some English proficiency. Though the language choice allowed
us to measure the constructs similar to previous studies (without
any shift of meaning due to translation), it might have also resulted
in a sample biased towards a more educated audience.

5.2 Multidimensionality of the Privacy
Protection Behavior

The most prominent contribution of our work is the evidence on
multidimensionality of the privacy protection behavior. We found
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(a) Factors affecting PET behavior. (b) Factors affecting refraining behavior. (c) Factors affecting deleting behavior.

Figure 5: Results of model testing with regard to protection behaviors.

out that the protection behaviors, previously assumed to be unidi-
mensional by Boerman et al. [8], can be in fact decomposed into
three comprehensible categories: leveraging privacy enhancing
technologies, refraining behavior, and behavior of information dele-
tion.

Interestingly, our results are in line with earlier works, where
authors also distinguished several types of protection behavior:
help seeking, refraining from usage, fabricating personal informa-
tion [39, 54]. In support of the hypothesis on the behavior multi-
dimensionality, we received the evidence on different factors in-
fluencing three types of behavior. For instance, privacy concerns
were found to influence significantly only two of three behaviors,
while some other constructs, e.g. response efficacy, affected only
a single behavior. These results might help to explain the privacy
paradox: it is not a single behavior that is occasionally affected by
privacy concerns but there are at least three different behaviors
with different relationships with privacy concerns. These results
are in agreement with the existing research of the privacy paradox:
the latter disappears when a multidimensional nature of privacy is
considered [15].

The multidimensionality of privacy protection behaviors allows
one to reconsider existing knowledge. One straightforward possi-
bility is to meticulously account for different types of protection
behaviors. For instance, in the comprehensive review by Gerber et
al., the authors investigate the phenomena of privacy paradox [22].
Similar to our work they consider several types of the behavior: “the
examined privacy behavior comprises the disclosure of information
<...>, as well as the actual usage of data sharing applications, the
management of privacy settings and the performance of privacy

protection behavior.” However, the question of behavior granularity
remains open. For instance, in their overview, the authors consider
the construct of technical behaviors from the work by Park [41]. In-
terestingly, in the latter, the construct of technical behavior seems to
be assessed with questions from different dimensions (e.g., “Cleared
your web browser history” and “Used software that hides your com-
puter’s identity from websites you visit” corresponding to Deleting
Behavior and PET Behavior). Since our work reveals that each pro-
tection behavior has a unique set of antecedents, we believe that
the future research might benefit from thoroughly defining and
distinguishing protection behaviors.

5.3 Structure of Privacy Concerns
Another contribution of this work is the evidence on the dynamic
structure of privacy concerns. In contrast to the existing research on
samples from benign environments, our sample was elicited from a
country at war with existing threats of conscription/mobilization
and high-level of surveillance. Our findings differ from the previous
works. The only significant factor affecting privacy concerns was
found to be the severity of consequences. Though this might not be
directly related to the sample characteristics, it suggests that privacy
concerns do not have a static structure and that the structure might
vary in different populations.

We should note that our research questions the mediating role
of privacy concerns for predicting privacy protection behavior.
Similar to Adhikari [3] we found no influence from rewards on
privacy concerns, at the same time, we revealed that the construct
directly affected some privacy protection behaviors. These findings
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are in accordance with Protection Motivation Theory [42]: the lat-
ter postulates that there are several factors that affect protection
motivation, thereby influencing the behavior through behavioral
intentions. The original theory does not justify the inclusion of
privacy concerns as mediating construct. This is in line with the evi-
dence on relationships between privacy concerns, privacy attitudes,
and privacy behaviors [15].

5.4 National Samples in Privacy Research
Several works investigated the privacy phenomenon on popula-
tions from different nations or cultures. Chen et al. considered two
populations in their research: the United States and China [10]. The
authors reveal the divergence between the two countries in threat
perception and coping behaviors. One of the interesting results
is the higher influence of severity on perceived threat in the Chi-
nese sample. The authors explain this finding stating that “Chinese
users are more reactive to threat severity given their lower levels
of economic resources and pessimistic perspectives”. Though not
directly comparable, our study supports this finding: in the Rus-
sian population, the severity of the threat becomes the only factor
significantly affecting privacy concerns. The pessimistic perspec-
tives in the Russian population might also be an explanation of the
observed relationship.

Mitglen and Peyrat-Guillard performed a qualitative analysis
of factors influencing privacy concerns in seven European coun-
tries [37]. The authors also consider several factors that underlie
respondents’ views: country location (South, East, North, or West
Europe), age, individualism-collectivism of a national culture. In ad-
dition, the four prominent privacy-related “foci” are distinguished:
control, protection and regulation, trust, and responsibility. The
focus of control corresponds to our constructs of severity and self-
efficacy. In our case severity has a noticeably higher impact on
privacy concerns than self-efficacy. Thereby, we conclude that the
increase of the foci granularity might lead to a better understanding
of the phenomenon.

It is interesting to review our findings in the context of popu-
lations at risk. Shklovski and Wulf investigated the use of private
mobile phones and some privacy concerns of participants of the
Russian-Ukrainian conflict in 2017 [44]. The authors reveal that
the main protection strategy was to refrain from usage of certain
technologies. The most prominent factor influencing the decision
was the severity of consequences (e.g., the usage of a mobile phone
signal as targeting information or possible problems for the re-
spondent’s relatives after a successful government surveillance).
Additionally, the authors disclose that soldiers were still using their
mobile phones despite the danger. The reasons for such behavior are
outlined as avoiding boredom and keeping sanity. Our work allows
one to explain these findings. In our resulting model, the refraining
behavior is indeed affected by the severity of consequences with
privacy concerns being a mediating construct. Similarly, according
to our findings, the major factor that prevents the refraining behav-
ior adoption is the presence of rewards (e.g., avoiding boredom).
Thereby, in the context of a war conflict, to promote the refraining
behavior, we suggest to provide safe alternatives for the dangerous
rewarding behaviors.

A case of the 2018-2019 Sudanese revolution was investigated
by Daffalla et al. [14] The authors share several interesting find-
ings, corresponding to protection behaviors of Sudanese activists.
It is observed that some activists were not able to adopt protection
technologies either due to the low efficacy of the solution (e.g., due
to inability to build a mesh-network in the required settings) or
because of the high complexity of the software. We believe that
the influence of these two factors is reflected in our model: PET
behavior is affected by the perceived response-efficacy and self-
efficacy. Thereby, we conclude that PET developers can benefit from
investigating their target audience and designing solutions that: a)
would be effective in the settings common for that audience (high
response-efficacy); b) would not require a significant adoption ef-
fort (lower self-efficacy needed for utilizing the technology).

5.5 Future Work
Our findings suggest that the measurement of privacy protection
behaviors might not be a straightforward task. On the one hand, it
is not always clear what actually constitutes the behavior: is it a
single technology use? Or is it a set of technologies? On the other
hand, measuring the adjacent constructs is not an easy task either.
As it is noted in the review by Gerber et al. [22], in many cases
researchers rely on slightly different constructs, thereby, compli-
cating the generalizability of the results. To address this issue, we
believe it would be beneficial for privacy researchers to establish
and verify a set of privacy-behavior-related scales. In addition, we
observed that the constructs shift in meaning when translated to
another language. Therefore, it might be beneficial to account for
this factor in the design of language-specific versions of the scales.

Another way to increase the generalizability and explainability
in privacy research is to make use of neuroIS approach. This ap-
proach leverages methods and tools from neurocognitive science
to better understand the perception of different aspects of infor-
mation systems [16]. In addition to relying on the abstract concept
of behavior, neuroIS researchers benefit from having a concrete
research object: the human brain. For example, Warkentin et al.
investigated neural responses to threat and coping appraisals using
functional magnetic resonance imaging (fMRI) tools [47]. Along
with the survey data, the authors observed differences in brain
activations. One interesting result is that the coping appraisals did
not elicit activation corresponding to a sense of reward. This find-
ing was not in line with the fear appeal theory adopted for the
research. Relying on the observed evidence, the authors pointed
to the inconsistencies in the theory when applied to information
security problems.

6 CONCLUSION
Previous work on privacy concerns and protection behaviors re-
vealed a number of inconsistencies. The obtained evidence did not
allow researchers to make conclusions on the exact structure of fac-
tors underlying two constructs of interest. Even more, to describe
the ambiguous nature of the observed relations, a notion appeared,
known as privacy paradox. To shed light on the phenomenon of
privacy behaviors, we performed our exploratory study.

Our results suggest the following. First, we established that the
privacy protection behavior is a multidimensional construct and
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different types of the behavior are affected by different factors.
This observation allows one to demystify the privacy paradox and
warns researchers against mixing different types of protection be-
haviors. Second, our results indicate that privacy concern might
have a dynamic structure. The latter might be significantly affected
by the environment of the target population. Third, our findings
contribute to a deeper understanding of protection behaviors in
populations at risk. The resulting model enabled us to interpret ev-
idence from existing qualitative studies and formulate suggestions
for promoting the desired types of behavior. In summary, our work
suggests that future researchers should be cautious when investi-
gating protection behaviors: they should account for behavior type,
behavioral context, and the environment of the observed sample.
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