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Abstract
The immersive nature of Virtual Reality (VR) and its reliance on sen-
sory devices like head-mounted displays introduce privacy risks to
users. While earlier research has explored users’ privacy concerns
within VR environments, less is known about users’ comprehension
of VR data practices and protective behaviors; the expanding VR
market and technological progress also necessitate a fresh evalua-
tion. We conducted semi-structured interviews with 20 VR users,
showing their diverse perceptions regarding the types of data col-
lected and their intended purposes. We observed privacy concerns
in three dimensions: institutional, social, and device-specific. Our
participants sought to protect their privacy through considerations
when selecting the device, scrutinizing VR apps, and selective en-
gagement in different VR interactions. We contrast our findings
with observations from other technologies and ecosystems, shed-
ding light on how VR has altered the privacy landscape for end-
users. We further offer recommendations to alleviate users’ privacy
concerns, rectify misunderstandings, and encourage the adoption
of privacy-conscious behaviors.
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1 Introduction
Virtual Reality (VR) technologies use head-mounted displays (HMDs),
controllers, and full-body tracking to enable 360-degree virtual
experiences for users. The new interaction modalities of VR pro-
vide users with new, immersive experiences when playing games,
streaming videos, and socializing. Social VR apps allow users to
engage in activities that are not possible in traditional 2D social
media, such as virtual drinking and erotic role-play (ERP). VR also
augments the use of laptops/PCs through virtual desktop apps.
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While VR leads to new and improved experiences, it also cre-
ates unique security and privacy (S&P) challenges, due to the fine-
grained and multi-modal tracking through sensors in the VR equip-
ment (such as in HMDs) as well as the three-dimensional inter-
actions in VR environments. Past research has revealed unautho-
rized monitoring of avatars, in-game access control, and script-
ing vulnerabilities [6, 94]. Identity theft in VR is a growing con-
cern, with hyper-personalized avatars impersonating loved ones
to elicit personal information [52]. Researchers were able to iden-
tify 95% of a group of VR users using simple machine learning
models trained on less than five minutes of tracking data per per-
son [65]. Head and body movements achieve highly accurate user-
identification [38, 49, 67, 71]. As VR platforms collect information
about avatars, mannerisms, and virtual assets, the potential to make
sensitive inferences about users based on such data — ranging from
interests, to physical/mental conditions [5, 70] — increases. Record-
ings of movement data can identify sensitive attributes (ethnicity,
disabilities, political orientation) with more than 50% accuracy [68].

Several prior studies have elicited VR users’ perceptions of pri-
vacy, highlighting concerns around “always-on” sensors [5] and
self-disclosure in social VR [57]. Nonetheless, the VR landscape
has evolved drastically since these earlier works — including a
substantial growth of its market and user base [8], the emergence
of affordable stand-alone VR headsets [25], and the advancement
of VR for new use cases such as virtual desktops and erotic role-
play. All of these factors call for a re-examination of users’ privacy
concerns. Moreover, there is limited knowledge of VR users’ ex-
pectations of the data practices employed by VR devices/platforms,
what actions they take to mitigate their privacy concerns, and the
dynamics between such expectations, concerns, and behaviors.

We qualitatively examine three privacy-related constructs [18]
for VR users: privacy expectation (what one views as the likely
specific privacy-related outcome of a situation or behavior from
the other parties involved), privacy concern (an expression of worry
towards a specific privacy-related situation), and privacy behavior
(what an individual actually does or has done in an attempt to
achieve the level of privacy that they prefer).

Through semi-structured interviews with 20 active VR users, our
study answers the following research questions:
RQ 1: What are VR users’ expectations of privacy and data prac-
tices in VR? Participants believe a wide range of data, including
physiological data and in-app interactions, to be collected. While
these expectations largely align with the technical realities [63], the
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vague terms in privacy policies and other privacy-related informa-
tion leave participants speculating on the exact types and purposes
of data collection.
RQ 2:What are VR users’ privacy concerns and reasons for not having
concerns? Participants express three types of concerns: institutional
(aimed at VR companies and regulators), social (related to other VR
users), and device-specific (stemming from specific device features
and use cases in VR). While reasons for the lack of privacy concerns
overlap with non-VR contexts, such as the “I’ve got nothing to hide”
sentiment [83], other reasonings are unique to VR, like the belief
that VR devices are technically infeasible to be “always on.”
RQ 3: What are VR users’ practices to manage their privacy in VR
and reasons for not having privacy-protective practices? Participants
employ diverse privacy-protective strategies, such as careful device
selection, verifying the app before usage, avoiding social account
linking, and selectively engaging in different VR interactions.

Compared to prior academic literature on users’ privacy con-
cerns and behaviors around AR/VR, IoT, smartphones, and social
media, our findings highlight 14 unique privacy concerns and eight
unique privacy-protective practices (see Tables 1 and 2). Of these,
we identify seven unique social privacy concerns (e.g., livestream-
ing of VR sessions by bystanders, impersonation of hard-of-hearing
individuals, and digital stalking after VR interactions). In terms of
privacy-protective practices, while some practices align with non-
VR contexts, others are unique to VR, such as relying on heuristics
for interacting in various VR spaces. Particularly, we highlight 13
previously unreported privacy-protective strategies in the VR envi-
ronment (e.g., watching videos of VR app usage prior to installing
the app, and obtaining permission from the security team before
using VR for professional work).

We identify critical gaps in users’ expectations of VR data prac-
tices that make them underestimate the privacy risks in VR. Specifi-
cally, most users do not consider the privacy implications due to the
leakage of non-verbal (e.g., hand/motion) data about themselves.
This calls for actions by VR platforms, app developers, and regula-
tory bodies towards mitigating users’ privacy concerns, reducing
user misconceptions, and assisting in users’ adoption of privacy-
protective behavior. We make recommendations accordingly.

2 Background & Related Work
Extended reality (XR) is an umbrella term for any technology that
alters reality by adding digital elements to real-world environment
to any extent and includes, augmented reality (AR), mixed reality
(MR) and virtual reality (VR) [28]. While VR aims to separate the
user from their real world and replace it with a digital world, AR
overlays virtual objects into the real world, and MR combines both
VR and AR [15]. Although all XR devices seamlessly integrate the
virtual world with the real one through sensors, there are some
significant differences between AR and VRwhen it comes to privacy.

Issues like bystander privacy are more pronounced in AR due
to its always-on recording, especially in public environments [69],
whereas VR provides a more immersive experience via extensive
full-body tracking [23], synchronous voice chat and haptic feedback.
Additionally, VR involves the use of avatars, virtual assets, friend-
lists, and links to other social media [23], and requires privacy in
user-interaction as well as content protection [31]. In this paper,

we focus on the unique privacy challenges inherent to VR.

2.1 Privacy Risks
Many prior works have demonstrated the identification of users
based on VR behavioral data including motion, bio-metrics, and us-
age patterns, with particularly high accuracy of identification when
using machine learning techniques [38, 49, 65, 67, 68, 71, 91]. Cer-
tain VR software development kits and APIs allow access to sensors
without explicit user permission, leading to privacy leakage [100].
Collected sensor data can not only be used to make inferences about
physical/mental conditions, emotions and personality [12, 65], but
further used to manipulate user behavior, such as purchasing de-
cisions [64]. “Always on" VR devices enable constant surveillance,
with greater possibility of inferences to be made about users [5].

2.2 User Concerns
Several studies have elicited user concerns in VR. One of the ear-
lier works in this space by Adams et al. highlights user concerns
centered around three aspects: well-being (including both physical
well-being such as motion sickness and psychological well-being
such as harassment), privacy, and to a lesser extent, security [5].
Regarding privacy, users are afraid of extensive data collection,
especially from microphone and camera sensors [5]; the amount of
concern correlates to what data they believe is being collected and
how sensitive they consider that data to be [4].

Being a multi-user environment, VR brings the issue of multi-
stakeholder privacy. When bystanders are present, users may acci-
dentally share private information [21, 47]. While users have been
found to be comfortable disclosing some types of information (e.g.,
emotions and personal experience) in social VR, they viewed dis-
closure as an inevitable trade-off [57]. Anonymity in VR, originally
designed as a privacy mechanism, can also backfire as children are
gaining access to VR platforms and exposed to mature situations
(e.g., vulgar conversations) [56]. Another issue is deception and
manipulation by increasingly realistic AI-generated faces, whom
users have been found to trust more than real faces [12, 80].

2.3 User Practices
Despite these privacy concerns, users often share personal in-
formation with strangers in VR, finding VR communities to be
exclusive and safe [5, 88]. VR often reduces social anxiety for
users as it mimics social face-to-face interaction, while providing
anonymity [5, 88]. One study of children found they enjoyed emo-
tional connections and rich interactions in VR, though some risks
existed [56]. Users disclose sensitive details about their lifestyle and
sexuality in order to develop closer relations [88]. Their awareness
of privacy risks in VR environments drops because of the gamified
experience they perceive, leading them not to consider real-world
consequences of their actions in VR [48]. Just as in other contexts,
VR users have been found to accept terms and conditions of VR
apps/platforms without reading them [39].

2.4 Privacy Mechanisms
Various privacymechanisms have been recommended to address VR
privacy implications, including VR-specific legislation that better
protects the rights of users [70], adapting the permission models
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frommobile platforms [46] and transparency for ad placements [80].
There are also technical proposals such as “incognito mode” where
noise added to the user’s telemetry data reduces the possibility of
their deanonymization [66]. Interactive privacy tutorials based in
VR have also been suggested to equip users with the knowledge
to prevent doxxing (exposure of sensitive private information) or
other forms of harassment [41, 50]. Features like embedded voice
modulation [57] and privacy symbols [102] may also enhance VR
privacy.

2.5 Comparison with Prior work
Our study is not the first to examine privacy in VR — prior work
has elicited users’ concerns around camera and infrared sensor data
collection in VR systems [5] and self-disclosure in social VR [57].
However, the landscape may have changed in the past few years
(e.g., Adams et al.’s work [5] was published in 2018), and VR has
grown its user base from 15.6 to 32.7 million during this time [13].
With the rapid advancement of VR technology and its proliferation
into professional use (fueled by the COVID-19 pandemic), such as
apps for virtual desktops, our revisit of VR users’ privacy concerns
indeed yields new insights.

Adams et al. identified that users’ privacy concerns primarily
revolved around data collection, and privacy was secondary to
physical and mental well-being [5]. Maloney et al. [57] mostly ex-
amined privacy concerns in the context of self-disclosure in social
VR apps. While Hadan et al. [35] explore privacy perceptions of VR
users, they investigate specific scenarios confined to single-user VR.
Further, Cao et al. [14] study privacy concerns and behaviors of par-
ents whose children use VR. By comparison, our study participants
expressed privacy concerns along a wider range of dimensions —
institutional, social, and device-related — and about new types of at-
tacks, likely due to VR usage evolving and becoming more diverse.
For example, participants raised concerns about digital replicas
being created based on the pervasive forms of data collected in
VR (e.g., voice, mannerisms, and avatars). They also highlighted
the novel forms of 3D content creation facilitated by VR, and the
challenges they pose around copyright and the confidentiality of
intellectual property created in VR.

An emerging aspect of VR usage involves virtual desktops, when
VR headsets are used to mirror another device. Our participants
expressed concerns about using VR as a device to perform work-
related tasks as it raises questions about the security of confidential
information (since VR headsets have on-device chips and storage).
However, some of our participants also mitigated these concerns
by consulting the security team of their organization. We explored
and identified many such privacy-protective practices of VR users.
We also find gaps in users’ expectations of VR data practices that
make them underestimate the privacy risks in VR.

3 Methods
To identify users’ privacy expectations, concerns, and consequently
behavior, we conducted semi-structured interviews with 20 VR
users. We present the study details below.1

1All study instruments are available at: https://doi.org/10.17605/OSF.IO/PB3JE

3.1 Recruitment
We advertised our study on VR-specific subreddits (e.g., r/oculus,
r/sidequest), Facebook groups, and Discord servers. We also used
snowball sampling and asked the interviewed participants to adver-
tise the study to their contacts. The study flyer included a link/QR
code to a screening survey (see Appendix 7.1) for those interested
in participating. In the screening survey, we asked about the fre-
quency and duration of participants’ VR usage, the headsets used,
and the activities they performed in VR (e.g., socializing, playing
games, and attending virtual events). We also asked them to specify
their most frequently used VR apps via an open-ended question
— the open-ended format intended to screen out participants who
were not genuine VR users, who may otherwise randomly select
provided answer options. We also collected demographic informa-
tion including education level, gender, race, age range, and sexual
orientation, to ensure participants’ diversity, as participants from
different under-served populations (e.g., women, racial/cultural
minorities, LGBTQ+) may have different privacy needs and chal-
lenges [32, 36].

We received 125 valid responses from screening. A participant
would qualify for the study if they were at least 18 years old, a
resident of the United States, and currently used at least one VR
application. In selecting whom to interview, we prioritized diversity
in terms of the specific types of activities in VR and participant
demographics to capture a wide range of experiences, concerns, and
preferences. Based on these priorities, we invited 42 participants for
interviews, of which 22 responded. Since online recruitment may
lead to fraudulent participants [79, 90], as an additional verification
that participants were indeed VR users, at the beginning of each
interview, we asked the participants to turn on their webcam with
their faces and VR headsets visible. We did not record the video
when the participant’s face was visible (this was specified in the
consent form). The primary researcher was present for all the in-
terviews and could ensure that no participant participated twice.
Moreover, we asked a few questions specific to the participants’
general usage of VR to gauge their level of familiarity with VR.
Of the 22 participants interviewed, two did not present their VR
headsets, and the researchers politely refused to proceed with the
rest of the interview, resulting in a total of 20 completed interviews.2

Seven of our participants identified as women, one as non-binary;
the rest identified as men. Nine were non-heterosexual, and six were
from minority racial groups (see Table 3 in Appendix 7.2).

3.2 Interview Procedure
We conducted semi-structured interviews with the participants to
qualitatively elicit their privacy expectations, concerns, and behav-
iors (Appendix 7.3 has the full protocol). Semi-structured interviews
allowed us to elicit detailed perspectives from participants and ask
follow-up questions when needed. We conducted virtual interviews
to reach a larger pool of participants across diverse locations.

First, we asked participants about their usage of VR and the
motivations behind usage. In probing about the usage, we asked
participants about what/how data was collected and used by the
VR apps (expectation). We particularly explored users’ predicted
privacy expectations [74] — "expected occurrence likelihood" [75],
2One participant’s camera was faulty; another participant was on vacation.
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i.e., users’ mental models of what they think happens [51], rather
than aspirational privacy preferences. We next asked if they ran
into any issues using VR, before probing into privacy-related con-
cerns (concern). If concerns were brought up, we asked participants
whether they had done anything to address them and why or why
not (behavior). Throughout the interview, we asked participants
to reflect on whether/how their concerns influenced their usage of
VR and any specific features desired to address privacy concerns to
make our findings more actionable.

Colnago et al. suggested that studying privacy constructs would
be effective if participants were given specific descriptions of data
practices [18]. As such, a significant portion of our interview re-
volved around a screenshot reaction activity. We presented infor-
mation about data collection pertaining to the apps that the par-
ticipants used through screenshots (Figure 5 in Appendix 7.4) and
gauged their reactions. Although some participants used non-Meta
headsets, we used screenshots from the Meta store for all partici-
pants for consistency, and because only the Meta store contained
the detailed listing of privacy information among other VR app
stores (SideQuest, App Lab, Steam). We provided screenshots for
every VR app the participant listed that was also available on the
Meta store. We showed participants screenshots of at least one
app they used (min: 1, max: 7); in total, we showed screenshots
of 36 distinct apps across all participants. To elicit participants’
perceptions of privacy towards various VR platforms, we showed
them an image containing branding of popular VR products (see
Figure 2 in Appendix 7.4) and asked participants about their famil-
iarity with the product and their expectations of the company’s
privacy practices.

3.3 Data Collection and Analysis
We hosted the screening survey using Qualtrics. Before conducting
interviews with actual participants, we conducted five pilot inter-
views to assess the interview duration and refine the questions [54].
At the start of the interview, participants consented to participate
in the study and be audio recorded. In interviews, when the re-
searcher begins to hear the same comments again and again, data
saturation is reached [81, 82]. We achieved data saturation [29] (i.e.,
additional interviews did not yield further insights) at the 18th in-
terview. We conducted another two interviews to ensure saturation.
Interviews were conducted in English via Zoom in July and August
2023. The average length of interviews was 43 minutes, and par-
ticipants were given a 20 USD Amazon gift card upon completion
of the interviews. The interviews were audio-recorded and tran-
scribed using Whisper [73]. Two researchers conducted thematic
analysis [11, 86] on the transcripts using deductive and inductive
approaches. Deductive thematic analysis enabled coding based on
Colnago et al.’s framework [18], while inductive coding was used to
extract themes within the privacy constructs. The researchers coded
two transcripts together to create the initial codebook. Next, they in-
dependently coded the rest of the transcripts in batches of four and
discussed them to update the codebook. The two researchers dis-
cussed the codes and resolved any conflicts through several weekly
meetings — an approach followed in several qualitative S&P stud-
ies [34, 37, 98]. Since every transcript was double-coded through
discussions, checking intercoder reliability was not necessary [59].

0% 25% 50% 75% 100%

a few some most almost
all

Figure 1: Terminology used to present relative frequency.

Since our study is qualitative with a small sample size, we refrain
from reporting the exact number of participants associated with a
given theme. However, to provide a sense of frequency, we adopt
a consistent terminology shown in Figure 1 when reporting our
qualitative findings.

3.4 Ethics
This study was approved by the IRB of all participating institutions.
We carefully handled interview recordings and transcripts. We
de-identified transcripts immediately after the interviews, deleted
audio recordings as soon as possible, and stored all study data in
a private repository accessible only to the researchers involved in
the study. We also adopted trauma-informed interview practices —
participants could skip any questions or quit the interview anytime
without penalty [16, 99].

3.5 Limitations
The study relied on self-reported information from participants,
which may be subject to social desirability bias. We recruited partic-
ipants only from the US and from English-speaking forums. Recruit-
ing participants from a broader range of cultural backgrounds and
under served populations would address these limitations. When
participants shared their privacy expectations, we did not correct
their misconceptions (if any) during the study to avoid biasing
them, especially if those required follow-up questions. Upon pub-
lication, we will share the paper, particularly our discussion on
misconceptions (§5.3) with the participants. Although our results
reflected that different populations have varying privacy needs (P3
reflected on their white male privileges in §4.2.4, and those who
considered themselves “not being a target” were males), we did not
find concerns associated with race/sexual orientation. With only
23% Americans owning a VR device [93], we acknowledge that our
participants are likely to be skewed towards early-adopters of VR.
Further, only three participants in our study used VR headsets for
work-related tasks, limiting insights we could derive about this
use-case of VR. Additionally, all of our participants used one of
three handsets, with 13 being Meta Quest users, biasing our results
to perspectives stemming from the use of these three VR devices.

4 Findings
Our participants used VR for a variety of purposes: a majority of
them used VR for socializing and gaming, while many used VR
for fitness-related activities and attending events in virtual spaces.
Three participants used VR headsets to perform work-related tasks
by connecting to a virtual desktop app, while one participant used
visualization apps for his work in the field of architecture. At least
four participants specified using VR for erotic role-play.

Participants’ understanding of privacy in VR and consequently
their concerns and protective practices arise from their exposure
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to privacy-violating incidents as well as the privacy-related educa-
tion they had. Several participants had encountered instances of
doxxing, impersonation, and the recording and streaming of private
interactions. Table 3 in Appendix 7.2 also contains details about
the S&P education of the participants, which we asked participants
about at the end of the interview. Three participants had formal
education in S&P, through graduate degrees. Five participants re-
ported having taken data S&P training as part of their work. Four
participants explicitly mentioned that the only form of S&P train-
ing they had was about phishing scams. Eight participants had not
received S&P-related education.

4.1 Users’ Expectations of VR Privacy
Regarding VR users’ privacy expectations, we find that participants
expected a wide range of data to be collected (e.g., physiological
data, and in-app interactions), for the purposes of delivering ads,
generating revenue, improving user experiences and facilitating
moderation. While these largely align with the technical realities,
the vague terms in privacy policies and information leave partici-
pants speculating on the exact types and purposes of data collection.

4.1.1 Entities and Purposes Of Data Collection.
Participants expected that VR platform owners (e.g., Meta, Steam,
Apple, etc.) and VR app developers would be the primary entities
involved in data collection. They also believed third-party vendors,
such as advertisers, may have access to collected data. P2 described:
"Usually developers of apps and websites collect information just
to resell them to third parties." (P2)

When questioned about the motives behind data collection, par-
ticipants identified advertising and marketing, enhancing user en-
gagement and app functionality, and content moderation as the
main purposes for data collection. P16 speculated whether VR apps
or platforms could monetize his data:
"The way your data would be processed, used, stored, permissions
it would have on your system would be a concern. I’m paranoid,
someone takes a scan of your face, could they monetize it?" (P16)

We also asked about their perception of data collection in paid
apps versus free apps. Participants had diverse views on this topic.
Some believed free apps collected data primarily for ad serving and
revenue generation. Regarding paid apps, while some thought they
collected less data due to their payment model, a few participants
believed they gathered as much data as free apps. P2 shared:
"If I’m paying for an app, I wouldn’t want any of my data collected.
But I know that that’s not the way it is. If they can get extra money
out of something they would." (P2)

4.1.2 Data Types Collected.
Participants identified various types of data potentially collected
during VR usage as summarized below.
Metadata about users. Participants perceived that their VR user
profile, usage data, and analytics were utilized for enhancing apps
through A/B testing. P16 felt usage data could be collected for
recommending VR apps:
"Probably the same way most of the other information is used
for internet usage . . . distilled down into profiles like, this person

is into monster truck rallies and martial arts, maybe they’ll be
interested in this game." (P16)

P16 also suspected that demographic information could be col-
lected for the targeted development of VR apps, while P6 added
that users’ preferences and interests might lead to targeted adver-
tising within or outside VR. P4 believed that metadata such as song
preferences, playtime in VR, and types of people interacted with
may be collected. P7 believed that the IP addresses of users need to
be collected to impose an IP-based ban in the case of moderation.
Physiological data about users. A few participants specified that
VR apps and platforms may collect physiological data. P3 shared
that one of his fitness apps had his height and weight for calculating
the calories burned. P10 added:

"I have full body tracking. You have to calibrate your height and
trackers so they probably know about where these trackers sit on
my body, my height." (P10)

P11 felt biometric data like eye gaze may be collected:

"My face reaction to when they add a new feature . . . that would be
used [for] advertising, seeing where you’re looking, what you’re
clicking on, where you’re going. I don’t know if it is [happening]
right now. Maybe it is." (P11)

A few participants, such as P5, speculated whether developers
had access to the feed of his personal living space:

"The manufacturer of the headset generally has access to motion
data, and dimensions of your room that are scanned. Meta states
that the developers have very limited or no access to that kind of
data, but it’s unclear what the manufacturers have access to." (P5)

In-app interactions. Participants believed that their in-app con-
versations with other VR users could be monitored for moderation
purposes. P11 explained:

"Every time you download a new app it says, we may be recording
your audio. In HorizonWorlds if you are to get reported, they have
the power to go back in time and watch what happens. They’re
recording my facial expressions, and I signed off to that." (P11)

Some participants like P10 also noted that other VR users may
be recording events and streaming them, and she would have no
idea of such practices.

4.1.3 Understanding Data Practices.
When presented with screenshots of data collected by the VR apps
they used, participants had varied reactions. In many cases, they
believed the data collection was to be expected and rationalized
based on the functionality of the app.

However, there were instances when participants could not iden-
tify a reasonable use case for a VR app collecting certain types of
data. They used words such as "surprised", "interesting", "not sure"
to describe their confusion:

"Interesting, now I’m curious about the other apps." (P2)

P6 did not understand why "follower" information needed to be
collected and speculated a potential use for it:

"I guess if someone has a ton of followers, they might share the
game with others." (P6)
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Participants raised questions while trying to justify the collec-
tion of data, indicating a lack of clarity in the privacy information
presented. P5 questioned:
"I don’t necessarily know what data it’s using via Bluetooth. Is
it saying it needs Bluetooth in order to communicate with the
controllers in some way? Because I don’t know of any other way
that a multiplayer video game would use Bluetooth on the headset.
Do all applications that use the controllers also say Bluetooth? In
which case, it’s kind of a meaningless piece of data, right?" (P5)

While some participants could understand that microphone and
storage was meant for facilitating in-app communication and stor-
age respectively, others lacked awareness. P9 asked:
"VR chat says, microphone and storage, those are the two that pop
out, so are [they] keeping audio recordings of people talking? And
what’s the storage mean?" (P9)

4.2 Users’ Privacy Concerns
Regarding VR users’ privacy concerns, we see that participants’
concerns can be categorized into three types: institutional con-
cerns (those directed to VR platforms/companies and regulators),
social concerns (those related to other users or cross-platform in-
ferences), and device-specific concerns (those enabled by specific
device-related features and use cases in VR). These concerns are
more extensive and cover a wider range of risks compared to prior
work such as Adams et al. [5] and Maloney et al. [57]. Regarding
the reasons for a lack of privacy concerns, some overlap with the
reasons in non-VR contexts (e.g., “I’ve got nothing to hide” [83] and
resignation [24]); others are unique to VR, such as the belief that
VR devices are technically unfeasible to be “always on.”

4.2.1 Institutional Privacy Concerns.

Platform and app surveillance. Some participants expressed
their concerns with surveillance by VR platforms or individual apps,
particularly when data collection happens without users’ knowl-
edge or consent. P1 expressed worries about potential recording or
eavesdropping on VR conversations. P10 believed the moderation
team in ‘VRChat’ had unrestricted access to join any instance, irre-
spective of its privacy settings being public or private. Additionally,
P4 received a notification about a moderation bot entering a session
while using VRCX [33] — a third-party friendship management tool
for VRChat that alerts users about new session attendees — making
them uncomfortable:
"I saw one of [VRChat’s] moderation bots join our session and leave
10 minutes later . . .Having someone that’s completely invisible,
you can’t see where they are, who they are, it’s just there and then
gone." (P4)

Some participants also shared their observation, and often res-
ignation, that VR platforms and app developers had unrestricted
access to all forms of usage data. P11 believed the app developers
and Meta had access to everything she did. P16 expressed skep-
ticism about the privacy of their VR interactions, assuming the
data would "go through something" and it was not a peer-to-peer
encoded communication.

A few participants’ institutional concerns were further exacer-
bated by the possibility and prevalence of data breaches.

Sale and sharing of data. Some participants expressed how they
were uncomfortable with their data being sold or shared. P6 was
concerned about eye-tracking data being shared:
"Apple made a big point on their keynote with their Vision Pro to
say that eye data isn’t given to anybody. But there’s a concern of
it being like, "You have to watch this ad, if you’re not, you can’t
continue." So I definitely think that information is valuable and
could be passed along." (P6)

Some users expressed concerns about companies creating pro-
files of their users for targeted advertising. P9 suggested that com-
panies developed “ghost versions" of users to deliver suitable ads.
P7 expanded on this concern, noting its relevance not only to VR
but also to general internet services. In contrast, P12 emphasized
the diverse data collection capabilities in VR:
"It’s not only your voice, or browsing history. They could store
what you’re doing, how you’re moving, talking, the very core of
what it means to be a human." (P12)

P9 further expressed concerns about the ethical use of AI-based
data synthesis techniques in creating digital replicas of people, and
how VR data may contribute to that:
"The technology is there to capture somebody’s likeness. Somebody
on Reddit was asking for legal repercussions because he was doing
the narrating work for somebody, and they stopped paying and
said, ‘I don’t need you anymore. I got AI to have your voice and
do it for me.”’ (P9)

Lack of regulations. As the VR market becomes increasingly
international, a few participants expressed their lack of trust in
using VR products that are not heavily regulated in the US or are
even out of the scope of US regulations. When asked about his
perceptions about the privacy practices regarding Pico (a product
of ByteDance, a Chinese company), P6 shared:
"People always say, ‘Pick your poison. Do you want to give your
data to Meta, an American company with different regulations
that the United States government might have some control over,
or do you want to get all your data to ByteDance which is a
Chinese company.’" (P6)

P15 echoed these notions about using Pimax, a Chinese product,
and believed that the company “had more leeway" in terms of data
practices compared to US-based VR companies.
Influence of company size and reputation. Participants’ insti-
tutional privacy concerns also diverge depending on the specific
company involved. P16 compared several major VR headset manu-
facturers in terms of his level of trust:
"Microsoft is a huge corporation so I can never really know what’s
going on with them. Samsung is probably closer to Meta or Mi-
crosoft, because it’s a huge multinational conglomerate with
phones and other things." (P16)

The trust in the VR headset manufacturer also depends on the
company’s existing products and related surveillance. P12 explained
why she would not use Microsoft’s Hololens:
"Microsoft is the main OS I use. I don’t know if I would feel
comfortable sharing my conversations and movements, because
they already have enough information." (P12)
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Participants’ lack of trust was sometimes rooted in the privacy-
violating practices of companies that have come to light in the past,
such as in the case of Meta. P1 shared:
"Meta might be recording the conversation. I don’t know if I could
trust them. MetaQuest is a new Facebook and we all know what
they do on Facebook." (P1)

4.2.2 Social Privacy Concerns.

Eavesdropping and unauthorized recording by other users.
Some participants talked about incidents when other VR users
overheard private conversations not intended for them. P12 noted
that one had to be careful while conversing in public worlds as
others could be listening in:
"I was in a group with somebody I didn’t know and mentioned
the state I lived in. I saw them [a few] weeks later and they’re like,
oh, you’re from that city and state." (P12)
Some participants, such as P2 and P10, expressed concern about

their conversations being recorded and streamed by others. P9 and
P12 highlighted concerns about being eavesdropped during VR
activities involving drinking:
"If we’ve been drinking, we open up a lot. My best friends are on
there. It’s like you’re sitting next to your friend. You don’t want
somebody listening into that." (P12)
A few participants alsomentioned instances when users involved

in ERP3 had their private interactions recorded and shared by others.
P10 shared one such incident:
"The person they were doing [ERP] with invited one of their friends
over to the world they were doing it in. [Their avatar] could go
completely invisible. They took pictures [and recordings] of the
incident, shared it to a group chat jokingly. But someone started
spreading it around." (P10)
While privacy violations between VR users can happen to any-

one, P18 noted particular concerns about children’s usage of VR
and how they may give away information to predators.
Impersonation. While impersonation, the act of attempting to
deceive someone by pretending they are another person, has been
extensively studied in the context of social media [77, 105], our par-
ticipants’ sharing indicates that this particular attack has emerged
in the VR space. P11 recounted how a VR user fabricated personal
details when interacting with others:
"This girl pretended to be someone she wasn’t. [A lot] of people
knew [her] and one person found out that she was using photos
that weren’t hers and completely lying about every aspect of her
life." (P11)
P18 had encountered many children in private instances that

were meant for adults:
“There’s worlds where your friends can freely join and where
friends of your friends can join. It doesn’t stop kids from being
there if your friend has a kid friend." (P18)
P10 added that those who are hard-of-hearing or have a speech

disability (who tend to interact via text) might have a higher chance
of being impersonated, with a growing presence of people with

3ERP, or Erotic Roleplay, is a form of sexual online roleplay performed through online
video games, chatrooms, forums, etc. [22]

disabilities in social VR [107]. She explained how they cannot use
their voice to communicate if an imposter impersonated them by
using their VR username:

"Let’s say, they decide to change a certain in-game name without
letting their friends know. If someone knew that they just changed
it, they could immediately change their name to their old user-
name and [act] as being the same person. You could [realize] after
a certain period of time, but right away you could be fooled." (P10)

Doxxing. A few participants either experienced or witnessed
incidents of doxxing. P13 described an incident when he was in a
VR space and observed a user with details of another person (such
as name, address, and personal details) floating above their avatar.
P19 expressed that while most people would not be doxxed, it was
"extremely scary" when it happened. Further, she highlighted how
doxxing may be problematic for those with an online presence:

"If I were using my real name, I would be concerned about doxxing.
People could search my name and find me easily. I work for a
public organization so my contact info is public domain." (P19)

Cross-platform inferences. Some participants expressed concern
about linking social media accounts to VR as it would reveal their
personal information to others in VR. P15 shared:

"From my Facebook, people would literally know just who I am.
It’s real world information." (P15)

It was important to P18 that her interactions were not linked
back to her employer. P11 expressed concerns about other users
verifying the integrity of the personal information she shared about
herself in VR:

"[My] one privacy concern is somebody channeling in on me and
googling me to see if I’m telling the truth." (P11)

P16 further highlighted the potential for being tracked across
virtual worlds based on profile information:

"If you had a persistent online handle and you were going from
world to world, it’d be really easy to click follow and be pinged
when that person was online." (P16)

4.2.3 Device-Related Concerns.

Leakage of confidential information. This concern is partic-
ularly relevant to those who use VR as a virtual desktop. A few
participants, such as P6, who used apps to connect his work laptops
on multiple screens in VR expressed concerns about apps being
able to access confidential data:

"I am logged in on a work account, and if I’m using a headset, I’m
wondering, is that data shared with the app I’m using [Immersed]?
I’m not fully sure." (P6)

P20, a VR streamer, added that existing VR controls put them at
risk of revealing her password while streaming:

"I wish devices and apps would have a quick button to stop stream-
ing for 30 seconds. It’s capturing my video. When I get a password
entry prompt, I have to turn off the stream, enter my password,
and turn it back on. People watching the stream might see a pass-
word entry screen. Even if it’s censored out, they’re gonna see
those little circles and know how long my password is." (P20)
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Access to sensory data. Some participants expressed concerns
about VR devices’ potential access to sensor data. P4 felt uncom-
fortable having many cameras and microphones, a concern he also
shared about IoT and mobile devices. P3 believed user discretion
was critical in ensuring that images recorded by the device would
not capture anything sensitive:
"Most of the new devices use camera-based tracking and, whether
the terms of service says it’s not gonna happen or not, images are
recorded by the device." (P3)

Similarly, P12 expressed her distrust in on-device processors and
untethered ("mobile") VR headsets:
"There are two types of VR, PC VR and mobile VR. A big reason
why I didn’t want to go with MetaQuest is they have mobile VR.
The chipset in their headsets is [like] that of an iPhone. The PC VR
uses your computer’s processor by plugging directly into that. All
the downsides outweighed the benefits of it being mobile." (P12)

4.2.4 Reasons for Lacking Privacy Concerns.

Awareness of data practices. A few participants who had techni-
cal knowledge about VR systems could explain why certain types
of data collection were not technically feasible and thus expressed
a lack of concern towards them. P19 was less concerned about VR
headsets collecting sensitive environmental data as they were not
"always on":
"Unlike phones, Alexa or Google Home, your headset isn’t on all
the time. 90% of the day, it is off and sitting on the ground, not
like it’s tracking your location." (P19)

Similarly, P3 linked his understanding of the Android OS to his
trust in his Android-based Meta Quest device:
"Android is protecting me from application developers, what level
of data they can gather. To record the screen or access the micro-
phone, it has to ask me permission." (P3)

A few participants also consulted certain sources — such as
privacy policies — to develop their knowledge of data practices
in VR. The transparency of OpenXR, an open-source standard for
VR platforms, mitigated certain concerns for P4, as he could verify
what sensor data was accessed or used.

Further, there are features in VR apps that help raise partici-
pants’ awareness of data collection. P8 described how some private
worlds were invite-only and did not pose concerns of unauthorized
recording by bystanders. P4 explained:
"Neos puts a thing above your head that says ‘live’. In VR chat,
you can see when people have cameras out." (P4)

Willingness to share data to improve VR experiences. A few
participants expressed their lack of concern about data collection
when they believed the collected data could be used to improve
their VR experiences. P4 shared:
"It might be useful for the team to know how many people use
full body tracking because that can help them focus their efforts
on what is relevant to most users." (P4)

P6 wanted VR to “continue and succeed" and was happy to share
eye tracking and facial recognition data as he wanted to indicate to
the developers that he liked the particular feature and wanted them
to continue improving it. The value of great VR experiences can

sometimes even outweigh concerns related to sensitive informa-
tion. A few participants, such as P4, were not concerned about the
collection of health-related information as long as it was relevant
to the app functionality.

The same exception can also made for specific purposes for
which the data is used. P6 felt the benefits of data collection for
content moderation outweighed the privacy risks:
"If someone is saying disrespectful things, it has to be tied back to
[them] so something can be done to keep them from making the
social environment negative. Having that data, even if it is tied to
me, my microphone and actions, makes a better social experience
for everybody. The benefits of that outweigh the negatives." (P6)

Users’ trust in various entities. A few participants attributed
their lack of concern to their trust in the users they interacted with
on VR. P4 only interacted with known users in VR and did not mind
if they recorded anything. He further trusted the VR app, ‘Neos’,
and its welcoming user community:
"As a new user of Neos, I was approached by people incredibly
willing to help me. Knowing the creator of Neos, I know how
things are being handled. So I feel a lot more comfortable." (P4)

P3 trusted Valve and Steam as they did not have an ad network.
P12 explained that she trusted VRChat, due to their economic in-
feasibility for massive data collection:
"I trust VRChat as a company and know they’re a small startup.
The way their servers are always breaking down, I don’t believe
they’d be able to afford the storage to record every single person
using that game." (P12)

P18 believed in the notion of "higher price, better privacy" and
thus trusted Apple’s products:
"With the price comes this idea of high quality, good fidelity in
terms of privacy. To my knowledge, [Apple] don’t share a lot of
information with other companies." (P18)

Lack of perceived harms. Most participants described situations
where they believed data was collected about them yet did not have
any concerns, due to their inability to identify reasonable use cases
or potential harms of its use. P1 shared:
"Even if they knew all of my usage data on the Quest device, what
are they gonna do with it?" (P1)

The lack of perceived harm even applies to more sensitive data
types. P14, who self-identified as having autism, did not mind VR
apps inferring that they had a health condition. About physiological
data collection, P15 shared:
"If someone knows how tall I am and how I move, I don’t think
there’s anything they can do with that data." (P15)

Solove [83] identified “I’ve got nothing to hide” as a common
reason for justifying a lack of privacy concerns; yet it is a mis-
understanding, as privacy has broader social values and is more
than hiding one’s secret. This notion was also present among our
participants. A few believed that their interactions in VR did not
reveal anything controversial about themselves. P11 shared that
she was an "open book" and did not do anything "weird" in VR.
P6 felt that microphone data collection could be a concern only if
users were being disrespectful:
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"If I’m with strangers I’m not conducting myself any differently
than I would with a stranger in the real world. So if that informa-
tion is shared, I’m not concerned." (P6)

People may be overconfident in their assessment of privacy or
security risks, a phenomenon known as optimism bias [3]. Along
this line, almost all participants attributed their lack of concern to
their belief that they were not a “target.” P9 described himself as
“a number” in the system. P3 felt minorities are more likely to be
targeted:
"I am privileged enough to be a white male . . . If I was trans,
homosexual or had things that I had been oppressed for, I would
want to keep that information private." (P3)

A few participants expressed resignation [24] about data collec-
tion because they believed the collected data was already available
to companies or in public through other means. P10 believed that
nothing she did on the Internet was private and did not mind if any
entity learned more information about her. P16 added:
"The ship has sailed on data privacy in a lot of ways. I’m not
super concerned about someone knowing that I’m a [age] old guy
that watches a lot of anime. It seems like there isn’t a way for
someone to participate in a lot of these things without making
that concession." (P16)

4.3 Privacy-protective Usage of VR
Regarding VR users’ privacy practices, we find that participants
undertook various device-oriented, app-oriented, and interaction-
oriented measures to protect their privacy.

4.3.1 Device-Oriented Measures.

Purchase “privacy-friendly” VR headsets. Users’ intentional
consideration and purchase of “privacy-friendly” VR headsets emerged
to be a key device-oriented measure, although they largely relied
on heuristics rather than in-depth analysis. One heuristic is the rep-
utation of the VR headset manufacturer. A few participants shared
that they purchased non-Meta headsets as they did not trust the
company’s privacy practices. P13 switched from an Oculus to a
Valve Index:
"I decided to switch to a Valve Index which is owned by Steam
and has more privacy compared to Meta." (P13)

P19, while aware that Meta had no privacy-related incidents
related to VR, still did not consider purchasing Meta headsets:
"The ones created by Meta were out of the running right away. I
don’t use Facebook or Instagram for lots of reasons, but one of the
concerns is privacy. It wasn’t about privacy regarding the headset,
but I don’t want to give money to a company that does that kind
of thing." (P19)

Even among participants who purchased Meta’s headsets, there
was distrust in Meta’s privacy practices. P5 shared that because he
owned a Meta headset, he was more conscious while using it, and
that it impacted his VR usage.

Where the VR headset was manufactured was another heuristic.
Participants reported switching from headsets manufactured by
non-US companies to US-based ones. For instance, P6 switched
from Pico to the Meta Quest.

Minimizing device access to sensitive data. In cases where
their headsets had dedicated storage and on-device processors, a
few users specified not storing sensitive data on-device:
"I don’t have any private information on the storage of my Quest,
because some apps may have access to it." (P1)

P6 described his conscious effort to ensure he did not have sen-
sitive things in the environment while using VR.
Upgrading to newer VR devices. P1 believed in the notion of
"new device, better security" and shared how upgrading to newer
VR devices came with higher security guarantees:
"The newer devices might receive the latest security updates. That
might add privacy features and make your device to be less likely
to be compromised." (P1)

4.3.2 App-Oriented Measures.

Checking data practices before app use. Some participants
looked for app-specific information, such as obvious issues with
the app, through comments on online forums. P2 shared:
"I usually read a few comments. If an app had some problems,
there would definitely be some comments online or on the Oculus
app that would tell a cautionary tale." (P2)

P3 looked for complaints about data leakage, while P6 watched
videos of others using a VR app prior to his usage:
"I watch videos of people using the app. If something is new, and
untested by others, I’d be unlikely to use it." (P6)

Some users also checked the app’s data sharing, storage, and
usage practices. P4 read the privacy policies for untrusted apps. P1
detailed the factors he weighed during sign-up:
"What do they want to know before allowing me to use the app?
How do they want me to register to use the app? How are they
going to verify my information?" (P1)

Minimizing cross-platform inferences. Beyond checking spe-
cific information prior to use, participants also described personal
rules they followed while using apps. Some participants such as
P15 did not link their social media accounts to VR and created a
new one for VR usage:
"When I set it up, I made a new email to create my Oculus account
so that wouldn’t be tied to anything else. They forced a Facebook
login [for a while]. I didn’t do that and waited for the Meta login
to come and switched." (P15)

Minimizing access to sensitive data. An example along this line
is ensuring that the usage did not violate confidentiality, particu-
larly when VR is used for professional work. Two out of the three
participants who used VR for work obtained permission from their
workplace. P3 shared:
"I had our security folks check out ‘Immersed’ and they’re okay
with the way it acts as a remote desktop client." (P3)

P19 was conscious about sharing any information that may be
problematic in the event of a data breach:
"I’m not giving away anything that I am not comfortable with
leaking if they have a data breach." (P19)

P1 granted permissions based on the app’s functionality:
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"When you first start an app, it asks for certain privacy settings,
like accessing the photos on your device. I would generally deny
that. But if it’s an app where you’re chatting with people, I would
allow microphone access." (P1)

P7 described using a VPN assuming it would deter advertisers
from utilizing data gathered from VR apps:
"VPN is definitely the best option right now because it encrypts
your personal data so advertisement companies can’t easily look
at your information. It’s gone through so many things that it’s
basically useless to them." (P7)

4.3.3 Interaction-Oriented Measures.

Avoiding the disclosure of personally identifiable informa-
tion. Almost all participants specified that they did not share their
personally identifiable information (PII) such as name, workplace,
or contact information. Some shared their names if they believed it
was a common name; otherwise, they used a pseudonym and shared
their city if it was a populous one. If they wanted to communicate
more with users they met in VR, they shared other social media
details (such as WhatsApp, Telegram, and Discord) to continue non-
VR-based communication. Participants noted that they preferred
not to share their phone numbers with users in VR. P1 explained:
"If I’m talking with someone, usually I wouldn’t give any person-
ally identifiable information. I would go by a username. I might
tell them where I live. If I live in New York, I would tell them that
because a lot of people live in New York City, so I don’t care that
much about that. I try to keep things private so that if there is
someone that tries to find me, hopefully they won’t be able to.
But if there are specific people, if I trust them enough, maybe I
would give them my phone number. And then I could like chat
with them on WhatsApp or a discord." (P1)

Limiting certain types of interactions. Many participants re-
ported limiting their interaction in public virtual spaces and de-
scribed socializing like they would in real life. P3 shared:
"When I use something like VRChat, I assume that the adminis-
trators know everything I do within that. I modulate my activities,
assuming it’s a public space." (P3)

Participants also mentioned using only single-player apps or
not engaging in private activities such as ERP in VR. The reasons
for these heuristics stemmed both from their expectations of pri-
vacy in VR and their general personal preferences. P3 stayed away
from multiplayer games with strangers as he did not want others
observing him. P5 added:
"I’m [mostly] using single-player experiences where I’m not gen-
erating any sensitive data I’m concerned about. I’m not having
communications I consider private." (P5)

Some users such as P4 switched to more trusted apps for certain
interactions, such as spending time with his partner:
"I don’t usually interact on VRChat. I usually go on Neos. I know
the person who created Neos. So I know for a fact that nobody’s
going to be snooping." (P4)

4.3.4 Reasons for Lacking Protective Measures.
While protective behaviors exist, participants mentioned behav-
iors that would invariably increase their exposure to privacy risks.

Most participants admitted that they did not read the terms of ser-
vice, license agreements, or privacy policies of VR apps, a known
phenomenon also found in users’ interactions with websites and
mobile apps [58, 85]. A few participants acknowledged that they
did not pay attention to the permissions they were granting to VR
apps. We next elaborate on the reasons why participants sometimes
consciously avoided privacy-protective measures in VR.
Limited concern and awareness of privacy implications. In
some cases, the lack of privacy-protective practices was aligned
with a similar lack of privacy concerns. For instance, P6 believed
that data collection improved his VR experience, and consequently,
he did not adopt several privacy-protective practices. Some par-
ticipants, such as P18, admitted that she did not consider the data
practices of the apps she used and their privacy implications:
"I will switch over to [my] virtual desktop and you could poten-
tially see my Discord stuff. I wouldn’t call that super sensitive,
but is it private? Yeah, totally." (P18)

P2, who used "Arkio", a 3D visualization app for architectural
work, admitted that he did not know whether "Arkio" could access
his 3D visualization work data from the app:
"We come across so many privacy agreements, we are inclined
to just accept it. I have no idea if a third party could access my
information, or if I agreed to it." (P2)

Interestingly, P5 was aware of research on the privacy risks
related to inferences based on VR data [67], but commented that
the awareness was not enough to motivate behavior:
"I’ve seen studies where, with a small sample of people, they could
identify an individual within five seconds, just based on their head
and hand movements. It’s something I think about, but doesn’t
prevent me from using VR." (P5)

Desire to continue enjoying VR. If a VR app was enjoyable, par-
ticipants continued using the app without worrying about privacy.
P13 shared that he had never stopped using an app or uninstalled
an app due to privacy concerns. P4 added:
"It’s mildly embarrassing, but I usually continue to use the app
. . .what am I going to do, make my own?" (P4)

The act of agreeing to privacy-violating terms for the sake of
using an app was shared by most participants. P10 said:
"I’m not going to take an experience away from myself because
my information that’s already being sold to third parties is all
continuing to be sold to third parties." (P10)

Economic considerations in switching VR headsets. Partici-
pants’ distrust of headset manufacturers did not deter continued
usage, mainly due to the headset’s cost. P18, a Meta Quest user who
expressed concerns about Meta, shared:
"The Index, the other well-known high-quality headset, costs
$1,000. Quest costs a few hundred." (P18)

P15 highlighted the difficulties in switching VR platforms:
"Prices of Oculus and PlayStation at the time [of purchase] was
$300 and $900. It was a pretty big price difference. Also [now] I
have all my games bought through Oculus so I wouldn’t really be
able to switch." (P15)
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surveillance

Recording conversations � − − − − � � − − − � � � − − − − − − − −
Eavesdropping for moderation � − − − − − − − − − − − − − − − − − − − −
Unrestricted/unauthorized access to (usage) data � − − − − − � − − � � � − − − − � � − − −

Sale/sharing
of data

Eye-tracking data � � − − � � � − � − − − − − − − − − − − −
Profiling for targeted ads � − − − � − � − � � � � � − � − � − − − −
User gait � � − − − − � � − − − − − − − − − − − − −
User speech and style � � − − − � � � � − � − � − − − − − − − −
User interests � � − − � − � � � − � � − − − − − − − − −
AI-based digital replicas � − − − − � � � − − − − − − − − − − − − −

Regulations Distrust in non-US companies � − − − − − − − − − − − − − − − − − − − −

Company
size/
reputation

Distrust in large corporations � − − − − − − − − − − − − − − − − − − − −
Surveillance through company’s various products � − − − − − − − − − − − − − − − − − − − −
Distrust based on previous data
breaches/approach towards privacy � − � − − − − − − − − − � − − − − − − − −
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Recording
by other
users

Eavesdropping on conversations/social activity � − − − − � − − − − � − − − − − − − � − −
Live streaming of VR sessions by bystanders � − − − − − − − − − − − − − − − − − − − −
Recording of intimate activities (ERP sessions) � − − − − � − − − − − − − − − − − − − − −
Eavesdropping during drinking-based activities � − − − − − − − − − − − − − − − − − − − −
Risky disclosures by child users � − − − − − − − � − − − − − − − − − − − −

Impersonati-
on

Fabricating personal informationwhile interacting � − − − − − − − − − − − − − − − − − − − −
Children posing as adults � − − − − − − − − − − − − − − − − − − − −
Impersonation of hard-of-hearing individuals � − − − − − − − − − − − − − − − − − − − −

Doxxing Doxxing of users whose identity is public � − − − � � − − − − − − − − − − − − − − −
Cross-
platform
inferences

Linking social media to VR � − − − − − − − − − − − − − − − − − − − −
Interactions/ activities reaching employer � − − − − � − − − − − − − − − − − − � � −
Digital stalking of a user after interacting with
them in VR � − − − − − − − − − − − − − − − − − − − −
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info leakage
Info leakage while using VR as virtual desktop � − − − − − − − − − − − − − − − − − − − −
Leakage of password length while livestraeming � − − − − − − − − − − − − − − − − − − − −

Access to
sensory
data

Surroundings/bystanders captured by cameras � � � − � � � � − − − � − − − − − − − − −
Leakage/misuse of audio recorded bymicrophones � − � − − � − � − − − � � − − − − − − − −
Distrust in untethered/ standalone devices � − − − − − − − − − − − − − − − − − − − −

Table 1: Privacy concerns across contexts. (� privacy concern identified in cited work; − privacy concern not identified in cited work)

5 Discussion
5.1 Privacy in VR vs. Other Contexts
Our findings highlight a wide range of users’ privacy concerns —
institutional, social, and device-related — compared to prior work
on VR privacy [5, 57]. Beyond prior work in VR, it is important to
situate our findings in prior work on privacy concerns and behav-
iors in other contexts to better understand to what extent these
findings are uniquely associated with VR (we exclude privacy expec-
tations from our comparison because fundamental data practices,
context-specific privacy education, and other factors vary by plat-
form). For instance, existing work shows that reviews and brands
are the primary considerations when users install mobile apps [17],
and features and price are the primary considerations when users
purchase IoT devices [108]. Our findings show similar trends in
participants’ behaviors when installing VR apps or purchasing VR
headsets. AR users have expressed concerns about eye tracking and
the potential sharing of such data to advertisers [30], similar to our
findings about VR users. However, there are also notable differences
between users’ privacy concerns and behaviors in VR versus other
contexts. In Tables 1 and 2, we compare the privacy concerns and
privacy-protective behaviors uncovered in this work with those re-
ported by prior academic works studying user privacy perceptions
across multiple platforms, including AR/VR. We identify 14 unique
privacy concerns and eight unique privacy-protective practices
(highlighted in grey in the figures). While we report all the privacy
concerns and privacy protective-practices mentioned by our study
participants, we also note that some of these concerns or practices
may be misplaced, due to misconceptions of the participants. We

discuss this further in §5.3.

5.1.1 Limited concerns about “always on.”
Prior work has highlighted user privacy concerns over “always
on” devices such as smartphones [40], smart speakers [55] and AR
glasses [30]. By comparison, VR devices do not have this “always on”
feature and typically do not travel with the user. This might also ex-
plain why, among our participants, few had salient concerns about
location privacy. Interestingly, “always on” microphone/camera
data collection was a prominent privacy concern highlighted by
Adams et al. [5]. A possible explanation for this difference is, as VR
gains adoption, users are more familiar with the capabilities of VR.

5.1.2 Users largely aware of biometric data collection.
VR is unique in its ability to gather and process a rich set of biomet-
ric data, including motion and interaction tracking. The camera-
based tracking enabled by VR headsets poses concerns to the users,
as the camera may capture sensitive information about their phys-
ical environment. Most participants exhibit awareness about bio-
metric data collection, with a few (P9 and P12 in §4.2.1) sharing
concerns. While many institutional concerns regarding surveillance
and unauthorized data sharing pervade platforms (Table 1), we un-
cover concerns related to the size of the device manufacturers.

5.1.3 VR content moderation leading to privacy infringement.
VR experiences — particularly social VR — often involve content
moderation. While traditional social media platforms involve tex-
tual or image-based identification [60, 103] of inappropriate con-
tent [61, 62], in VR, moderation is done manually by develop-
ers/moderators or semi-automatically, by involving third-party
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This AR/VR IoT Smartphone Social Media

Subtype Name work [35] [5] [57] [47] [30] [2] [69] [14] [108] [106] [89] [45] [17] [42] [43] [72] [84] [53] [44] [97]

D
ev
ic
e-
or
ie
nt
ed

"Privacy-
friendly"
devices

Buying device from company whose privacy prac-
tices user trusts � � − − − − − − − � − − − − − − − − − − −
Conscious usage if lacking trust in manufacturer � � − − − − − − − − − � − − − − − − − − −
Switching to US-based manufacturers � − − − − − − − − − − − − − − − − − − − −

Data access Not storing sensitive data on-device � − − − − − − − − − − − − − − � − − − − −
Not having sensitive things in environment � � − − − � − − − − � − − − − − − − − − −

Upgrades Upgrading to devices with greater security � − − − − − − − − − − − − − − − − − − − −

A
pp

-o
rie

nt
ed

Check
before app
use

Check for reviews / comments on online forums � � − − − − − − − � − − − � − − − − − − −
Watch videos of app use before installation � − − − − − − − − − − − − − − − − − − − −
Check app’s data sharing, storage, usage practice � � − − − − − − − − − − − � − − − − − − −
Reading app’s privacy policy � � − − − − − − − − − − − − − − − − − − −

Cross-
platform
inferences

Not linking social media account to VR � − − − − − − − − − − − − − − − − − − − −
Limiting personal information disclosed to VR plat-
form (creating new email for VR) � − − − − − − − − − − � − � � � − � − − −

Minimzing
access to
sensitive
data

Obtain permission from security team of work-
place before using VR for professional work � − − − − − − − − − − − − − − − − − − − −
Not sharing sensitive information � − − − − − − − − − − − − − − − − − − � �
Grant permission based on core app function � − − − − − − − − − − − − − � � − − − − −
Using VPN � − − − − − − − − − − − − − − − − − − − −

In
te
ra
ct
io
n-
or
ie
nt
ed

Avoiding
disclosure
of PII

Not sharing PII such as name, workplace or contact
information � − − � − − − − − − − − − − � − − � − − −
Using pseudonym � − − � − − − − − − − − − − − − − � − − −
Private conversations (using non-VR based com-
munication) � − − − − − − − − − − − − − − − − − − � −

Limiting
certain
types of
interactions

Socializing like in real life � − − − � − − − − − − − − − − − − − − − −
Avoiding certain functionalities (using only single-
player apps) � − − − − − − − − − − � − − � � − − − − −
Not engaging in private activities such as ERP � − − − − − − − − − − − − − − − − − − − −
Not engaging with strangers � − − � − − − − − − − − − − − − − − � � −
Use trusted apps for private interactions � − − − − − − − − − − − − � − − − − − − −

Table 2: Privacy-protective behaviors across contexts. (� privacy behavior identified in cited work; − privacy behavior not identified in cited work)

entities [76]. This aspect of VR can adversely create an impres-
sion of privacy infringement due to the lack of transparency in the
presence of moderators, as highlighted by P4 in §4.2.1.

5.1.4 Bystanders as potential adversaries.
We identify seven social privacy concerns distinct from other con-
texts and AR/VR such as livestreaming of VR sessions by bystanders
and digital stalking of users after VR-interaction. Our participants
(e.g., P9, P12, P14) expressed concerns about recording and sharing
interactions while engaging in VR activities involving drinking and
ERP (§4.2.2). In this way, VR increases the chances of unintended
information disclosure and the consequent doxxing compared to
other technologies. Impersonation can also increase the potential
for scamming and other social engineering attacks in VR, partic-
ularly to users from vulnerable populations (e.g., hard-of-hearing
individuals, children). We identify concerns of information leakage
while livestreaming VR sessions and using VR as virtual desktops.

5.1.5 Privacy-protective behavior adopted from other contexts.
Our participants shared 13 strategies previously unreported in the
literature for VR privacy protection, such as obtaining permission
from security team before using VR for work, not engaging in pri-
vate activities, and using trusted VR apps for private conversations.
However, an analysis across contexts reveals that privacy behavior
for VR is largely adopted from those of IoT, smartphone, and social
media. While device-oriented measures largely align with those for
IoT, app-oriented measures match closely with privacy-protective
strategies for smartphone. Interaction-oriented measures include a
combination used for IoT, smartphones and social media.

5.2 Privacy Expectations vs. Reality
As illustrative examples, we outline the practices of Meta (a VR
platform) and VRChat (a VR app) to compare users’ expectations
with technical realities. Meta claims to collect user profile (e.g.,
username, avatar, list of followers), VR product activity (e.g., VR
events attended, duration of VR usage), and fitness information
(e.g., calories burned). Hand and body tracking, eye tracking, facial
expressions, and surroundings image data are collected, however,
their raw data is processed on device [63]. VRChat collects usage,
as well as body and movement information (if enabled) [96]. They
specify that they do not collect or scan retinas to gather eye data.
The collected data is stated to be used for analytics and adver-
tising, securing the platform, communicating with the user, and
for research. These practices largely align with most participants’
expectations.

For moderating "Horizon Worlds" (a VR app by Meta), Meta
states that the last few minutes of a users’ most recent audio, video
and other interactions in Horizon Worlds are recorded and stored
on their server [63]. VRChat, in contrast, states that theymay record
audio and video for limited situations. However, contrary to many
of our participants’ expectations (such as P12 in §4.2.4), they may
record even in private instances [95].

The Meta store includes an “app privacy” section detailing the
sensors, device data, requested by app developers (Figure 5 in Ap-
pendix 7.4). Steam and PlayStation stores provide the interaction
and hardware feature details, but not privacy-specific information
(Figures 3, 4 in Appendix 7.4). While Meta’s approach is a good step
towards transparency, §4.1.3 highlights the downsides of providing
vague information that triggers incorrect understanding among
users. More efforts can be directed to evaluating and improving
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such “privacy labels” for VR apps, similar to mobile app [20] and
IoT privacy labels [26]. In particular, misconceptions need to be
addressed when they lead to an underestimation of privacy risks.

5.3 Practical Implications
Our findings have practical implications for researchers, VR devel-
opers and designers, and regulators, which we discuss as follows.

5.3.1 Reducing user misconceptions.
Participants such as P1 in §4.2.4, exhibited a lack of awareness about
the implications of biometric data collection as they commented
"What are they gonna do with my data?". Similarly, P3 wondered
if any data leaks actually cause harm. Nair et al. [68] showed that
recordings of a target’s movement data can be used to identify
the ethnicity, income, physical/mental disabilities, and use of sub-
stances with more than 50% accuracy. Not only can these attributes
be used by platforms or apps to serve personalized ads, they may
also be shared with insurance companies or exploited by repres-
sive governments. VR users should be informed about the harms
that can arise from these inferences, including price discrimination,
and pushing political agendas [31]. Researchers have uncovered
ways in which an adversarial VR user can extract sensitive infor-
mation of other VR users such as financial data and passwords
through keystroke inference attacks [101] and remote keylogging
attacks [87].

A few participants expressed a misplaced concern based on the
perceived lack of regulations on non-US based VR products (§4.2.1).
However, privacy regulations such as General Data Protection Regu-
lation (GDPR) [19] and California Consumer Privacy Act (CCPA) [9]
are applicable in various jurisdictions irrespective of country of
origin of the company. Because all of our participants were US
residents, it is possible that some of them lacked knowledge on
regulations in other jurisdictions.

P7 shared their usage of a VPN for protecting their privacy
(§4.3.2) during VR usage. While VPNs may protect from network
adversaries, they are not applicable against the hardware, client,
server, or user adversaries identified for VR [31].

Recommendation 1: Privacy-focused onboarding tutori-
als [57] should be provided to users by VR app developers and
VR platform owners. Social media outreach [1, 104] regarding
VR privacy may be designed by privacy educators for the VR
community to enhance user awareness.

5.3.2 Mitigating users’ privacy concerns.
It is important to mitigate users’ privacy concerns for the following
reasons: (i) incorrect concerns may impact users’ trust towards
the manufacturers and their intention to continue using the de-
vices, (ii) their concerns may also impact their experiences when
using the devices. However, in other cases, users’ concerns might
be valid; this is when companies should improve their data prac-
tices by adopting user-desired, privacy-friendly data practices. The
data practices desired by some participants already aligned with
guidelines in GDPR [19], such as collecting only necessary data
(data minimization in Art. 5), storing data for a reasonable amount
of time (Art. 17 about ‘the right to be forgotten’), and being trans-
parent about data collection (Art. 7 about consent). Nonetheless, it
remains unknown to what extent VR apps comply with existing

regulations, compared to the large body of auditing research on
mobile apps [7, 78] and consent notices [10, 92].

Recommendation 2:More third-party auditing on VR apps’
and platforms’ compliance with regulations could lead to en-
forcement of better data practices that take the burden of self-
protection from end-users.

Within the notice and choice framework, another avenue of
intervention is in-app and system-wide privacy features that enable
VR users to have more granular control over the specific types of
data collected, the ability to view and delete previously collected
data, and features similar to “ad blockers” or “private browsing
mode” in VR. Participants also desired alternative versions of VR
apps that had limited functionality but better privacy protection so
that they could still use the app for its basic features even if they
opted out of data collection. Specific obfuscation features could
be developed to deal with P20’s case, where password length was
being observed by their streaming viewers (§4.2.3).

Recommendation 3: Privacy researchers and VR app develop-
ers should develop privacy-preserving techniques and integrate
them into VR systems for users to exercise fine-grained privacy
controls.

5.3.3 Assisting users in adopting privacy-protective behavior.
Since VR has not reached its technological maturity, the starting
price of the device is naturally the primary factor influencing users’
purchase decisions and overrides privacy considerations, as shown
by our findings (§4.3.4). An interesting direction to explore is how
much users are willing to pay for VR privacy, similar to IoT [27].
However, unlike IoT devices, which have a multitude of products
at various price points, VR is driven by a few major players.

Recommendation 4: Action by regulatory bodies is needed to
drive the diversification of the VRmarket, particularly enforcing
that privacy-friendly solutions be offered for a correct price and
providing consumers with more choice for their privacy.

6 Conclusion
In this paper, we report on the findings from interviews with 20 VR
users about their privacy expectations and concerns based on their
VR usage and the corresponding privacy-protective practices they
adopt. Participants express institutional, social, and device-related
privacy concerns, which they mitigate by privacy-friendly device
selection and selective engagement in VR interactions, among oth-
ers. They also reveal misconceptions in their understanding and
implications of VR data collection. With the VR ecosystem bur-
geoning, the collaboration among VR platforms, app developers,
regulators, and researchers is critical to address VR user privacy.
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7 Appendix
7.1 Screening Survey

Consent Form

What are some general things you should know about re-
search studies?
You are invited to take part in a research study. Your participation
in this study is voluntary. You have the right to be a part of this
study, to choose not to participate, and to stop participating at any
time without penalty. This research study aims to understand users’
perspectives on VR. We will do this through semi-structured user
interviews.
Am I eligible to be a participant in this study?
To be a participant in this study, you must be at least 18 years of
age, reside in the US, and currently use at least one VR application.
What will happen if you take part in the study?
If you agree to participate in this study, you will be asked to do all
of the following:
• You will be asked to fill out a screening survey (the one you
are currently filling out). The survey should take you around 5
minutes to complete.

• If you have been selected for an interview after the screening, you
will be interviewed (remotely through video conferencing via

Zoom), where you will be asked to share your experience in VR.
We expect the interview to take around 60 minutes to complete.
The interview will be audio recorded, transcribed, and the audio
will then be deleted. You will be asked to turn on your video for
a few seconds before the audio recording begins, making your
face and VR headset visible for verification purposes. The video
data will not be used for further analysis.

• Once the interview is complete, you will be asked to fill out
another Qualtrics survey. This should take around 5 minutes.

Recording and Images
If you want to participate in this research, you must agree to turn
on your video for verification (only for a few seconds, and it will
not be recorded) and be audio recorded (the audio data would be
used for research). You cannot participate in this research if you
disagree with being audio recorded.
Risks and Benefits
There are minimal risks associated with participation in this re-
search. The risks to you due to this research include distress due to
recounting potentially upsetting past experiences while using VR.
There are no direct benefits to your participation in the research.
The indirect benefit is the improvement of VR user experience that
arises from the insights derived from this research.
Right to withdraw your participation
You can stop participating in the study by withdrawing from be-
ing interviewed at any time for any reason. To do so, inform the
researcher, [CONTACT INFORMATION]. You can also contact the
faculty advisor for this research, [CONTACT INFORMATION]. If
you choose to withdraw your consent and to stop participating in
this research, you can expect that the researcher(s) will redact your
data from their data set, securely destroy your data, and prevent
future uses of your data for research purposes wherever possible.
However, if you withdraw from the study, you will also forfeit your
right to any compensation for participating in the study.
Confidentiality, Personal privacy, and Data management
Data that will be shared with others about you will be de-identified.
De-identified data is information that at one time can directly iden-
tify you, but we will record this data so that your identity will be
separated from the data. We do not have a master list with your
code and real name that connects your information to the research
data. When the research concludes, there will be no way your real
identity will be linked to the data we publish.
Compensation
If you are selected for the interview, you will receive an Amazon
e-gift card worth 20 USD for participating in the interview. If you
withdraw from the interview process or choose to end your inter-
view prematurely, you will not receive any compensation.
What if you have questions about your rights as a research
participant?
If you feel you have not been treated according to the descriptions
in this form, or your rights as a participant in research have been
violated during the course of this project, you may contact the [Uni-
versity] IRB (Institutional Review Board) office. An IRB office helps
participants if they have any issues regarding research activities.
Qualifying Questions
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• I am at least 18 years old
• I am a resident of the United States
• I currently use at least one Virtual Reality application
• I agree to turn on my video for a few seconds before the au-
dio recording begins, making my face and VR headset visible. I
understand that this will be used for verification purposes.

• I affirm that I have read and understood the above information,
and all the information I provide is true and correct to the best
of my knowledge. All of the questions that I had about this re-
search have been answered. I have chosen to participate in this
study with the understanding that I may stop participating at
any time; if I withdraw from the study I will forfeit my right to
compensation.I am aware that I may revoke my consent at any
time.

VR Usage
• How long have you used VR?
– < 1 month
– >= 1 month but < 1 year
– >= 1 year but < 2 years
– >= 2 years but < 3 years
– >= 3 years but < 4 years
– >= 4 years

• How many hours do you spend in VR on average per week?
– 0 hours (I currently do not use VR)
– 1 to 4 hours
– 5 to 9 hours
– 10 to 14 hours
– 15 to 19 hours
– 20 hours or more

• When was the last time you used VR? (if 0 hours was selected
for previous question)

• Which VR Headset(s) do you use?
– Meta Quest
– HTC Vive
– HP Reverb
– Sony Playstation VR
– Valve Index VR kit
– Oculus Rift
– Samsung Gear VR
– Other

• What activities do you use VR for? Select all that apply.
– Socializing
– Playing games
– Attending virtual events
– Learning about something
– Physical fitness related activities
– Mental health related activities
– Others (Please specify)

• Name the VR Apps you use most frequently (please mention as
many apps as you can).

Demographics
• What is the highest level of education you have completed?
– Less than high school
– High school or equivalent
– Some college
– Trade, technical or vocational training

– Associate’s degree
– Bachelor’s degree
– Master’s degree
– Doctoral degree
– Professional degree (JD, MD, etc.)
– Other (please specify)
– Prefer not to answer

• Please indicate your age range.
– 18-24
– 25-34
– 35-44
– 45-54
– 55-64
– 65-74
– 75-84
– 85 and above

• Which of the following best describes your gender?
– Man
– Woman
– Non-binary
– Prefer to self-describe (please specify)
– Prefer not to answer

• Which of the following best describes your sexual orientation?
– Heterosexual (straight)
– Homosexual (gay)
– Bisexual
– Prefer to self-describe (please specify)
– Prefer not to answer

• Choose one or more of the races you consider yourself to be:
– American Indian or Alaskan Native
– Hispanic, Latinx, or Spanish origin
– Caucasian
– Asian
– Black or African American
– Middle Eastern or North African
– Native Hawaiian or Pacific Islander
– Other (please specify)
– Prefer not to answer

7.2 Participant demographics
Table 3 contains the self-reported demographic details of all the
participants in our study.

7.3 Interview Protocol
Hi there! Thank you for participating in our study! My name is
[Insert Name] and this is [Insert Second Name]. Today, we will
be having a chat about your use of virtual reality. Before we get
started, I want to make sure you understand all the details of the
study. When you filled out the sign-up form, you agreed to all the
requirements in the consent form for this research study. Would
you like to have a look at the consent form again, or do you want
to have a copy of it?

In the consent form, you agreed to turn on your video for a few
seconds so that we can verify your identity and ensure that you are
a VR user. Can you please turn on your video and show us your VR
headset?
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Table 3: Participant demographics (self-reported).

ID Age Gender Sexual Orientation Race S&P Education Headset Used Usage Usage
(years) (hrs/week)

P1 35-44 Man Heterosexual Prefer not to answer Formal Training Meta Quest >= 4 years 5 to 9 hours

P2 18-24 Man Heterosexual Caucasian None Meta Quest >= 2 years but < 3 years 5 to 9 hours

P3 55-64 Man Heterosexual Caucasian Acquired Education Meta Quest >= 4 years 10 to 14 hours

P4 18-24 Man Bisexual Caucasian Formal Training Valve Index >= 4 years 10 to 14 hours

P5 45-54 Man Heterosexual Caucasian Trained against Phishing scams Meta Quest >= 4 years 10 to 14 hours

P6 25-34 Man Heterosexual Caucasian Acquired Education Meta Quest, Valve Index >= 4 years 5 to 9 hours

P7 18-24 Man Bisexual Caucasian None Meta Quest >= 4 years 1 to 4 hours

P8 18-24 Woman Bisexual Caucasian None HTC Vive, Valve Index >= 2 years but <3 years 1 to 4 hours

P9 35-44 Man Heterosexual Hispanic, Latinx, or Spanish origin, Caucasian Trained against Phishing scams HTC Vive, Valve Index >= 4 years 10 to 14 hours

P10 25-34 Woman Pansexual Caucasian None Valve Index >= 3 years but <4 years 20 hours or more

P11 25-34 Woman Bisexual Caucasian None Meta Quest >= 1 year but <2 years 5 to 9 hours

P12 25-34 Woman Bisexual Caucasian Acquired Education Valve Index >= 1 year but <2 years 15 to 19 hours

P13 18-24 Man Heterosexual Black or African American None Valve Index VR kit >= 3 years but <4 years 10 to 14 hours

P14 18-24 Non-binary Homosexual Caucasian None Meta Quest >= 2 years but <3 years 15 to 19 hours

P15 25-34 Man Heterosexual Hispanic, Latinx, or Spanish origin None Meta Quest >= 3 years but <4 years 5 to 9 hours

P16 35-44 Man Heterosexual Hispanic, Latinx, or Spanish origin Formal Training Meta Quest, Oculus Rift >= 2 years but <3 years 1 to 4 hours

P17 35-44 Man Heterosexual Hispanic, Latinx, or Spanish origin, Caucasian Trained against Phishing scams Meta Quest >= 2 years but <3 years 5 to 9 hours

P18 25-34 Woman Bisexual Hispanic, Latinx, or Spanish origin, Caucasian Trained against Phishing scams Meta Quest, Valve Index >= 2 years but <3 years 5 to 9 hours

P19 25-34 Woman Heterosexual Caucasian Acquired Education Valve Index >= 1 month but <1 year 1 to 4 hours

P20 35-44 Woman Bisexual Caucasian Acquired Education Meta Quest >= 2 years but <3 years 5 to 9 hours

Thank you, you can turn off your video if you want to. In the
consent form, you agreed to be audio recorded. Could you please
confirm that you allow us to audio-record this interview?

Thank you. As you know, this discussion is being audio recorded.
After the researchers transcribe the recording, the audio will be
deleted. Your name, contact information, and other forms of person-
ally identifying information will not be asked or recorded during
this discussion, and will not be used while presenting any results
of this study. At the end of our chat, I will share another survey,
which will ask you to provide your name and address for our ac-
counting office to process your compensation. We will not store
this information along with our transcripts. Our discussion today
would take around 1 hour to complete. At this point, do you have
any questions?

I would like to begin with a few questions about your current
use of VR.
• I see you’vementioned that you have been using VR for(duration).
What made you decide to use VR?

• I see you’ve mentioned that you use VR for (activities). What mo-
tivated you to do [listed activity] in VR? How’s your experience
so far?

• Are there any aspects of the activities you do in VR that you
consider private?
– Yes
∗ What aspects of your activities are private to you?
∗ Why do you consider them private?
∗ Do you believe any information related to these activities
could be known by other parties?
· Who are these parties, according to you?
· Why do you think they collect this information?
· How do you think this information is used?

– No
∗ Why not?

– Never thought about it
∗ When was the last time you chatted with other people?
Probes specific to their VR activities.

• Have you come across any privacy related issues in VR?
• Before deciding to use a particular VR app, do you consider the
privacy aspects associated with it?
– What do you specifically look at?
– What additional things would you like to look at?

• Here are a few major providers of VR platforms. How much have
you heard about each of them?

• Let me share a few images with you (share screen and open pdf
consisting of screenshots of one or more apps based on screening
survey). These are screenshots of a few <type> VR apps, as shown
on an existing app store for VR. As such, our questions are also
about <type> VR apps as a whole category rather than specific
<type> VR apps. I want tomention that the data collected depends
on the app and not the headset / platform. Even thoughwe are not
showing you the app info from [platform-name], the underlying
data practices would be very similar. Imagine that the app is
collecting this data. What are your thoughts?
– In the image, you can see what kind of specified information
about you and your device these apps can access. Are any of
these sensitive to you?
∗ Who (apart from app developers) do you think might have
access to this information?

∗ Why do you think they collect this information?
∗ How do you think this information is used?

– Are you concerned by this?
If yes Do you do anything about this? How would you want
this information to be handled?

If no Why not?
– In any of the apps you use, would you willingly share some
information with vr app developers? Why / why not
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– In any of the apps you use, would you willingly share some
information with people on VR? Why / why not

– Of the apps that you use, are any of them paid?
∗ Do you think data collection in paid and non-paid apps are
similar or different?

• Moving on to a broader look at data collection in VR, do the
privacy concerns that you mentioned earlier, influence how you
use VR?
– Yes
∗ How do they influence your usage?

– No
∗ Why not?

• What specific privacy controls would you want for VR applica-
tions?

• How have your privacy considerations evolved over time?
• Would you recommend VR to a friend/colleague/family? Why or
why not?

• Any additional concerns to share or discuss?
• Have you received education in privacy and security, or use these
concepts in your job?

That brings us to the end of this discussion. Thank you so much
for your time and all the valuable insights you’ve provided! I’m
really glad that you decided to take part in our study. To record
your completion of the interview, can you please fill out the post-
interview survey?

Once again, thank you for participating, and have a great rest
of your day! And feel free to reach out to me, if you want to share
anything else.

7.4 Screenshots Presented

Figure 2: VR platforms presented to participants

Figure 3: Screenshot showing details of Beat Saber from the PlaySta-
tion Store.

(a) basic app information (b) hardware and interaction features

Figure 4: Example screenshots showing details of VR Chat from the
Steam Store.

76



"What are they gonna do with my data?": Privacy Expectations, Concerns, and Behaviors in Virtual Reality Proceedings on Privacy Enhancing Technologies 2025(1)

(a) basic app information (b) types of data collected

Figure 5: Example screenshots showing details of VR Chat from the
Meta Quest Store.
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