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Abstract
Tor is one of the most widely used anonymous communication
networks today. A popular feature of Tor is its onion services,
anonymous network services that can only be accessed via the
Tor network. This enables users to both host and access such ser-
vices anonymously, protecting onion services from censorship and
take-down. According to Tor Metrics, over 150,000 onion services
collectively serve traffic at a rate of nearly 4 Gbps, with applications
ranging from news services to chat to whistleblowing. Unfortu-
nately, onion services also suffer from a variety of performance
and security concerns. Latency can be extremely high, and many
services face denial of service and deanonymization attacks due to
the content and types of services that they host.

In this work we seek to help address these concernswithout mak-
ing any changes to Tor, thus making our improvements immediately
useful and deployable. To do this, we leverage a recent advance in
programmable anonymity networks, which allows one to deploy
user-written functions on willing Tor relays. We use this architec-
ture to design the first Content Delivery Network (CDN) for onion
services, which we call CenTor. CenTor allows onion services to
take advantage of many traditional CDN benefits, such as replica-
tion and load balancing and bringing content (geographically) closer
to the client. These techniques and applications raise an interesting
trade-off between performance and anonymity for users, which
we rigorously explore and quantify. We implement, deploy, and
evaluate our architecture on the Tor network, demonstrating how
these techniques are immediately able to extend and improve the
capabilities, performance, and defenses of onion services, without
any changes to the Tor protocol.

Keywords
Tor, onion services, CDN

1 Introduction
Tor [29] is one of the most popular and widely used anonymous
communication networks today. Tor enables anonymous commu-
nication by employing a volunteer overlay network to conceal a
user’s location and usage from anyone conducting network surveil-
lance or traffic analysis. In addition, Tor’s onion services offer an
anonymous network service, permitting a web server to obfuscate
its location. This makes it possible for Tor users to both host con-
tent and access these onion services anonymously. Onion services
have supported freedom of speech, expression, and information to
users living in oppressive regimes and have therefore experienced a
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sharp increase in their number and amount of traffic relayed. In fact,
according to Tor Metrics, over 150,000 onion services collectively
serve traffic at a rate of nearly 4 Gbps, with applications ranging
from news services to chat to whistleblowing [73].

One of the largest performance barriers that Tor faces in terms
of practical client usage is that of latency [2, 6, 9, 39]. Interactive
communication on Tor, which accounts for over 90% of connections
in the Tor network, incurs latencies over 5𝑥 greater than on a direct
(traditional) Internet path [61]. The delay factor further increases
when a client attempts to reach an onion service, as then a Tor
circuit is utilized on both the client- and server-side. For instance,
[17] shows that three-hop circuits can provide acceptable perfor-
mance for VoIP calls. However, when extending to six-hop circuits,
the latency increases significantly. The average one-way delay in
six-hop configurations often exceeds the acceptable threshold due
to the additional relay nodes, which introduce more latency and
degrade overall call quality. Similarly, [82] shows that a single Tor
link cannot consistently provide the stable and low latency required
for high-quality VoIP, supporting multiplexing traffic over circuits.
This increased latency can discourage Tor users from adopting and
utilizing onion services, both as a service operator and a client
[33, 98].

From a security perspective, the Tor network, which uses a set
of volunteer relays, is also prone to Denial of Service (DoS) attacks.
For example, Jansen et al. [49] estimated that congestion attacks
against all Tor onion routers could increase the median client down-
load time by 47%. Due to the asymmetrical architecture of the Tor
protocol, these DoS attacks can further result in the unavailabil-
ity of an onion service under attack. Furthermore, the anonymity
of an onion service’s clients makes it harder to detect malicious
ones, preventing the deployment of typical defenses that one might
employ on the non-anonymous Internet.

Additionally, onion services also face many threats of deanony-
mization [55]. Attacks on an onion service, such as timing analy-
sis, service location attacks, and distance attacks, can potentially
expose the location of the server hosting it [65]. Circuit finger-
printing attacks [57] attempt to correlate the circuits involved in
communicating with an onion service and then perform a website
fingerprinting attack [96] on the identified circuits to deanonymize
the target service with high accuracy.

Based on these considerations, we postulate that not only would
providing onion service operators with easy-to-deploy means of
protecting themselves against common attacks as well as realize
performance improvements enrich the user experience, but they
would also encourage more content hosts and distributors to use
and own onion services. This would then in turn allow more users
to reap the security and privacy benefits of onion services. We,
therefore, seek to answer the following questions:

What performance improvements can an onion service client securely
obtain today? How can onion services both operate with a reduced
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risk of DoS and deanonymization attacks and provide a better
experience for their users? Can we obtain these benefits in a way that

is immediately deployable, without altering the Tor protocol?

Weanswer these questions by providing two immediately deploy-
able security and performance improvements for onion services.
We design and build CenTor, the first Content Delivery Network
(CDN) for Tor onion services, providing them with enhanced re-
silience and security, as well as improved performance and reduced
latency to clients through techniques for geographical-awareness.
While the use of CDNs are quite common on the traditional Internet,
and are a key component in rendering DoS attacks no longer an
existential threat to Internet services, to date, anonymity networks
(and onion services) have not been able to reap these same benefits.
We also build 𝜇Tor, an adaption of techniques from [3, 101, 102]
for dynamic traffic splitting and multipath routing to onion ser-
vices, that allows us to distribute the traffic load across multiple
circuits, thus achieving better bandwidth for onion services and
better utilization of often-overlooked low-bandwidth Tor relays.

The key insight that allows us to build CenTor and 𝜇Torwithout
needing to change the Tor protocol in any way, is the use of Bento,
a recently introduced architecture for achieving the features of
programmable networks in Tor [77]. Bento is a Network Function
Virtualization (NFV) service that allows Tor relays to act as pro-
grammable middleboxes. Users can write sophisticated functions
in a high-level language that the Bento server can execute on their
behalf. Furthermore, the usage of conclaves [38] provides executing
functions with strong confidentiality and anonymity guarantees.
We implement CenTor as a sophisticated function for Bento which
an onion service operator can install and run on the Bento servers,
without changing the Tor architecture. Bento also allows us to com-
pose functions (such as CenTor and 𝜇Tor) for additional client-side
performance improvements.

While neither the idea of a CDN nor of multi-path routing are
themselves new, we provide the first immediately deployable in-
stantiation of these techniques for Tor’s onion services. Addition-
ally, while the programmability of Bento simplifies the process
of building and implementing such improvements, it provides no
guarantees that these improvements themselves are safe and se-
cure to deploy, without any unintended or harmful side-effects on
users. As such we must also carefully analyze our designs in the
context of Tor to ensure that the deployment of such functions do
not harm their users (particularly users’ anonymity) and to quantify
any trade-offs that exist. To do this, we conduct a comprehensive
evaluation to study these techniques in terms of both performance
and anonymity. We analyze their security and present quantita-
tive results showcasing the tradeoff between users’ anonymity and
performance gains. Our performance analysis indicates that both
of our proposals result in significant performance improvements
for clients. Our anonymity analysis allows us to quantify any loss
that would occur through the deployment of our CDN proposal,
and allows us to conclude that by sacrificing just a small amount of
anonymity, users can achieve significant performance guarantees.

The aforementioned performance and anonymity trade-offs point
to one final benefit of our proposed architectures: they provide in-
dividual users of onion services with a new flexibility to tailor their
anonymity, bandwidth overhead, and latency preferences. While

the notion of the anonymity trilemma [23] states that anonymous
communication protocols can only achieve two out of the three
properties (strong anonymity, low bandwidth overhead, and low
latency overhead), the techniques we present in this paper allow
individual users and/or onion service providers a new degree of
flexibility to trade off in this space themselves. For example, CenTor
lets an onion service user choose lower latency but slightly weaker
anonymity by allowing them to specify a (geographically close)
region in which they wish to access an onion service replica.
Our Contributions. In this paper, we demonstrate how to make
Tor onion services more usable and performant for clients and more
secure for service operators, without making any changes to the
Tor source code or protocol. Because one of our primary goals is
deployability, we make all of our code publicly available1.
In summary, we make the following contributions:

• We present CenTor, the first CDN for Tor onion services.
• We quantitatively analyze how geographical-awareness for an
onion service CDN and its clients could impact a user’s anonymity.

• We implement CenTor using the Bento architecture and evaluate
it on both the live Tor network as well as through a series of
simulations, demonstrating that it can provide significant perfor-
mance benefits to users.

2 Background and Related Work
2.1 Content Delivery Networks
At its core, a Content Delivery Network (CDN) aims to improve
Internet service quality by replicating the data from an original
host server to replica servers scattered (geographically) all over the
world. Clients’ requests are then directed to nearby CDN servers,
improving response time and reducing latency [35, 62, 70]. A CDN
can also prove to be advantageous in adverse conditions, such as a
host’s hardware failure, as its distributed nature ensures content
availability and redundancy. CDNs’ global deployments and large
amounts of bandwidth can also make websites more resilient to de-
nial of service attacks [19, 89], and arguably are what has ultimately
made DoS attacks no longer an existential threat to the Internet.

While CDNs have played a key part in the (non-anonymous)
Internet, to date, anonymous networks have generally not enjoyed
the same benefits. While not directly related to Tor, part of our
work is similar in spirit to the non-anonymous CDN-on-Demand
system by Gilad et al. [36], which allows any user to rapidly scale
up or down its web servers via the cloud.

2.2 Tor Background
Tor [29] is the most popular and widely used anonymous communi-
cation network today. This low-latency circuit-based, application-
level overlay network system is based on the concept of onion
routing [37]. In general, every Tor “message”, called a cell, passes
encrypted through a 3-hop circuit comprised of entry, middle, and
exit nodes (as chosen by the client from a list of available Tor nodes),
wherein each hop removes a layer of encryption before it finally
reaches its target Internet destination. A client instructs the exit
relay to connect to the desired external Internet destination by

1https://github.com/BARC-Purdue/CenTor/
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Figure 1: The Tor Onion Service Protocol. All steps and com-
munication legs are done over Tor circuits.

creating a stream through the circuit and uses TCP at the network
layer for every hop in the circuit.
Onion Services. Onion services (formerly hidden services) allow
servers to anonymously host content and web services. At a high
level (eliding details such as key establishment), the onion service
protocol operates as follows (also shown in Figure 1).

A Tor user wishing to operate an onion service selects one or
more onion relays, creates anonymous circuits to them, and requests
that they serve as introduction points (IPs) for its onion service (Step
1). IPs are the publicly reachable “gate keepers” that clients first
contact to reach the onion service. If the onion relays agree to
serve as IPs, they allow the circuits from the onion service operator
to persist, and the onion service operator publishes the list of IPs
(along with relevant keymaterial) on a distributed hash table (DHT),
indexed by the onion service’s name (Step 2).

When a client wishes to connect to an onion service, it looks up
the IPs (and key material) on the DHT (Step 3). Before connecting to
the IPs, however, the client recruits a relay of its own (over another
circuit) to act as a rendezvous point (RP) between itself and the onion
service (Step 4). Whereas IPs serve to initially connect clients and
services, RPs proxy communication between them. Once it recruits
its RP, the client opens another circuit to one of the service’s IPs,
and sends a request (encrypted with the onion service’s public key)
for the service to “meet” the client at the RP (Step 5 & 6). The service
then creates its own circuit to the RP, and the client terminates its
circuit to the IP2 (Step 7 ). At this point, the client has a circuit to the
RP, as does the service. All communication between the two goes
through the RP then, resulting in a longer, 6-hop circuit (3 chosen
by client, including the RP, and 3 chosen by the server).

As a result, the client is able to communicate with the service,
yet neither the client nor the service learns the other’s identity (Step
8). We will refer to traditional onion services that operate in this
manner as legacy onion services. Onion services can additionally
operate in a non-anonymous mode3 [27], which facilitates direct
connections from the client’s RP to the onion service, thus cutting
out three hops in the connection. We make use of this feature to
improve performance, but demonstrate how, through our design, we
still maintain the anonymity of the original onion service provider.

2This leads to very short-lived circuits between clients and IPs, which Kwon et
al. showed made them easily fingerprintable [57].
3That is, set HiddenServiceSingleHopMode - 1 in the torrc configuration file.

Programmable Anonymity Networks. Bento [77] enhances
Tor’s capabilities by allowing relays to serve as user-programmable
middleboxes and integrate network function virtualization (NFV)
into anonymity networks like Tor. Bento allows Tor relays to opt-in
to operate as Bento servers, offering users the ability to upload and
execute custom functions and providing a safe and secure platform
for them to customize their Tor experience and features. These
functions are written in high-level, fully featured programming
languages, such as Python, and can handle complex middlebox
operations. Previous research has shown the advantages of inte-
grating programmable middleboxes into the Tor network, including
the ability to balance load through a dynamic LoadBalancer func-
tion [77]. However, we step well beyond these capabilities and
showcase more sophisticated CDN functionality.

We choose Bento to showcase our design, implementation, and
evaluation, due to its ability to quickly deploy new functionality
within the Tor network without requiring any changes to the code-
base, though our overall CDN design is more general and adaptable.
CenTor could be utilized in other programmable networks such as
FAN [78], which seeks to achieve application-level control. How-
ever, FAN involves modifying the Tor codebase, and only permits
trusted plugin developers to deploy new plugins at this time.

2.3 Improving Tor’s Performance and Security
A significant amount of research has been done towards improving
Tor’s performance. This includes work to improve Tor’s circuit
construction algorithm [83, 84], congestion control [5, 76], transport
protocol [11, 24, 91] and circuit scheduling [12, 88], as well as to
perform real-time circuit classification [4].

Work has also been done on onion services specifically, as they
suffer from a number of additional performance concerns [98]. Tang
et al. [88] implement an advanced circuit scheduling algorithm
based on the circuit’s recent activity. Øverlier et al. [67] proposed
utilization of pre-distributed Diffie-Hellman values for constructing
circuits to reduce the overhead of the server connections.

Prior work has also looked at improving the security of onion
services, as they are prone to de-anonymization attacks [55] like
fingerprinting [57, 68] and duster attacks [41]. SGX-Tor [56] works
to enhance the security of Tor by running it within an Intel SGX
conclave, at the cost of moderate performance loss. Øverlier et al.
proposed the use of valet nodes to reduce an onion service’s vul-
nerability to DoS attacks [66], while CLAPS [79] provides security
improvements in entry guard design.
Location-Awareness. Tor generally selects relays with a proba-
bility based on the node’s consensus weight. However, there has
been a variety of research that proposes client-location-awareness
while constructing client-side circuits [31, 54, 79]. This concept
reduces the distance between clients and relays, thereby improving
the client-side performance. Although such practices optimize path
selection, they also have the potential to leak a client’s anonymity.

One such work, CLAPS [79], provided a method for location-
aware path selection and load balancing, showcasing improvements
in both performance and security when compared with prior pro-
posals. Counter-RAPTOR selects more resilient relays for its guard
nodes while constructing circuits to mitigate attacks [86, 87]. They
considered relays to have high resilience if they lie in Autonomous
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Systems (AS) with high Tor bandwidth. DeNASA, on the other
hand, provides a destination-naive but AS-aware path selection
algorithm that achieves time-to-first-byte close to vanilla Tor [10].

To analyze clients’ anonymity when location-aware path se-
lection is employed, CLAPS provides an anonymity function that
takes into account the total client density in a region, the entropy
of the distribution of users across locations (in an AS), and the
entropy of the distribution of users across countries [79]. We base
the framework of our anonymity analysis on this work, but modify
the anonymity function with additional parameters to suit our case
as explained in Section 4. We provide a destination- and client-
aware path selection technique building circuits preemptively and
achieving performance benefits.

While we are inspired by and build off of several of the afore-
mentioned ideas in our architecture, we are able to achieve both
performance and security improvements without introducing any
required protocol changes and in a more flexible manner, which
we argue could make our techniques easier to deploy in the future.

3 CenTor: A CDN for Onion Services
CenTor is the first Content Delivery Network (CDN) for Tor’s onion
services. It realizes a variety of traditional CDN features such as
optional geographical-awareness to bring content closer to users,
dynamic content, and protection from DoS attacks. We start by
introducing our goals when designing our CenTor CDN. We then
discuss our threat model and provide a motivating example before
delving into the details of our design and realization.
Goals. While CDNs are common and often used on the non-
anonymous Internet for increasing the performance (and security)
of web services, as we discussed previously, they have not seen the
same adoption for anonymous web services. Our main objective is
to bring some of these same performance and security benefits to
onion services, for the first time.

Our first goal is to increase the scalability of onion services, al-
lowing them to dynamically adjust to client traffic and demand
without operators needing to deploy their own hardware or manu-
ally duplicate their onion service. We will refer to these additional
nodes as onion service replicas.

Our second goal is to improve the performance of onion services
by reducing the latency that clients experience and moving content
closer to them. In addition to dynamically scaling replicas based
on traffic load, we also wish to host these replicas across multiple
geographic regions that are independent of where the original onion
service is located. These geographically-aware replicas allow us to
more broadly disperse content, increasing the odds that a replica is
close to a potential user.

Third, we wish to support modern web application features like
dynamic content, in addition to static websites. Support for dynamic
content requires us to ensure that there is a mechanism for an onion
service to safely and securely stay connected to its replicas. Our
design must be flexible enough to support such differing use cases.

Fourth, we wish to provide greater resilience to DoS attacks.
Recall that non-anonymous CDNs like Akamai secure against this
in a variety of ways, including restricting access to the primary
webserver by only allowing Akamai to connect to their customers’
machines [89]. We wish to achieve this same sort of protection for

onion services, as well as ensure the availability of content even
during excessive client traffic.

Fifth, we aim to improve the resilience of onion services to dea-
nonymization attacks. Even if the location of replicas are revealed,
we wish to provide stronger guarantees and protections for the
location of the original onion service host.

Finally, we need to ensure confidentiality of content being pro-
vided by the replicas, as well as enforce integrity and honest execu-
tion to ensure that content is faithfully delivered. While traditional
CDNs often rely on trusting the CDN operator to achieve this, given
the potential for sensitive content, as well as the expectations for
privacy, we wish to ensure strong enforcement of these properties.

3.1 Threat Model
Our threat model is largely inherited from prior work. It is primarily
based on that of the existing Tor network [29]. We assume that
a powerful adversary, for instance, a nation-state [81], controls a
small number of Tor relays and can therefore observe a fraction of
traffic on the Tor network. Further, the adversary has the potential
to modify traffic using its controlled relays by participating in
the network. This also enables the adversary to perform traffic
correlations and traffic analysis attacks [13].

As we leverage the Bento framework to achieve many of our
goals, we also inherit its threat model. The Bento design is based
on loading and executing functions on a Bento server, which is
essentially another user’s machine, which may lead to supplemen-
tary threats. To mitigate these concerns, Bento (and hence our
techniques) relies on recent advances in trusted execution envi-
ronments (TEEs), namely conclaves (“containers of enclaves”) [38].
With such a TEE we assume that an adversary who runs a malicious
Bento server cannot introspect on or influence functions running
inside an enclave. We, therefore, consider such environments to be
safe to both execute code, as well as store data such as web service
content. While this work (and [77]) was built using SGX, we note
that the techniques will work with any TEE with similar proper-
ties [38, 77]. And though there have been attacks on SGX [92], we
do not believe that any of these represent fundamental flaws in
all TEEs (and typically these have all been mitigated and patched
[21]), and we note that TEEs are being used in a number of real
world applications [63]. Nonetheless, we provide a more in-depth
discussion of the implications of SGX compromise in Section 6.

3.2 Overview
We now provide an overview of how CenTor operates as a Bento
function. It is important to note that this is just one (immediately
deployable) realization of our CenTor CDN design. To use CenTor,
an onion service operator Alice performs the following steps:
Choosing Replicas. Alice first identifies Bento servers for ev-
ery shadow (a geographical region) to employ them as replicas for
her service. She does so by accessing a database of Bento servers
showing their availability per shadow (see Section 3.3).
Deployment. Next, Alice deploys the CenTor function onto these
middlebox nodes, thus enlisting them as replicas, and sends the
content of her service to the selected node(s). After receiving the
required contents, the node(s) deploys the onion service in a non-
anonymous fashion (which reduces the number of hops and hence
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latency) and returns an alias .onion address to Alice, who can then
publicize this along with their respective shadow. If she so chooses,
Alice can then go offline, allowing the replicas to automatically
serve her static content4.
Accessing the Replica. Suppose Bob now wishes to access Al-
ice’s onion service (without knowing who or where it is). He first
accesses a list of Alice’s onion service’s replicas, which allows him
to choose a replica which is “local”, or in other words geographically
lies in the same shadow as him. Bob can then connect to this replica
by running a shadow-specific client script. This script ensures that
Bob browses Alice’s onion service through a (client-side) Tor circuit
which consists of relays that are in the same shadow that he has
chosen as well, so that he benefits from the geographic clusters.
Composing Functionality. The framework we have chosen also
allows for easy composition with otherBento functions. This allows
Alice to further improve the performance of her onion service by
composing CenTorwith other techniques such as LoadBalance [77],
which will allow her onion service to have multiple replicas (these
share the same hostname and private key) within the same shadow
that will automatically scale up and down based on client traffic.
This can also further strengthen DoS resilience.

We now describe these steps and the concrete design and imple-
mentation decisions that allow us to achieve our performance and
security goals in detail, plus briefly discuss how CenTor provides
security even though it runs on other users’ machines.

3.3 CenTor Design and Implementation
We sought to develop an infrastructure that will allow users to
deploy scalable onion services by replicating their content across
multiple Tor routers. At a high level, we accomplish this by de-
veloping Bento functions to support delivering web content and
establishing circuits, as per the onion service protocol, and that
allow for adding and removing these onion service replicas on de-
mand. It is worth noting that we use the standard Tor protocol for
building circuits. In addition to the Bento infrastructure, we utilize
the Python Stem library [22] for our implementation and do not
change the underlying Tor code in any way.

We start with a brief summary of our design: An onion service
operator designates certain Bento servers to act as its replicas by
sending the content of the onion services to these node(s), where it
is then stored. The replicas communicate with the onion service
operator over a Tor circuit to completely protect and isolate the
operator. The onion service’s respective clients can then access
its contents by locating a geographically “close” replica (in what
we refer to as a shadow, thus reducing latency. We now dive more
deeply into these concepts and the exact design of CenTor.
Shadowing. We first introduce the concept of shadowing as that
features heavily in our design to obtain performance benefits. To
connect with the most beneficial replica, each client selects a region,
called a shadow, corresponding to its geographical location. The
client is then restricted to choosing relays within this shadow to
construct its circuit. Our goal here is to maintain client anonymity,
i.e., the shadow should not reveal the client’s (precise) location,
while still moving content closer to the user. These shadows can
4We provide a detailed discussion in Section 3.3 of how this process changes if Alice’s
service supports dynamic content or if she chooses to have a more sophisticated setup.

Figure 2: Architectural comparison of using the CenTor archi-
tecture versus standard Tor to access an onion service. The
numbered steps correspond to the four phases presented.

be customized by each individual client at the level of location
granularity information provided by Tor for its relays, allowing for
a controllable trade-off between latency and anonymity.
Components. CenTor has a number of components that all work
together to realize the CDN’s functionality. The origin is owned and
managed by the operator and includes the backend web servers,
storage facilities, and databases that aid in hosting the onion ser-
vice. The operator may also choose to use third-party storage (a
pseudo-origin), for instance, a cloud service, which may host the op-
erator’s website content. This may further strengthen the operator’s
anonymity in case of a deanonymization attack, which we discuss
in more detail later. Replicas are a copy of an onion service that
support clients in a specific shadow. These replicas are all hosted
on Bento nodes. Replicas may additionally have more sophisticated
behavior and act as the edge servers to request content from the
origin to support dynamic onion services. It is worth noting that
this feature may not be required to support static services and some
onion services, for instance, web pages that show dynamic data like
live-weather. In such a scenario, the operator may choose to instead
store scripts that fetch this data within the replica. They may also
parse and prefetch content from the origin server, as appropriate,
to ensure that it is already in memory when the user’s browser
requests it. One of the strengths of our design is that operators can
customize their replicas (and hence their CDN experience) in this
and many other ways based on their specific requirements.

Next, we present the usage of our CenTor CDN framework in
four main phases, describing how the aforementioned components
fit together. These four phases correspond to the labels in Figure 2.

Phase 1: Setup. In this phase, the onion service operator selects
its replicas, belonging to different shadows5, from the provided
database of Bento servers who are willing to host an onion service.
The operator then sends the relevant onion service content (such
as files or scripts) to the chosen replicas, which then host the onion
service, in a non-anonymous fashion, on the operator’s behalf.
The operator also publishes the information required to access the
replica services, along with their respective shadows.

5We note that it is not a requirement to place replicas in different regions but rather a
suggestion to improve performance.
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To advertise the replicas, the operator can choose to publicize
the .onion address6 on portals, such as Hidden Wiki7, which serve
as a directory of links to other .onion sites [97]. We also envision
that a similar community portal (like Tor [73]) can exist for Bento
nodes to advertise the services they offer, like CenTor support,
along with provided storage space, as well as for onion service
operators to publicize their respective .onion shadow-wise links. It
is worth noting that Tor users already use such portals to access
onion services [71]. If an onion service operator needs to shut down
and migrate her service, she may be able to keep the same .onion
address by retaining the service’s hostname and key-pair files.

Phase 2: Storage Servers. To further assist the replicas, we
include the (optional) use of storage servers. These servers can store
data on behalf of the operator, ensuring that the service remains
active even when the operator is offline. This also helps to manage
large or complex onion services, as replicas would then easily access
and cache the required data. These storage servers can be owned
by the operator or provided by third-party cloud servers.

Phase 3: Dynamic Content. To manage onion services that
support dynamic content, we provide CenTor users with the flexi-
bility to choose a suitable architecture based on the nature of their
respective onion service. For instance, in the case of onion services
with dynamic data that does not require maintaining state with the
origin, operators can directly transfer update scripts to the replica
[18], which will then automatically fetch state as needed. For state-
ful dynamic content, the onion service operator will generally need
to maintain a connection with its replicas, allowing them to access
and serve stateful content which is stored on the origin. However,
if they wish to go offline, they could, for example, delegate this
task to a number of storage servers and then go offline. For further
enhancement, the operator could additionally use replicas like CDN
edge servers to prefetch content from the (pseudo-)origin.

Phase 4: Execution.When a client wishes to access an onion
service that uses CenTor, they first identify the shadow that serves
the region where they are located or that they wish to use. Based on
this, they then select the appropriate replica from the database that
lists their availability along with the .onion address. To connect to
and access the selected replica, the client runs our shadow-specific
client script. Figure 2 showcases the client and onion service’s
communication in the case of CenTor and standard Tor.
CenTor Implementation. We implement our CDN design as a
function within Bento, the aforementioned NFV-like framework
of [77]. The CenTor function is then loaded onto one of the Bento
nodes by an onion service operator that wishes to deploy our CDN.
When the operator first executes the function, it lets the opera-
tor send the service’s static contents, after which it launches the
respective service and sends the operator an alias .onion address,
which can be used as the domain name specific to that shadow. The
function then continues to run and serve content until the operator
terminates it8. It is worth noting that Bento servers can securely

6 .onion addresses enable easy integration of CenTorwith Tor infrastructure, requiring
no code or protocol adjustments. This simplifies deployment compared to alternative
replica addressing methods, which introduce complexity, demand non-backwards-
compatible changes, and necessitate additional mechanisms like anonymized payments
for domains/clouds.
7Hidden Wiki allows users to create accounts anonymously thereby allowing them to
propose .onion site links [8].
8Or the Bento operator shuts down.

host multiple services because of the strong security, privacy, and
isolation guarantees provided by Bento.
Content protection. Recall that our last design goal was to
ensure that CenTor provides strong confidentiality and integrity
guarantees for any hosted content. As each CenTor replica executes
inside its own enclave on the Bento server, all content inherits these
protections (as well as strong isolation from any other replica). We
discuss this further in Section 5.3. For additional data that must be
stored outside protected memory, the Bento architecture enforces
encryption before a write to disk with an ephemeral key which is
only available to the specific enclave running that replica [38, 77].
We note that these features also provide a replica with the same level
of protection and plausible deniability as Tor currently provides
relays in situations where an onion service operator may try to
host illicit content on them (see [77] for a further discussion).
Additional Features. While not something that we specifically
provide, we note that the Bento architecture contains a notion of
middlebox node policies, which allow a middlebox to specify what
services it would like to provide9. CenTor users would then choose
middlebox nodes that meet their requirements to host their content
on. Additionally, to verify that CenTor is truly running inside an
enclave and will thus provide all the discussed securty and privacy
guarantees, as well as ensure theBento node is fully patched against
any known vulnerabilities, the client can utilize SGX’s remote at-
testation feature [53]. CenTor also aims to deliver scalability by
allowing onion service operators to leverage on-demand replicas
by automatically scaling them up or down based on load. This is
done in a manner similar to the techniques presented in [77].
𝝁Tor: Enhancing CenTor through multipath routing. Finally,
we introduce 𝜇Tor, a multipath routing design that establishes
multiple communication paths between a client and server. Un-
like previous proposals for multipath routing in Tor [3, 24, 102],
which require changes to the underlying Tor protocol, 𝜇Tor is
uniquely built as a client-side Bento function, preemptively creat-
ing 𝜇 paths. It prioritizes low-bandwidth relays, enabling clients
to reach a CenTor instance through multiple paths and gaining
performance benefits from reduced hops. Our evaluation assesses
𝜇Tor’s impact on performance improvements and anonymity. Due
to space constraints, we provide a more detailed discussion of 𝜇Tor
implementation details and performance and anonymity evaluation
in Appendix B, as well as a discussion of related work.

4 CenTor Anonymity Analysis
Now that we have presented our CDN design, we must discuss its
potential impact on client anonymity. While the programmability
of Bento eases the implementation and deployment of such func-
tionality, it provides no guarantees that this functionality will not
have unintended consequences. It simply facilitates deployment; it
is then up to a function developer to assess the impact of doing so.

9Bento operators publicly define their “middlebox node policy”, outlining the API
calls they are either willing or unwilling to support and enabling them to specify the
permitted system calls and allocation of resources to functions. These are rigorously
enforced through the Bento architecture. An operator utilizes the Tor directory to
discover Bento servers that align with their service’s criteria and selects one randomly.
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4.1 Anonymity Analysis
Our CenTor design promises performance benefits to onion service
clients in large part by operating on a shadow-based subset selection
from the total available set of Tor relays. The chosen subset then acts
as a pool for the guard, middle, and exit nodes (i.e., the circuit nodes)
for the client. Therefore, there is a performance versus anonymity
trade-off inherent in our proposal. We provide a detailed assessment
and quantification of this potential anonymity loss in this section.
We believe that this new anonymity analysis would also apply
more broadly to future location-aware CDN proposals that utilize
a similar high level design, even if they do not use NFV.
Anonymity Threats. As per the design of CenTor, clients that
wish to gain performance benefits choose circuit relays which lie
in the same shadow as their geographical location. The primary
attack that we consider is one in which an adversary who partially
observes multiple circuits is able to link them to a common user of
a replica onion service, thereby detecting the user’s location and
reducing their anonymity [50].
Anonymity Function. We provide CenTor clients with the flex-
ibility to strike a balance between anonymity and performance.
To help with this, we offer them the ability to select a point on
the anonymity-performance scale and provide minimum threshold
values as guidelines, allowing them to make informed decisions
that align with their privacy and performance needs. We consider
the parameters described in Table 1. For clients, the anonymity
set is defined as the amount of traffic in a specific region, as this
determines the set a user can hide among [29]. We translate this
into an assessment of the total client density in a specific shadow, as
well as the entropy of user distribution across ASNs (Autonomous
System Number) and countries, similar to [79]. Furthermore, we
evaluate the relative number of Tor nodes (entry and exit nodes)
involved in routing traffic in a chosen shadow. We draw inspiration
for the parameters in Table 1 from prior work [79], which has seen
acceptance by the Tor community, including the integration of the
corresponding code. Here, 𝑆 represents a shadow and 𝑥 a set of
locations (such as ASN 𝑙 or country 𝑐). We compute the entropies
𝐸𝐿(𝑆) and 𝐸𝐶 (𝑆) across all 𝑙 and 𝑐 within the 𝑆 , respectively (there
can be multiple 𝑙 and 𝑐 within 𝑆). The entropy-based criteria allow
us to quantify anonymity with respect to an adversary who lacks
prior knowledge of a client’s ASN or country, ensuring sufficient
anonymity over these sensitive attributes. To estimate ASN den-
sity, we utilize Tor’s measured user-per-country statistics [73] and
distribute users into ASes within their country proportional to the
number of IPv4 addresses each AS originates, as explained in [79]
and Section 4.2. Prior work has indicated that reducing the client
anonymity set by 20𝑥 (i.e. having at least 5% of total Tor users,
ASNs, and countries) still provides strong anonymity [79]. As such,
for strong anonymity, CenTor users should aim to have 𝐶𝐷 , 𝐸𝐿,
and 𝐸𝐶 values of at least 0.05 for a chosen 𝑆 . Additionally, previous
research suggests that a selected cluster or subset of Tor nodes
should contain 20% of total guard relays for good anonymity [1].
We extend this requirement to minimum relay density within a
shadow. Therefore, 𝑅𝐷 and 𝐸𝐷 should have values of at least 0.2
for a chosen 𝑆 . We understand that exit nodes serve as gateways for
encrypted Tor traffic to reach the Internet, making them vulnerable

Table 1: CenTor Anonymity Function Parameters.
Symbol Description

𝐷𝑥
Client density (the fraction of all Tor client traffic) in a given
location 𝑥 ∈ {𝑐, 𝑙 } where 𝑙 is an AS and 𝑐 is a country.

𝐶𝐷𝑥 (𝑆 ) Total client density in set of location(s) 𝑥 in shadow 𝑆 , as Σ𝑥 ∈𝑆𝐷𝑥 .

𝐸𝐿 (𝑆 )
Entropy of client distribution across locations (ASNs) in a shadow,
calculated as −Σ𝑙 ∈𝑆 [𝐷𝑙 /𝐶𝐷𝑙 (𝑆 )∗log2 𝐷𝑙 /𝐶𝐷𝑙 (𝑆 ) ]

𝑙𝑜𝑔2 (𝑙𝑚𝑎𝑥 ) , where 𝑙𝑚𝑎𝑥 is
the maximum number of ASes in shadow 𝑆 .

𝐸𝐶 (𝑆 )
Entropy of client distribution across countries 𝑐 in a shadow, calcu-
lated as −Σ𝑐∈𝑆 [𝐷𝑐 /𝐶𝐷𝑐 (𝑆 )∗log2 𝐷𝑐 /𝐶𝐷𝑐 (𝑆 ) ]

𝑙𝑜𝑔2 (𝑐𝑚𝑎𝑥 ) , where 𝑐𝑚𝑎𝑥 is the
maximum number of countries in shadow 𝑆 .

𝑅𝐷 (𝑆 ) Total Tor relay density in shadow 𝑆 .
𝑋𝐷 (𝑆 ) Total Tor Exit relay density in shadow 𝑆 .
𝐸𝐷 (𝑆 ) Total Tor Guard relay density in shadow 𝑆 .

to abuse and monitoring by adversaries. Therefore, it is recom-
mended that CenTor clients aim for a diverse set of exit nodes by
ensuring 𝑋𝐷 is at least 0.5 for a particular 𝑆 , given that exit relays
are approximately 2.5 times fewer in number than guard relays.

To maintain anonymity, it is important to meet certain minimum
requirements for each parameter. To accommodate the variations
in minimum acceptable values for the chosen parameters, we nor-
malize each parameter10 described in Table 1 using the formula

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 =
𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑣𝑎𝑙𝑢𝑒 −𝑚𝑖𝑛(𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 )
𝑚𝑎𝑥 (𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 ) −𝑚𝑖𝑛(𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 )

to ensure that their values range between 0 and 1, with 0 repre-
senting the minimum acceptable value (for example, 5% of total Tor
users) and 1 representing “perfect” anonymity, such as that pro-
vided by the entire Tor network. We then calculate an anonymity
score 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 (𝑆) for a specific shadow 𝑆 by taking the average of
these normalized values for the chosen parameters11. Specifically,
we use the formula12

𝛼𝐶𝑒𝑛𝑇𝑜𝑟 (𝑆) =
𝐶𝐷 (𝑆) + 𝐸𝐿(𝑆) + 𝐸𝐶 (𝑆) + 𝑅𝐷 (𝑆) + 𝑋𝐷 (𝑆) + 𝐸𝐷 (𝑆)

6

based on [79] but extended to fit our specific use case. This score
helps clients make informed decisions about how much anonymity
they are willing to sacrifice in exchange for performance gains.

This analysis assumes that Bento is pre-deployed on Tor relays.
However, this assumption does not impact user anonymity, as all
user interactions with Bento occur over a Tor circuit, and thus to
any potential adversary the activities within Bento remain indis-
tinguishable from typical Tor traffic [77]. Therefore, the quantity
of Bento servers is not considered in the anonymity analysis.

We recognize that the anonymity score 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 (𝑆) provides only
a generalization of the level of anonymity in a given shadow. For
this reason, we recommend that extremely cautious clients take
the time to also thoroughly examine the score of each parameter
and determine which ones are most relevant to their specific needs.
By doing so, they can gain a more granular understanding of the
anonymity of their shadows and make more informed decisions
about which parameters to prioritize and to what extent.

10We denote a normalized parameter as𝐶𝐷 , for example.
11For more detailed explanations as to why we consider all parameters to be equally
significant, as well as the calculations for each individual parameter, we refer the
interested reader to Appendix A.
12To simplify notation, we use𝐶𝐷 (𝑆 ) as a generic term for𝐶𝐷𝑐 (𝑆 ) .
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4.2 Anonymity Evaluation
To evaluate the anonymity score 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 for different shadows, we
developed a database based on [45, 73]. We gather the number of
IP addresses per ASN, and Tor users, relays, entry and exit nodes
for every country. We then divide the IP addresses per ASN pro-
portionally to the number of Tor users in that country as done in
[79]. The resultant database is used to compute the score (based on
a chosen 𝑆). These experiments were carried out in May 2021. We
present the results in Table 2 and discuss their implications in more
detail now. To provide further information on our chosen shadow
specifications, we have included additional details in Appendix J.
Using 𝜶𝑪𝒆𝒏𝑻𝒐𝒓 . To provide a more comprehensive understand-
ing of how our architecture can be used safely and effectively, we
now discuss how a CenTor user can carefully utilize it with the
assistance of both the single-score metric 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 as well as the
component scores. To better visualize the potential anonymity lev-
els provided by our architecture, Table 2 provides an approximate
value of 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 for different shadows. These values allow us to
determine whether the anonymity levels meet our predetermined
minimum requirements. In general, positive values of 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 are
desirable, indicating that the anonymity requirements we have set
are generally met for each sub-component. For example, recall that
we consider a minimum of 5% client density to be sufficiently safe
for a shadow. A score of 0 for 𝐶𝐷 indicates exactly meeting this 5%
minimum threshold, while a negative score means the shadow fails
to meet this requirement, and a (large) positive indicates surpass-
ing it. Since this holds for all components, a higher 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 score
generally indicates many non-zero (safe) components.

Based on our evaluation, we can conclude that a number of
shadows, such as Western Europe, Europe, and Eurasia, provide
strong anonymity that meets all of our minimum requirements for
each parameter. Many of these regions are actually geographically
quite small, meaning they are also ideal for our CDN purposes.

While𝛼𝐶𝑒𝑛𝑇𝑜𝑟 provides a useful high-level overview of anonymity
levels, we believe that it is also important for CenTor users to in-
spect each individual parameter for assurance. Our anonymity
analysis easily allows clients to select which parameters are most
important to them and to what extent13, allowing them to choose a
shadow that aligns with their specific risk tolerance. For example,
shadows such as APAC and Central & Eastern Europe have border-
line 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 values (close to 0), which may indicate that certain indi-
vidual parameters have negative values. In such cases, we strongly
recommend that CenTor users inspect each parameter carefully
to ensure that the overall level of anonymity is sufficient for their
needs. For shadows such as the Americas and Africa, which have
many negative components (and thus an overall negative score),
users face a much higher risk of being deanonymized. As a result,
we do not recommend the use of these shadows for CenTor users
who require a very strong level of anonymity.

Ultimately, choosing a shadow involves balancing performance
and risk, and our analysis helps with this. Balancing these consid-
erations can be a complex task though, so, to aid service operators
and clients, we provide (safe) recommendations in Appendix G.
Discussion. Our anonymity analysis has also led to a few un-
expected insights. For example, despite what an outside observer

13The individual score could even be adjusted to weight components.

might guess, the United States does not offer as strong anonymity
properties for CenTor as one may expect. Out of the total 1398
exit nodes, only 324 are located in the region, resulting in a low
𝑋𝐷 = 0.23, well below our threshold of 0.5. Additionally, the United
States only has 539 entry nodes out of a total of 3664, resulting in
an 𝐸𝐷 = 0.14, which falls below our threshold of 0.2. Our analysis
also reveals that including Europe in a shadow can significantly
enhance the anonymity of CenTor users. Even Western Europe,
despite being one of the smallest shadows in our study, offers robust
anonymity guarantees to CenTor users (Germany alone hosts 978
entry nodes). While the large number of nodes in Germany might
be well-known to the community, facts like this might be unknown
to a new user, pointing to the usefulness of our scoring system.

We believe our analysis might be more broadly useful as well.
Our findings can help inform where it might be the most beneficial
to set up new instances of various node types. For example, we rec-
ommend strengthening the relay density in regions such as Africa,
South America, and APAC, where it is currently comparatively low.
We have quantitatively shown that incorporating a diverse set of
relays could enhance the existing anonymity set (and performance)
for similar classes of location-aware Tor systems. While pages such
as Tor Metrics [73] do quantify raw numbers for some of this infor-
mation already, we nonetheless found it surprising to see the real
impact these node densities can have when quantifying anonymity.
Limitations. Opting for a (weak) shadow with a low 𝛼CenTor
score may result in both the guard and exit nodes of a circuit being
within the same AS14. This proximity increases vulnerability to
traffic analysis, a limitation of our current architecture. The 𝐸𝐿(𝑆)
parameter in 𝛼CenTor is designed to help address this concern, pro-
moting a broader distribution of users across multiple ASes, which
challenges the singling out of user-specific traffic due to a higher
volume of Tor traffic. It is worth noting that CenTor leverages Tor’s
circuit selection algorithm as well, facilitating the establishment
of circuits across multiple ASes. However, we acknowledge that
this still might not be enough to guarantee the prevention of traffic
analysis by AS-level adversaries, as demonstrated by [64, 87].

5 CenTor Evaluation
We now evaluate the performance and security benefits of CenTor.

5.1 Performance Evaluation
Overall, CenTor proved to considerably reduce latency and down-
load timeswhen compared to standard Tor, as demonstrated through-
out this section. For our experiments, we deployed our client in
the U.S, and our onion service in Brazil, which hosted a 10 MB file
that our client downloads. We deployed our own Bento node (Intel
NUC i7-10710U) in the United States with 12 CPUs, 32 GiB RAM,
and Ubuntu 18.04 OS. Our experiments use multiple Amazon EC2
T2 instances (with 2 vCPUs, 4 GB RAM and Ubuntu 18.04 OS) to
host the onion services and make client requests. Where relevant,
error bars on our plots indicate the 95% confidence interval.

For the first set of experiments (presented in Figure 3), we chose
the United States—a “weak” shadow (as that is where our client
was located). Recall that while connecting to a legacy onion service,
there are two 3-hop circuits (client-side and onion-service-side).
14ASes can observe traffic equivalent to the percent of Tor nodes owned in the shadow.
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Table 2: 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 scores for different shadows. A score of 0 indicates our minimum requirements to ensure client anonymity are
exactly met, 1 corresponds to a “perfect” shadow that encompasses the entire Tor network, and a negative value is below the
requirements. Any positive number is generally considered safe, with larger numbers indicating greater anonymity.

Shadow 𝐸𝐿 (𝑆 ) 𝐸𝐶 (𝑆 ) 𝐶𝐷 (𝑆 ) 𝐸𝐷 (𝑆 ) 𝑋𝐷 (𝑆 ) 𝑅𝐷 (𝑆 ) 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 (𝑆 )

Africa 0.647 0.783 -0.038 -0.25 -1.0 -0.247 -0.017
Africa & Europe 0.677 0.610 0.475 0.671 0.364 0.591 0.564
Western Europe 0.485 0.586 0.124 0.396 0.151 0.330 0.345

Central & Eastern Europe 0.501 0.502 0.083 0.171 -0.538 0.147 0.144
Eurasia 0.830 0.694 0.580 0.677 0.389 0.641 0.635
Europe 0.630 0.581 0.673 0.671 0.364 0.587 0.584
APAC 0.626 0.524 0.225 -0.21 -0.948 -0.145 0.012

Americas 0.505 0.288 0.257 -0.181 -0.960 -0.176 -0.044
Americas & Western Europe 0.523 0.491 0.435 0.466 0.193 0.403 0.418

Figure 3: Download time comparison: CenTor, location un-
aware CenTor and standard Tor.

CenTor on the other hand, does not require an onion service-side
circuit as the replica is deployed in a non-anonymous fashion, re-
ducing the number of hops to three. We also compare CenTor’s per-
formance with what we call Location Unaware CenTor—a “perfect”
shadow with 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 = 1—which does not employ any shadowing
techniques and only makes use of CenTor’s ability to reduce the
number of hops. In other words, Location Unaware CenTor simply
reduces the number of hops by communicating with a (random)
non-anonymous onion service replica. This provides clients with
a performance and security middle ground between CenTor and
standard Tor. We observe that CenTor provides about a 56.4% re-
duction in download time and location unaware CenTor a 34.5%
reduction over standard Tor, also a perfect shadow. Additionally,
clients have the flexibility to opt for shadow-awareness exclusively
at the exit node, leaving the guard and middle nodes to be chosen
normally and providing another middle-ground option. We discuss
the details of this approach in Appendix F.

To further explore the anonymity-performance trade-off, we
also evaluated a client’s Time to First Byte (TTFB) by varying the
shadow size in four selected regions (see Figure 15 in Appendix
C). We observed that as the 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 score increases, i.e., anonymity
improves, client-side performance decreases. Location Unaware
CenTor, without region-based restrictions, exhibits higher TTFB,
highlighting the impact of node distribution globally. Both CenTor
and Location Unaware CenTor outperform standard Tor by reducing
the number of hops and choosing nodes strategically.
Dynamic content. As we discussed previously, there are a num-
ber of ways that an onion service operator can set up a dynamic ser-
vice that produces real-time data, with different usage-performance

trade-offs. One approach is to place scripts generating the informa-
tionwithin the replica. This does not increase the delay for the client
accessing the service, as the script will directly populate the service
with any updated information. Another approach is to connect the
replica with the origin server through a Tor circuit. In this scenario,
the replica prefetches the data whenever there is an update on the
origin server, so there is also no extra client-side delay. However, if
the replica needs to contact the origin server to fetch data when
the client accesses the service (for example, to retrieve information
from a database), there will be an additional delay corresponding
to the three extra hops. This will result in a download time similar
to accessing an onion service using the standard Tor protocol (as
the number of Tor hops will be equivalent).

We confirm this experimentally by having a client download a
20MB file from an onion service, which in turn dynamically fetches
this file from a storage server, as shown in Appendix D.
Storage costs. We conclude with a brief discussion of storage
costs. We note that the average size of Alexa 50 top websites are
about 1.2 MB [100]. A more detailed amazon.comwebpage is about
4.6 MB whereas a less complex google.com one is 179.7 KB [99].
While initial versions of SGX provide a limited amount of protected
memory (128MBwith 93MB of this usable by applications), the most
recent versions support pagingwhich greatly increases this capacity,
allowing for the potential of up to 512GB per socket [32, 52, 77].
Even without paging, this still allows us to store a large amount
of web content in a replica. Additionally, for very large services, a
storage server could further be utilized if need be or content could
be encrypted and securely stored on disk until it is needed. We note
that prior work has already demonstrated the feasibility of running
a CDN inside SGX, and we refer the interested reader to [38] for a
more detailed set of benchmarks and discussion on SGX’s capacity
to support and serve modern web services.

5.2 Shadow Simulations
For our second set of experiments, we seek to answer a number
of large-scale deployment-related questions that may arise within
the Tor network given our CenTor architecture: How would the
simultaneous connection of multiple users to the same CenTor func-
tion impact client performance and the load on the relay? What
would be the effect of running multiple CenTor instances on a Tor
relay, particularly when it is also handling standard Tor traffic?
In cases where a region experiences low relay density but high
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client density, could this situation lead to localized traffic conges-
tion as clients converge on the limited available Tor relays? We
therefore conduct a comprehensive analysis of the potential impact
on Tor relays and clients of deploying Bento nodes to support the
CenTor architecture, through Shadow simulations [47] to answer
these questions. Shadow enables us to model large scale Bento (and
CenTor) deployment on the Tor network in various configurations.
System setup. Our simulations were executed on a system with
two Intel(R) Xeon(R) Platinum 8352Y CPUs (64 total cores/128
threads) and 1.5TB of RAM, involving an array of software compo-
nents: TGen for generating realistic background traffic, OnionTrace
for recording asynchronous Tor events, and the Bento [77] server,
which optionally ran CenTor15. Our simulations incorporated data
related to Tor consensus, server descriptors, Tor relay information,
available bandwidth, current capacity, and performance measure-
ments, all obtained from Tor metrics data as of April 2023 [73]. To
facilitate our experiments, we utilized of TorNetTools [48], a utility
tailored for comprehensive Tor network experimentation16.
Experimental setup. Within our simulation, network parame-
ters were set to 100% of the Tor network, consisting of 6666 Tor
nodes with a total capacity of 837.68 Gbit/s, 10 authorities, 5 onion
services and 752,338 active Tor users. To evaluate the potential
impact different deployments of our infrastructure might have on a
client, we tested a client initiating a connection to an onion service.
The client began with a 60-second pause before actively engaging
in streaming activities involving data of diverse sizes (50 KiB, 1
MiB and 5 MiB), with 60-second intervals between each transition.
Note that any performances differences will become most evident
as the network reaches full operation and that the graphs converge
at the end of the simulation due to the experimental setup, not our
system.
Baseline. Our initial experiment focused on the impact of variable
client loads for Tor only, spanning from 400,000 to 752,000 clients, to
establish a baseline measurement for our simulations (see Appendix
E). Subsequently, we maintained a constant client count of 752,338
while assigning Tor relays the role of Bento nodes, configured to
generate Bento traffic (see Figure 4). At the 2500-second mark, we
observed that the configuration with 3500 and 6000 Bento servers
exhibited performance degradation of only roughly 4.4% and 9.6%
respectively, compared to the baseline without Bento servers.
Multiple Clients Connecting to a CenTor Instance. To un-
derstand the implications of multiple clients connecting to a single
Tor relay that simultaneously relays Tor traffic, serves as a Bento
server, and hosts a CenTor instance, we configured 3500 Tor nodes
to function as Bento servers. In our initial experiment, we intro-
duced 5000 clients connecting to the same Bento server, which
operates in a non-anonymous mode, while simultaneously serving
as a CenTor instance. Subsequently, we increased the client count
to 10,000 and compared this scenario with a Tor relay that did not
serve as a Bento server. The aim of this comparison, as shown in
Figure 6, was to evaluate the performance impact on the Tor relay
of CenTor clients connected while it also handles regular Tor traffic.
At the 2400-second mark, it was evident that the performance of the

15https://github.com/shadow/{oniontrace,tornettools,tgen,shadow}
16OnionTrace v1.0.0, TGen v1.1.2, TorNetTools version 2.0.0, Shadow v3.1.0, and Tor
version 0.4.9.0-alpha-dev.

relay supporting 10,000 CenTor clients experienced a degradation
of approximately 0.4%, compared to the “vanilla” Tor relay.

Figure 5 illustrates the performance impact on a client connect-
ing to an onion service hosted by a Tor relay that concurrently
served about 5000 or 10,000 other CenTor clients, contrasted with
a client interacting with a standard 6-hop onion service. At the
2200-second mark, we can see that the CenTor client, that connects
with about 5000 other clients to the same Bento server, demon-
strated a performance advantage of approximately 2.9% (and about
1.2% better than the CenTor client that connects with about 10,000
clients to the same Bento server) over the vanilla Tor client.
Multiple CenTor Instances on a Tor Relay. Our next objective
was to assess how the performance of the Tor relays was influenced
by the operation of multiple CenTor instances in conjunction with
their standard Tor traffic responsibilities. To achieve this, Tor relays
configured to host CenTor instances were set up to concurrently
run multiple instances of these services, with the number of in-
stances varying from 0 to 20. As depicted in Figure 7, the simulation
revealed that the relay’s performance exhibited approximately 1%
performance degradation for 20 instances respectively when com-
pared to the 0 instance baseline (representing a normal Tor relay).
Shadow-AwareRouting. Finally, we turn our attention to regions
with a distinct characteristic: a low relay density but significant
client density, such as the US. In such a scenario, we explore how
this combination can give rise to localized traffic hotspots, where
clients may direct their traffic through the limited available Tor
relays, potentially impacting the performance of both clients and
relays operating within this environment. With this in mind, we ex-
amine how both clients and Tor relays are influenced when a subset
of clients adopts our architecture within a shadow region, focusing
on the US as an example. Specifically, we directed 9k clients to uti-
lize shadow-aware routing while connecting to a non-anonymous
onion service. This setup resulted in 933 out of the 6666 relays
residing within the shadow network. We compare the performance
of a relay as well as a client within the shadow network to those
operating outside the shadow environment under normal condi-
tions. As shown in Figure 8, we observed that at the 2000-second
mark, the performance of a shadow relay exhibited a degradation
of approximately 0.7% when compared to a non-shadow relay.

Next, clients within the shadow network utilized a 3-hop connec-
tion to the onion service, comprising a location-aware and location-
unaware client. This performance was then compared with that of a
client accessing another onion service via a standard 6-hop connec-
tion, uninvolved in the shadow network. The results, shown in Fig-
ure 9, indicate that the CenTor client achieved approximately 3.6%
performance improvement, while the shadow-unaware CenTor

client displayed approximately 1.9% performance improvement
over the vanilla Tor client, at the 2500-second mark.

From these simulations, we conclude that while running CenTor
(and Bento) at a large scale on Tor relaysmight marginally consume
resources and slightly impact the performance of these relays, it
consistently delivers enhanced client-side performance.

5.3 Security Discussion
Having demonstrated the performance improvements that CenTor
can provide to onion service clients (which speaks to our first three
design goals), we now discuss how CenTor protects both onion

540



Improving the Performance and Security of Tor’s Onion Services Proceedings on Privacy Enhancing Technologies 2025(1)

Figure 4: Client-side: Performance com-
parison of Tor network with the inte-
gration of variable Bento node(s).

Figure 5: Client-side: Performance com-
parison of vanilla Tor client with
CenTor client when multiple clients
connect with the same CenTor instance.

Figure 6: Relay-side: Performance com-
parison of vanilla Tor relay with
Tor relays supporting multiple CenTor
clients.

Figure 7: Relay-side: Performance com-
parison of vanilla Tor relay with relays
supporting multiple CenTor instances.

Figure 8: Relay-side: Performance com-
parison of vanilla Tor relay with Tor
relay within a shadow.

Figure 9: Client-side: Performance com-
parison of vanilla Tor client with
CenTor clients in a shadow.

services themselves, as well as their content, against a variety of
well-known attacks, thus achieving our last three design goals.

We note that as a result of our design (and use of Bento) we
largely achieve our last three goals for free. Most notably, our
replicas provide a level of protection and indirection for the primary
origin/onion service operator, in much the same way a traditional
CDN shields its clients, providing strong protections against both
deanonymization and DoS. We are free to reveal the location of
these replicas, as it is much less detrimental if an attacker finds
them (and an operator can even quickly shut down a replica if they
become concerned). In certain circumstances (such as a service with
static content), our setup even allows for an onion service operator,
after completing CenTor’s setup phase, to go offline.
Protection Against Deanonymization Attacks. Although
onion services promise their operators anonymity over the Tor
network, there have been deanonymization attacks that aim to leak
the operator’s location [15, 41, 60]. A circuit fingerprinting attack
involves identifying circuits, based on their properties, that serve
onion services or their clients [57]. For instance, one such identi-
fying property is based on the nature of HS-RP circuit (the circuit
between the service and its client’s RP) which we remove by elim-
inating this connection altogether. In general, the way operators
and clients utilize our CDN alters the traditionally expected circuit
behavior for onion services. Since there is no replica-side circuit, the
probability of carrying out a successful circuit fingerprinting attack
is reduced. Additionally, since the basic idea of CenTor is to decou-
ple the operator and onion service from their replicas hosted on
regional Bento servers, even if these already-public Bento servers

are identified, it does not leak the location of the original operator
(particularly if they went offline after making the replicas available).

Our architecture for dynamic content does possess additional
risks of deanonymization over others though, since the origin has
to be online and connected to all replicas to maintain the state. This
risk can be dodged if the onion service operator uses a pseudo-
origin (say through a cloud service) which can host the service’s
content on origin’s behalf. After this setup, the operator can then
go offline, letting only the pseudo-origin maintain the state with
replicas. In such a scenario, the location of the operator remains
hidden in the case of a successful deanonymization attack which
would then only reveal the location of the pseudo-origin.
Protection Against DoS Attacks. Having multiple regional
replicas to host an operator’s content and cater to a wide variety
of shadows aids with the distribution of client requests and helps
protect the origin. However, even if a malicious client attempts to
perform a DoS attack on one of the operator’s replicas, the operator
can always spin them down. This detection and shutdown can even
be done automatically with another function. This approach allows
for a sophisticated response in the face of DoS attacks, where the
provider can just choose to shut down the replica under attack,
and spin up another one elsewhere. Even if the operator is not
able to spin down the replica, they could just drop any connec-
tion that they maintain to it, thus rendering the node incapable of
serving dynamic traffic or finding the onion service provider again.
Additionally, the ability for an onion service operator to spin up
and down their services based on the demand in a specific shadow
ensures content availability as the onion service can be accessed
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through other replicas deployed by the operator, even in the event
of attack, eliminating the case of a single point of failure. Finally, an
onion service operator can launch her service with various denial
of service mitigation options already provided by Tor that can limit
the number of connections and their periods [27]. We discuss the
considered scope of DoS attacks in greater detail in Appendix H.
Protection Against Malicious CDN Nodes. Our final goal was
to ensure that it was safe to deploy onion service content on another
node not owned or controlled by the operator. As Bento servers
run TEEs, we can assume that the CenTor function runs inside
an enclave on the untrusted machine. An adversary who runs a
malicious Bento server thus cannot introspect on or manipulate an
onion service’s content either while it is being transferred or hosted.
This means that we get these guarantees largely for free through the
use of the Bento architecture. Additionally, all communication with
the replicas is done over Tor circuits and hence secure channels.

6 Discussion
In addition to providing immediate security and performance im-
provements for onion services and quantifying their trade-offs, we
believe this work also points to an interesting and unresolved set of
challenges with bringing programmability to anonymity networks.
While such systems allow users to easily build and deploy functions,
they provide no guarantees that doing so will not have unintended
or subtle consequences. Functions themselves must be carefully
analyzed to quantify the impact they might have on potential users,
and users need techniques and tools to understand these trade-offs.
Limitations. We are the first to introduce a deployable CDN archi-
tecture for Tor’s onion services, though we acknowledge that our
innovations are currently subject to some limitations, though we
believe none of these are insurmountable hurdles. Our designs re-
quire widespread adoption ofBento (or some form of programmable
anonymity network), which is still a relatively new concept. How-
ever, as Bento does not require any changes to the Tor protocol,
we believe there is no reason that such adoption is not possible.
An additional constraint is our reliance on (Bento and Tor) relay
operators and their willingness to volunteer as hosts for CenTor,
as well as to permit access to resources that CenTor needs.
TEEs (and SGX). CenTor explicitly relies on a trusted execution
environment, such as Intel SGX, to provide strong guarantees of
confidentiality and integrity17. We acknowledge that TEE compro-
mise has happened in the past [92, 93], though vendors typically
provide mitigations [44, 93] and means of ensuring that such mitiga-
tions have been applied [53]. If a single TEE was to be compromised,
content within it would become visible to the Bento server operator,
and the operator would be able to tamper with or alter the execution
of the CenTor function. We emphasize that this affects only the
web service that is being hosted on the compromised device, as well
as any clients that request content from it. The confidentiality and
integrity guarantees of content on all other nodes is still preserved.
We note that a compromise should have no affect on the anonymity
of a client though, as all requests are made via Tor circuits, so
we degrade only to standard guarantees provided by Tor, even in
this case. However, as discussed previously, through the remote
attestation process provided by many TEEs, all participants should

17However, we are not bound to SGX and could utilize any TEE with similar properties.

be able to ensure that functions and content are hosted on fully
up-to-date nodes that are patched against all known vulnerabilities.
Additionally, we argue that there are cases where, even without
access to a TEE, our improvements are still useful. For instance, if
an onion service is already deployed in a non-anonymous fashion
with content that does not require protection, then we can still
deploy CenTor. Alternatively, if the onion service operator owns
or trusts the nodes hosting the replicas, then such compromises are
not a concern. We still believe an interesting line of future work
would be to achieve our stated CenTor goals without using a TEE or
to provide strong guarantees even in the face of TEE compromise.

Currently, we have deployed special client-side functionality
to allow usage of our presented improvements. We leave it to fu-
ture work to integrate the ability to access CenTor replicas and
utilize 𝜇Tor’s multipath routing into existing Tor infrastructure,
thus making our deployed architecture usable and seamless.

6.1 Operator Liability
While we acknowledge that our proposed architecture may present
challenges for relay operators, it is important to emphasize that our
policies are aligned with and derived from those of Tor and CDN
service providers such as Cloudflare (which we discuss in more
detail in Appendix K). In most cases, service providers, including
CDN and cloud providers, are not seen as the publishers or owners
of information from their users and are not liable for the data stored,
as long as they lack knowledge of illegal activities or information.
Similarly, regarding damage claims, providers like AWS can be
held responsible if they are informed of unlawful content but do
not promptly remove it or disable access, since users can report
objectionable content to service providers for action18.

In addition, the operation of a traditional Tor relay already comes
with inherent risks that vary depending on the role it serves. The
extent of the risk is a personal choice that each operator must
make based on their individual circumstances, which is also the
case with CenTor. In some regions, even basic traffic relaying may
be fraught with legal and security implications that would deter
potential operators. Despite these risks, many are still willing to
contribute resources to the Tor network.
Hosting sensitive content. While we cannot necessarily answer
the question for relay providers of willingness to deploy, part of our
goals were to limit the risk as much as possible, as well as carefully
design CenTor to also allow service operators to be able to adhere to
similar policies and structures as discussed previously. The Bento
framework and TEEs introduce an additional layer of security and
control, where data is decrypted and processed exclusively within
secure enclaves, ensuring that Bento servers are unable to either see
or control the actual content. This isolation mechanism serves as a
safeguard for operators’ liability and maintains data confidentiality.
The use of Bento also allows operators to fine-tune the level of
resources they wish to allocate, like storage and bandwidth, and
even specify policies for exit nodes, giving operators flexibility to
manage their involvement. Relay operators can additionally choose
at any time to terminate either a specific replica (for example, given
a take-down request) or their willingness to host at all.

18Interpretation and application of these laws may vary by jurisdiction and case
specifics.
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Interesting future work might be to develop a compromise mech-
anism of some sort, for example allowing an OS requesting hosting
to prove (anonymously) its reputability so that each operator can
make a decision. Work on oblivious computation in TEEs could help
alleviate user concerns too. And even though TEEs already address
many of the concerns raised, there is the additional interesting pos-
sibility of future work to ensure greater uncertainty as to what is
running in them or, conversely, to solve the seemingly challenging
problem of allowing an Onion Service requesting hosting to prove
things (anonymously) about content it wishes to host.

7 Ethical Considerations
To test the performance of our techniques, we conducted many of
our experiments on the live Tor network. We, therefore, deployed
our own Tor relays, including the exit nodes, so that we would not
harm the performance of the Tor network or affect the security and
privacy of its users in any way. While our relays were not deployed
as private, they had very limited uptime during each experiment,
making it highly unlikely for regular users or routing algorithms to
discover them. Their uptimewas low enough that propagation delay
in achieving consensus prevented them from becoming operational
(which we monitored the logs to ensure). Moreover, we only logged
our traffic. We deployed our own Bento servers that could act as
onion service replicas. Finally, while we discuss various attacks on
hidden services and how we can protect against them, we do not
aim to deanonymize any onion service or its users in practice.

8 Conclusion
We have sought to explore ways to provide onion service operators
with easy-to-deploy means of enhancing their users’ experiences
through performance improvements, as well as protecting them-
selves against common attacks. At the core of this effort was the
development of CenTor, the first CDN for Tor onion services, which
is flexible enough to support various different configurations and
types of web services. We provide detailed quantitative anonymity
analyses, demonstrating the performance vs. anonymity trade-offs
and allowing individual users to customize their experience within
the anonymity trilemma. We have implemented CenTor and eval-
uated it on the live and simulated Tor network, demonstrating
concretely the performance benefits that it can bring.
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Appendices
A Detailed Discussion of 𝛼𝐶𝑒𝑛𝑇𝑜𝑟
We now provide an extended explanation of some of the compu-
tations in 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 , as well as why we consider all parameters in
the score to be equally significant to maintain sufficient anonymity
while achieving performance gains.

Based on information theory, the concept of entropy delivers a
measure of the information possessed in a system [26]. Since we
desire that our adversary gains minimum information by observing
the system (a chosen shadow 𝑆), the value of randomness in the
system should be higher, implying that Tor users should not be
easily distinguishable. We can obtain this by having high Tor users
in a particular 𝑆 . We, therefore, choose the parameters 𝐸𝐿(𝑆) and
𝐸𝐶 (𝑆), which provide entropy distributions of clients across ASNs
and countries, respectively. Based on this entropy, we can then
calculate the degree of anonymity with respect to the number of
countries and ASNs in 𝑆 . If these values of user (or client) entropy
in 𝑆 are small, it means that the chosen 𝑆 is not providing a high
degree of anonymity. It immediately follows that the value of 𝐶𝐷
should be lower then as well.

We now motivate our rationale for relay density and why this
is important to consider as part of 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 . One of the primary
means of compromising a client’s anonymity is the case where an
adversary can control both the guard and exit relays used [15]. If
the adversary can control more than a given threshold of Tor relays,

it can simply observe more traffic on the network, and, therefore,
the value of 𝑅𝐷 (𝑆) should be higher for a given 𝑆 .

To help overcome the possibilities of traffic analysis attacks, Tor
creates a small set of guard relays (three by default) per client for
a long duration. Typically, a client uses the same guard relay for
60-90 days [75]. It is, therefore, equally important to have a substan-
tial number of Tor relays present in 𝑆 for a client to choose from
and evade deanonymization attacks such as correlation and guard
placement attacks. Based on the work of [102], this probability of
compromise for a 3-hop circuit can be expressed as:

𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 = Σ
𝑔

𝑎=0𝑃 (𝑎) · 𝑃 (𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 |𝑎)
where 𝑔 is the guard set, 𝑎 represents the relays controlled by
the adversary, 𝑃 (𝑎) represents the probability of 𝑔 containing 𝑎

malicious relays, and 𝑃 (𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 |𝑎) is the probability of a
client being compromised if there are 𝑎 malicious relays. 𝑃 (𝑎) and
𝑃 (𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 |𝑎) are defined as follows:

𝑃 (𝑎) =
(𝑔
𝑎

)
· 𝑓 𝑎

𝑔𝑏𝑤
· (1 − 𝑓𝑔𝑏𝑤)𝑔−𝑎

where 𝑓𝑔𝑏𝑤 and 𝑓𝑥𝑏𝑤 represent the fraction of bandwidth of adver-
sary controlled guards and exits (with respect to total bandwidth
of guards and exits) respectively, and

𝑃 (𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 |𝑎) = 𝑓𝑥𝑏𝑤 ·
[
1 − 𝑔−𝑎

𝑔

]
To understand this better, assume that there are 𝑒 and 𝑥 numbers

of malicious entry and exit relays, respectively. Intuitively, if we
choose an 𝑆 (as listed in Table 2), the probability of correlation
attacks [51] is higher since the number of Tor relays (including
guard and exit relays) in 𝑆 is inherently reduced. In a worst-case
scenario, say, all 𝑒 and 𝑥 may lie in the chosen 𝑆 . For instance, we
pick 𝑒 = 732 and 𝑥 = 278, which is 20% of total entry (3664) and
exit (1398) relays.

As an example, we now calculate 𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 in case of an ad-
versary performing a correlation attack for two concrete examples.
For 𝑆 = Central and Eastern Europe (a case where the set of guard
and exit relays is relatively small), our chosen values 𝑒 and 𝑥 result
in 𝑓𝑔𝑏𝑤 = 0.571 and 𝑓𝑥𝑏𝑤 = 0.815 resulting in 𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 =0.465.
Similarly, for 𝑆 = Eurasia (a case where the set of guard and exit
relays is relatively large), 𝑓𝑔𝑏𝑤 = 0.252 and 𝑓𝑥𝑏𝑤=0.268, resulting in
𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑=0.067. We can clearly witness that an 𝑆 that contains
higher 𝐸𝐷 (𝑆) and 𝑋𝐷 (𝑆) provides a lower value of 𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 ,
and therefore better anonymity to an CenTor user.

This means that a diverse set of Tor relays is crucial when select-
ing a shadow, making the parameters 𝑅𝐷 (𝑆), 𝐸𝐷 (𝑆), and 𝑋𝐷 (𝑆)
equally significant while computing 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 .

B 𝜇Tor: Enhancing CenTor through multipath
routing

We now provide a detailed discussion of the 𝜇Tor implementa-
tion and performance and anonymity analysis, as well as a discus-
sion of related work. Our approach builds upon previous research
[102] that supports distributing bulk traffic among multiple low-
bandwidth relays which are often overlooked and underutilized (as
per the Tor relay selection protocol [95]). This strategy effectively
reduces the risk of congestion on Tor relays, also reducing the load
on high-bandwidth relays.
Related Work. Multipath routing for Tor essentially channel-
bonds multiple, parallel Tor circuits. Clients and servers split traffic
across these multiple circuits to achieve greater throughput [102]
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Figure 10: Architectural comparison of the standard 3Tor

architecture versus the 3Tor architecture composed with
location-aware CenTor.

and improved interactivity [3, 94], similar in spirit to MPTCP [25].
Of particular note, Yang et al. [102] introducedmTor, a self-adaptive
multi-path Tor routing algorithm that avoids high-bandwidth re-
lays and distributes the load on low-bandwidth ones, thus benefit-
ing bandwidth-intensive as well as latency-sensitive applications.
They later extended their architecture for onion services, with the
primary goal of guarding against traffic analysis attacks [101]. Un-
fortunately, their architecture not only modifies Tor’s protocols and
source code but adds auxiliary circuits, i.e., extra middle node(s),
on the server-side of the 6-hop circuit between the client and the
onion service. Landsiede et al. [58] proposed a dynamic Multipath
Onion RoutEr (MORE) for peer-to-peer overlay networks, requiring
client participation as an Onion Router.

B.1 Design and Implementation
𝜇Tor aims to improve the performance of bandwidth-intensive
applications that utilize Tor onion services by distributing the band-
width load across multiple circuits.

The Tor relay selection process for constructing circuits prefers
high-bandwidth relays, which implies that many low-bandwidth re-
lays are under-utilized and mostly idle [102]. Therefore, we propose
a framework that aims to use these relays for bandwidth-intensive
applications without further clogging high-bandwidth relays and
contending with latency-sensitive applications. In other words, we
utilize low-bandwidth relays to construct multiple paths between
the client and the onion service19. Moreover, by reducing the load on
the high-bandwidth relays, 𝜇Tormay also benefit latency-sensitive
applications by freeing up overall capacity [3].

Like CenTor, 𝜇Tor is realized as a function that can be de-
ployed in the Bento architecture. The function preemptively cre-
ates 𝜇 paths20, preferring low-bandwidth relays, using the Stem
library [22]. The 𝜇Tor function also takes an input 𝛽 from the user,

19We note that our design is not exclusive to these relays though and any can be
utilized in practice.
20This parameter can be specified by each individual user.

which defines the maximum number of bytes that the function can
fetch per path. The function generates a thread which creates a path
and then sends a sub-request to the onion service to fetch 𝛽 bytes.
This thread creation happens sequentially. Every new thread selects
a new path to fetch the next 𝛽 bytes. These bytes are received in
parallel on the client-side, along with a sequence number. Based
on the sequence number, the received data is then assembled. Each
circuit is tagged “dirty” after the data is received by the client or
the TCP connection is closed. The circuit’s endpoints (the client
and the onion service) are responsible for splitting the traffic at one
endpoint and buffering, re-ordering, and delivering in-order cells
to the application at the other end of the circuit. Because we do
not change the overall interaction protocol between the client and
onion service in any way, this approach could be deployed right
away without any modifications to the Tor code, using the Bento
architecture. Figure 10 showcases the structure of the client and
onion service’s communication at a high level using what we refer
to as 3Tor (which means traffic is split over three paths) in the
case of a legacy onion service (6-hop) versus its composition with
location-aware CenTor (3-hop). Utilizing 𝜇Tor with the location-
aware replicas in our CDN allows us to not only improve bandwidth
but also reduce latency by cutting down on the number of hops.
Is this Secure? While we have discussed how it is relatively easy
to deploy 𝜇Tor as a function, we again must ask ourselves: is this
secure? What impact might this have on an onion service or a user?
One immediately obvious concern is that this might make it easier
to perform aDoS attack on an onion service, as we have nowmade it
easy for a client to open multiple connections to it. Tor does provide
DoS mitigation techniques for Tor relays against an adversary who
can attempt to make a huge number of concurrent connections. For
instance, Tor allows a maximum of three concurrent connections to
an onion service 21 and the formulation of at least three circuits 22,
by default. Further, relay operators can manually customize these
values in torrc options (𝐷𝑜𝑆𝐶𝑖𝑟𝑐𝑢𝑖𝑡𝐶𝑟𝑒𝑎𝑡𝑖𝑜𝑛𝑀𝑖𝑛𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛𝑠𝑁𝑈𝑀 ,
𝑁𝑒𝑤𝐶𝑖𝑟𝑐𝑢𝑖𝑡𝑃𝑒𝑟𝑖𝑜𝑑𝑁𝑈𝑀) [27] to provide 𝜇Tor users with more
adaptability, or may choose to operate Tor’s default consensus
parameters [74] to achieve better DoS resistance. Additionally, we
could enforce thresholds for 𝛽 so that the client does not potentially
create a large number of circuits.

To answer the question about impact on the user, we provide an
in-depth quantitative analysis of the anonymity impacts of utilizing
𝜇Tor in different configurations in Appendix B.2. To summarize,
as one might intuitively expect, the greater the number of paths
used by 𝜇Tor, the higher the possibility of a correlation attack. If
users wish to strike a more equal balance between anonymity loss
and bandwidth benefits they could, for example, choose to use a
common guard node for their multipath setup. Our detailed analysis
provides the interested user with a more in-depth understanding of
these trade-offs though, so that they canmake a decision themselves
about their desired parameters.

21As mentioned in DoS mitigation options in Tor Manual[27].
22On startup Tor tries to maintain one clean fast exit circuit that allows connections to
port 80, and at least two fast clean stable internal circuits in case we get a resolve request
or hidden service requests[90].
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Figure 11: Performance comparison for
single versus unique guard node(s) per
𝜇 circuits.

Figure 12: Performance comparison for
standalone 𝜇Tor and the composition
of CenTor and 𝜇Tor.

Figure 13: Performance comparison of
standalone CenTor with the integration
of CenTor and 𝜇Tor.

B.2 Detailed 𝜇Tor Anonymity Analysis
We discuss the in-depth potential anonymity risks that may be
introduced due to the construction of multiple circuits from the
client to the server, as well as analyze the anonymity provided to
clients using 𝜇Tor, in more detail.
Anonymity versus Performance Trade-off. As discussed pre-
viously, an adversary can perform correlation attacks by controlling
both the guard and exit relays of a Tor circuit that the client uses,
thereby compromising the client’s anonymity. When a client inter-
acts with an onion service through a Bento server by executing
𝜇Tor, the adversary needs to be able to control three23 entry relays
to perform such attacks. Moreover, the probability of performing
a successful correlation increases when a relay in the guard set
is controlled by the adversary and even more so when the size of
the guard set is increased (which happens in the case of 𝜇Tor).
When a client is interacting with an onion service, the adversary
generally needs to be able to control both entry relays (of the client
as well as the onion service) to effectively perform a correlation or
traffic analysis attack [57]. In this case the 𝑃 (𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 |𝑎) can
be defined as

𝑃 (𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 |𝑎) = 𝑓𝑥𝑏𝑤 ·
[
1 − (𝑔−𝑎𝜇 )

(𝑔𝜇)

]
where 𝜇 represents the number of paths used by 𝜇Tor (other param-
eters are discussed in Appendix A). Also, 𝜇 ≥ 𝑔 implies that 𝜇 paths
will use up all entry relays in the guard set thereby increasing the
correlation possibility. To successfully carry out a 6-hop correlation
attack in the case of an onion service, an adversary needs to control
both the guard and exit node in 𝑆 (the server-side circuit) and only
the guard node in 𝐶 (the client-side circuit).

Therefore, we can calculate the joint probability of compromise
of an onion service as

𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑂𝑆 (𝐶, 𝑆) = 𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑂𝑆 (𝑆) · 𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑂𝑆 (𝐶 |𝑆)

where 𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑂𝑆 (𝑆) is equivalent to 𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 . Further,
𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑂𝑆 (𝐶 |𝑆) depicts the case wherein 𝑆 is already compro-
mised implying that it is also equivalent to 𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 with 𝑓𝑥𝑏𝑤 =

1.
To analyze the correlation risk of 𝜇Tor in practice, we consider

that the adversary controls about 20% of the total Tor exit relays
[102]. Figure 14 shows a comparison between the probability of com-
promise in the 𝜇Tor architecture for 6-hop legacy onion services

23The entry for the connection to Bento, the connection from the Bento function, and
the connection from onion service

Figure 14: Probability of compromise in the 𝜇Tor architecture.
The + indicates a legacy onion service.

(denoted by 𝜇Tor+) versus 3-hop 𝜇Tor composed with location-
aware CenTor (or for standard 3-hop non-anonymous websites).
As one might intuitively expect, this figure shows that the greater
the number of paths used by the 𝜇Tor architecture, the higher the
possibility of a correlation attack, thus demonstrating both the im-
portance of the choice of 𝜇 to balance performance with anonymity,
as well as why such a quantitative analysis is necessary to help
users make informed parameter choices based on their own comfort
level. Additionally, we can see that the probability of compromise
in the case of a 6-hop circuit is lower than a 3-hop circuit, implying
the (somewhat expected) trade-off between anonymity and latency.
Based on our analysis, we agree with Tor recommendations and
suggest, even with 𝜇Tor, users utilize three relays in the set of their
guard nodes. Additionally, 𝜇Tor users can choose to use a common
guard node for their multipath routing architecture to achieve better
anonymity along with somewhat improved bandwidth benefits.

It is important to note as well that the probability of compromise
when 𝜇Tor is combined with CenTor is same as the probability
of compromise in a 3-hop circuit, denoted as 𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 , where
the parameter 𝑔 now pertains to the guard nodes in the respective
shadow. This implies that as the value of 𝑔 decreases within a
shadow, 𝑃𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑 would increase.
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B.3 Evaluation
To understand the performance benefits of 𝜇Tor we analyze it
over the Tor network, varying 𝜇, i.e., the number of paths between
the client and the onion service host, in different scenarios. Our
experimental setup is identical to that used in Section 5. We start by
independently testing the performance with a common guard node
(represented by 𝜇Tor) and unique guard nodes (represented by
𝜇Tor*) for a variety of different values of 𝜇 and present the results
in Figure 11. The results are generally what one would intuitively
expect. We observe that higher values of 𝜇, in general, provide
lower download time. Also, 𝜇Tor performs significantly better than
standard Tor (sTor). Further, we see that 𝜇Tor* performs better
than its coequal 𝜇Tor since a common guard node, while increasing
security and decreasing the chance of deanonymization attacks, can
prove to be a performance bottleneck for merging traffic. Next, we
compare the performance benefits of standalone 𝜇Torwith bringing
location-awareness to it through CenTor (𝜇CenTor) and present the
results in Figure 12. This composition provides the benefit of both
multipath routing and reduced hops between the client and replica.
As expected, we conclude that 3-hop 𝜇CenTor performs better than
its 6-hop peer 𝜇Tor (and significantly better than standard Tor), for
all values of 𝜇. We observe that 3CenTor provides about 63.15%
reduction in download time and 5CenTor 68.4% over standard Tor.
Finally, we demonstrate how client-side use of 𝜇Tor can further
enhance the previously discussed performance gains of CenTor in
Figure 13. For instance, by introducing two multi-paths and five
multi-paths to the use of CenTor, a client can achieve about 4%
and 33% additional reduction in download time, respectively.
Client Computational Cost. An additional concern that a 𝜇Tor
client might have is increased computational burden frommaintain-
ing multiple circuits just to connect to a single service. However,
the Tor protocol already ensures that a client maintains a minimum
number of (at least three and at most twelve by default) clean cir-
cuits [28] and also preemptively builds spare circuits based on client
usage. And our design only utilizes the existing Tor protocol for
circuit construction and communication. Therefore, we argue that a
client who desires to run 𝜇Tor is not subject to added computation
overhead beyond what they might normally experience.

C CenTor Anonymity-Performance Trade-off:
TTFB

In this experiment (result shown in Figure 15), we selected three
weak shadows with 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 < 0 : United States, North America, and
Americas; a strong shadow with 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 = 0.418: Western Europe
+ Americas, and two perfect shadows with 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 = 1: Location
Unaware CenTor and Tor (defined in Appendix J), which allows
us to directly explore the anonymity-performance trade-off. The
client, as well as the onion service host, are both located in the
United States. For the evaluation, we simply increased the shadow
size (therefore increasing the client’s anonymity) and measured
the client-side TTFB. As expected, the United States (weak) shadow
provides the best performance, as it restricts client-side circuit
nodes to be within the United States, thereby decreasing the geo-
graphic distance between hops. Client-side performance degrades,
and anonymity increases, as the shadow size expands (and the geo-
graphic distance between circuit nodes potentially increases). It is

Figure 15: Anonymity vs Performance (time-to-first-byte)
comparison: CenTor with different shadows, location un-
aware CenTor, and standard Tor.

Figure 16: Download times (sec) for fetching dynamic content
from a storage server.

worth noting that Location Unaware CenTor has a higher TTFB than
regular CenTor. Intuitively, this is due to the fact that client-side
circuit nodes in the case of Location Unaware CenTor do not have
a region-based (shadow) restriction and are therefore distributed
all over the globe. In other words, the performance for this case
can be somewhat variable, depending on if all client-side Tor nodes
are picked within a cluster or more sparse and distributed. CenTor
and Location Unaware CenTor both perform better than standard
Tor, simply because the latter case increases the number of hops
from 3 to 6 and chooses nodes (somewhat) randomly from all over
the globe.

D Experiment: CenTor Dynamic Content
In this experiment, we have a client download a 20MB file from an
onion service, which in turn dynamically fetches this file from a
storage server, in different scenarios. All entities (the client, Bento
server and storage server) are located within the United States. We
present the results in Figure 16.
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Figure 17: Performance comparison of Tor clients in different
instances of client loads.

Figure 18: Performance comparison of Exit-Aware CenTor

client.

We first note that the time to (dynamically) fetch data from the
storage server is similar in all scenarios, as this always happens
on a single Tor circuit. As expected, we can see that dynamically
fetching the file using location-unaware CenTor has performance
quite similar to just fetching it from the onion service using the
standard Tor protocol (as the number of Tor hops will be similar
and in varying locations). If we then use regular CenTor we see a
significant decrease in download time, even with dynamic content,
as it is much faster to access the replica and initiate the fetching of
dynamic content. In either scenario, we again see how our CDN
provides significant performance improvements over standard Tor.

E Shadow Baseline Simulation
This experiment focused on assessing the impact of variable client
loads, spanning from 400,000 to 752,000 clients. As the client count
increased incrementally, the network experienced escalating stress
levels, which led to a decline in client performance. For instance, in a
simulated network with 752,000 clients, we observed a performance
degradation of approximately 8.1%, compared to the baseline with
400,000 clients at the 2000-second mark (as shown in Figure 17).

F Exit-Aware Routing
Another dimension worth exploring, which allows for enhanced
anonymity compared to a typical CenTor client, while still deliv-
ering some performance benefits, involves introducing location-
awareness exclusively to the exit node on the client-side circuit. In
this scenario, the client is limited to using an exit node within the
same shadow as the CenTor instance. The experimental configu-
ration is the same as the one described in Section 5, where both
the onion service and the client reside in the same shadow (U.S.).
For the 3-hop CenTor case, the relays are also within the shadow.
For exit-aware CenTor, only the exit node is in the shadow, while
for location-unaware CenTor, the relays are globally distributed.
In the case of Tor, there are the additional 3-hops (total 6-hops) to
reach the onion service (anonymous-mode).

In this case, the client does not need to factor in the 𝑅𝐷 and 𝐸𝐷
parameters when computing 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 . As depicted in Figure 18, the
performance in this case falls between that of a location-unaware
and a fully location-aware CenTor configuration.

G Specifics of the Anonymity Metric and
Recommendations for Operators and Clients

Acknowledging the complexity faced by service operators and
clients in selecting optimal replicas and shadows in practice, we
offer basic (safe) starting recommendations to streamline this pro-
cess.

We start by providing additional information to help better un-
derstanding the anonymity metric at a high level. The anonymity
metric helps users compare various shadows and understand how
much anonymity they are compromising. In the Table 4, we classify
the scores and discuss what they mean at a high level in practice,
to help guide client understanding.

Service operators. For service operators, diversifying relay
choices is advisable to broaden client reach. Deploying replicas in
countries associated with each shadow and incorporating multiple
replicas with an option for a load balancer24 in high client density
(𝐶𝐷 (𝑆)) regions (strong shadows as shown in Table 5) is recom-
mended. Table 3 outlines a selection of shadows where operators
are advised to deploy a minimum of one replica to begin with.

CenTorClients.As discussed in Section 4.2, clients should prior-
itize choosing shadows with a high 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 score. We define weak
shadows as those with an 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 score below 0 and borderline
shadows with an 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 score 0 − 0.1, meaning they meet at least
the minimum anonymity requirements described in Section 4.1 (al-
though this “weak” score may indicate potential negative values for
specific parameters). In such instances, we strongly advise CenTor
users to examine each parameter for adequate anonymity levels.

Optimal choices include strong shadows with 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 scores
above 0.1, indicating they surpass our minimum described require-
ments. We recommend clients use strong shadows as listed in Table
5 as a starting point. Clients have the flexibility to customize, build
upon, or strengthen shadows by selecting other strong shadows
to incorporate into their chosen potential weak shadows. For in-
stance, clients can strengthen shadow Americas, a weak shadow
with 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 = −0.044, by adding Western Europe to it (shadow

24Such as the hidden service load balancer in [77].

549



Proceedings on Privacy Enhancing Technologies 2025(1) Arushi Arora and Christina Garman

Table 3: Shadow specifications

Shadow List of Countries

Africa
South Africa, Nigeria, Tanzania, Kenya, Democratic Republic of the Congo, Egypt, Uganda, Algeria, Sudan, Morocco, Angola,
Mozambique, Madagascar, Ghana, Cameroon, Niger, Mali, Malawi, Zambia, Senegal, Chad, Somalia, Zimbabwe, Guinea, Rwanda,
Benin, Tunisia, Togo, Botswana, Seychelles

Africa & Europe

South Africa, Nigeria, Tanzania, Kenya, Democratic Republic of the Congo, Egypt, Uganda, Algeria, Sudan, Morocco, Angola,
Mozambique, Madagascar, Ghana, Cameroon, Niger, Mali, Malawi, Zambia, Senegal, Chad, Somalia, Zimbabwe, Guinea, Rwanda,
Benin, Tunisia, Togo, Botswana, Seychelles, Cyprus, Georgia, Kazakhstan, Turkey, Azerbaijan, Ukraine, Russia, Germany, United
Kingdom, France, Italy, Spain, Ukraine, Poland, Romania, The Netherlands, Belgium, Czech Republic, Greece, Portugal, Sweden,
Hungary, Belarus, Austria, Serbia, Switzerland, Bulgaria, Denmark, Finland, Slovakia, Norway, Ireland, Croatia, Moldova, Bosnia and
Herzegovina, Albania, Lithuania, Macedonia, Slovenia, Latvia, Estonia, Montenegro, Luxembourg, Malta, Iceland, Andorra, Monaco,
Liechtenstein

Western Europe Germany, Austria, Belgium, France, Liechtenstein, Luxembourg, Monaco, The Netherlands, Switzerland
Central & Eastern Eu-
rope

Estonia, Germany, Latvia, Lithuania, Poland, Czech Republic, Slovakia, Hungary, Romania, Bulgaria, Slovenia, Croatia, Albania,
Montenegro, Serbia, Macedonia, Bosnia and Herzegovina

Eurasia

United Arab Emirates, Hong Kong, Cyprus, Georgia, Kazakhstan, Turkey, Azerbaijan, Ukraine, Russia, Germany, United Kingdom,
France, Italy, Spain, Poland, Romania, The Netherlands, Belgium, Czech Republic, Greece, Portugal, Sweden, Hungary, Belarus,
Austria, Serbia, Switzerland, Bulgaria, Denmark, Finland, Slovakia, Norway, Ireland, Croatia, Moldova, Bosnia and Herzegovina,
Albania, Lithuania, Macedonia, Slovenia, Latvia, Estonia, Montenegro, Luxembourg, Malta, Iceland, Andorra, Monaco, Liechtenstein,
China, India, Indonesia, Pakistan, Bangladesh, Japan, Philippines, Vietnam, Thailand, Burma, South Korea, Malaysia, Nepal,Taiwan,
Sri Lanka, Cambodia, Laos, Singapore, Mongolia, Bhutan, Maldives

Europe

Cyprus, Georgia, Kazakhstan, Turkey, Azerbaijan, Ukraine, Russia, Germany, France, Italy, Spain, Ukraine, Poland, Romania, The
Netherlands, Belgium, Czech Republic, Greece, Portugal, Sweden, Hungary, Belarus, Austria, Serbia, Switzerland, Bulgaria, Denmark,
Finland,Slovakia, Norway, Ireland, Croatia, Moldova, Bosnia and Herzegovina, Albania, Lithuania, Macedonia, Slovenia, Latvia,
Estonia, Montenegro, Luxembourg, Malta, Iceland, Andorra, Monaco, Liechtenstein

APAC United Arab Emirates, Hong Kong, China, India, Australia, New Zealand, Russia, Indonesia, Pakistan, Bangladesh, Japan, Philippines,
Vietnam, Thailand, Burma, South Korea, Malaysia, Nepal, Taiwan, Sri Lanka, Cambodia, Laos, Singapore, Mongolia, Bhutan, Maldives

Americas Belize, United States of America, Canada, US Virgin Islands, Costa Rica, Dominican Republic, El Salvador, Venezuela, Guatemala,
Honduras, Mexico, Panama, Puerto Rico, Colombia, Brazil, Argentina, Bolivia, Chile, Ecuador, Paraguay, Peru, Uruguay

Americas & Western
Europe

Belize, United States of America, Canada, US Virgin Islands, Costa Rica, Dominican Republic, El Salvador, Venezuela, Guatemala,
Honduras, Mexico, Panama, Puerto Rico, Colombia, Brazil, Argentina, Bolivia, Chile, Ecuador, Paraguay, Peru, Uruguay, Germany,
Austria, Belgium, France, Liechtenstein, Luxembourg, Monaco, The Netherlands, Switzerland

North America United States, Canada, Belize, Costa Rica, Dominican Republic, El Salvador, Guatemala, Mexico
South America Argentina, Brazil, Chile, Ecuador, Paraguay, Peru, Uruguay, Venezuela

Table 4: Understanding 𝛼CenTor scores. High level discussion of various 𝛼CenTor scores and what they mean in practice.

𝛼CenTor Score Recommendation Description Example Shadows (described in Table 3)
< 0: weak shadow Not recommended The score does not match our minimum requirements

and does not ensure that client anonymity is met.
Americas, Africa

0 − 0.1 (approx):
borderline shadow

Use with caution Values close to 0 indicate that certain individual pa-
rameters have negative values. Therefore, we strongly
recommend that CenTor users inspect each parameter
for their needs.

APAC, Americas

> 0.1: strong
shadow

Recommended The score is above our minimum requirements and
ensures client anonymity is met, with larger numbers
indicating greater anonymity.

Africa & Europe, Western Europe, Eura-
sia, Europe, Americas &Western Europe

Table 5: Strong shadows with positive 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 .

Shadow 𝐸𝐿 (𝑆 ) 𝐸𝐶 (𝑆 ) 𝐶𝐷 (𝑆 ) 𝐸𝐷 (𝑆 ) 𝑋𝐷 (𝑆 ) 𝑅𝐷 (𝑆 ) 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 (𝑆 )

Africa & Europe 0.677 0.610 0.475 0.671 0.364 0.591 0.564
Western Europe 0.485 0.586 0.124 0.396 0.151 0.330 0.345

Eurasia 0.830 0.694 0.580 0.677 0.389 0.641 0.635
Europe 0.630 0.581 0.673 0.671 0.364 0.587 0.584

Americas & Western Europe 0.523 0.491 0.435 0.466 0.193 0.403 0.418
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Americas and Western Europe increases 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 to 0.418) as shown
in Table 2. Similarly, a weak shadow Africa can be strengthened by
adding Europe, as shown in Table 2.

Table 5 provides a list of concrete “strong” shadows for clients.
Clients are advised to choose the smallest possible shadow that
is geographically close to them from this list, as a basic starting
guideline, in order to maximize the performance vs. anonymity
trade-off. For example, based on the 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 score, users in Western
Europe can simply use the Western Europe shadow to access a
replica (in the same region), safely achieving high performance
benefits (since the content is geographically closer to them) without
compromising significantly on anonymity.

H DoS Against Onion Services
The design of Tor’s onion services is vulnerable to DoS attacks, al-
lowing attackers to deplete their resources with minimal effort [30].
DoS attacks on onion services exploit the protocol’s requirements
for significant computational and networking resources to establish
a connection. Attackers can cause disproportionate resource usage
on the service side with minimal effort, leading to potential service
disruption and unavailability [46].

Upon receipt of an 𝐼𝑁𝑇𝑅𝑂𝐷𝑈𝐶𝐸2 cell (Step 6 in Figure 1), the
onion service undertakes two key actions: first, it constructs a
circuit to the nominated Rendezvous Point (Step 7), consuming net-
work and computational resources. Additionally, this cell initiates
the initial phase of a cryptographic handshake, necessitating the
onion service to perform resource-intensive asymmetric crypto-
graphic operations. Attackers can exploit this by selecting any relay
as the RP via an 𝐼𝑁𝑇𝑅𝑂𝐷𝑈𝐶𝐸1 cell (Step 5), potentially embedding
false information, and opting for a direct, shorter circuit to further
minimize their own resource usage.

If an attacker initiates a sufficient number of circuits, it can lead
to the onion service becoming inoperative due to the depletion of
its resources.

Storage DoS attacks (on the Bento servers themselves) are cur-
rently out of scope for the Bento architecture, which does not
currently have support for or prevent such attacks, or authenticate
users. One potential solution could involve implementing (decen-
tralized) anonymous credentials [34, 80] to privately and anony-
mously authenticate users, and thus limit the number of services.
Additionally, each Bento operator can specify a maximum storage
allocation for each function (though their middlebox node policy
and other mechanisms). By rate-limiting the number of CenTor
instances (along with their allowed storage), this approach can ef-
fectively cap the maximum storage each user, whether malicious
or not, can consume.

I State of Tor Onion Services
Tor hidden services exhibit high volatility, with sites frequently be-
coming unavailable or shutting down, which complicates efforts to
categorize and analyze their content consistently [40, 59]. As such,
better understanding this space presents a significant challenge
and an opportunity for future research. The content on onion ser-
vices spans a broad spectrum, containing both static and interactive
elements. Marketplaces, social media, cryptocurrency platforms,
and news outlets typically offer dynamic content with real-time

updates. Conversely, repositories for books, educational materi-
als, and personal blogs tend to be more static, although they may
feature interactive components like comment sections [14, 16, 85].

J Shadow Specifications
This appendix provides a full description of the countries selected
in a specific shadow in Table 3. Approximate 𝛼𝐶𝑒𝑛𝑇𝑜𝑟 scores for
these shadows are provided in Table 2 in the main body.

K Legal Policies
We now summarize various legal and content policies for Tor, CDN,
and other service/hosting providers in a bit more detail, based on
their stated user agreements and other publicly available informa-
tion.
Tor Policy [72]. Tor’s core mission is to safeguard free expres-
sion, privacy, and human rights. Tor’s developers provide technical
support but cannot offer legal advice or prevent illicit use of Tor
relays. Users should know that their communications with Tor’s de-
velopers regarding relay-related matters are not legally privileged
and may be accessible to authorities or litigants.

While Tor cannot guarantee users’ legal immunity, the Electronic
Frontier Foundation (EFF) advocates strongly for the protection
of relay operators from liability related to traffic passing through
their relays. EFF operates its own relay and can assist relay opera-
tors in evaluating their legal circumstances, connecting them with
qualified legal counsel when necessary. Tor relay operators should
avoid monitoring, logging, or disclosing Tor users’ communications,
as this can result in legal consequences. Always consult a lawyer
before examining anyone’s communications. The trustworthiness
of relay operators listed in the directory cannot be guaranteed by
Tor’s developers or EFF.
Service Provider Policies. In most cases, service providers, in-
cluding cloud providers, are not considered the publishers or speak-
ers of information provided by other content providers. Essentially,
a service provider is not held liable for information stored at the
request of the service’s users, as long as the provider has no actual
knowledge of illegal activities or information.

For instance, AWS as per their user agreements, emphasize user
responsibility for content compliance with policies and laws. AWS
and its affiliates provide services and content “as is” without war-
ranties, making no specific commitments regarding standards, reli-
ability, content, or services [7].

Laws exist to safeguard service providers in such circumstances.
Section 230 of the Communications Decency Act in the United
States grants online platforms immunity from civil liabilities re-
lated to third-party content and content removal under certain
conditions, emphasizing that service providers are not considered
publishers or speakers of information from others [43]. The Digital
Millennium Copyright Act (DMCA) provides limited liability to
service providers for copyright infringement if they follow DMCA
requirements, particularly in the “safe harbor” provisions [42]. In
the European Union, the e-Commerce Directive shields service
providers from liability for stored information as long as they lack
knowledge of illegal activity or information and are unaware of
circumstances indicating such illegality concerning damage claims
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[69]. It is important to note that the interpretation and applica-
tion of these laws can vary, depending on the jurisdiction and the
specific case details.

Similarly, concerning claims for damages, the provider is not
held responsible if they are not aware of circumstances that clearly
indicate illegal activities or information. However, the liability of
service providers, including AWS and others, can be triggered under
these legal principles if they are informed about unlawful content
but fail to promptly remove it or disable access to it.

If users come across objectionable content, they have the option
to report it to the service providers, who will take appropriate ac-
tion to address it. For instance, Cloudflare disclaims control over
decentralized name registries and material accessible via the Dis-
tributed Web Gateway, stating that copyright holders must report
infringement or abuse through Cloudflare’s automated form for
network-served material [20].
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