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Abstract
This paper contributes an in-depth investigation (N=24) of privacy
perceptions in the context of medical data donation apps. Medical
data donation refers to the act of voluntarily sharing medical data
with research institutions, which plays a crucial role in advancing
healthcare research and personalized medicine. To design effective
medical data donation apps, we need to understand how privacy
expectations affect people’s willingness to use such apps. We focus
on non-users—those who have no experience with medical data
donation apps—because gaining a deeper understanding of their
perceptions is essential for fostering the adoption of these apps.
Our findings highlight the importance of trust, transparency, and
anonymity as driving factors. Participants expressed a willingness
to share highly sensitive medical data with the apps if they were
assured of complete anonymity, yet criticism regarding the risks of
de-anonymization was also raised. Based on our results, we identify
privacy awareness issues, especially concerning data sensitivity. Ad-
ditionally, we explain the differences between participants’ privacy
expectations and preferences and what existing medical data dona-
tion apps offer. Finally, we provide guidance for the development
of future user-centric medical data donation apps.
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1 Introduction
Medical data donation is the voluntary act of providing health-
related information for research initiatives andmedical databases [9].
Health information includes any personal data related to an indi-
vidual’s past, current, or future physical or mental health [20], and
may also cover fitness data (e.g., heart rate, respiratory rate, blood
oxygen levels) that can reveal health issues [63]. Donating such
data enhances early disease detection and understanding of dis-
eases, ultimately leading to better treatments [22]. Several research
institutes have created apps to gather health data from people for
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various research purposes. One notable example is the Corona-Data-
Donation-App (CDA) in Germany, which was launched during the
COVID-19 pandemic. Although more than 500,000 users down-
loaded the CDA app, indicating a willingness among individuals to
share their data for medical research [52], studies revealed signifi-
cant resistance among many to share their data, primarily due to
security and privacy concerns [14, 29, 60, 67].

Protecting the privacy of medical data donors is not only an
ethical imperative but also ensures their trust and willingness to
share their data [18, 64]. Given that donated data is typically highly
personal and can reveal significant sensitive information about the
donors’ health, linking donors to their data could lead to risks such
as discrimination. Therefore, it is essential in this context to extend
privacy protections to guarantee anonymity [61]. Since the goal
of data donation is to identify broad patterns rather than diagnose
individuals, concealing the identities of data donors should not
affect the research analysis and results.

Several studies investigated privacy concerns and perceptions
related to sharing medical data (cf. [4, 13, 32, 37, 51, 65, 74]). How-
ever, inconsistencies exist among these studies regarding the level
of trust in researchers, the understanding of potential privacy risks
and protection methods, and the effectiveness of the privacy mea-
sures in encouraging data sharing. Although research highlights
the importance of anonymity for facilitating medical data shar-
ing [13, 64, 65], there has been limited exploration into how people
understand anonymity and misconceptions they might have. Fur-
thermore, there is a lack of understanding about how people’s mis-
conceptions or lack of awareness regarding privacy and anonymity
might influence their willingness to use medical data donation apps.

To address these gaps in existing research, we conducted a study
focusing on perceptions and understanding of privacy in the con-
text of medical data donation apps, with an in-depth investigation
of anonymity. Given the limited use of these apps, we explored
the perceptions and expectations of non-users—those who never
used a medical data donation app. By gaining insight into their
perceptions and identifying potential obstacles or misunderstand-
ings, we can design apps that address these issues, making them
more appealing and accessible, thereby promoting greater usage.
Our research specifically considers the following main research
question:

RQ: What are privacy perceptions and expectations of non-
users in the context of medical data donation apps?
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For this, we conducted semi-structured interviews (N=24) where
we asked participants to participate in a drawing exercise. Based on
the drawings, we discussed the participants’ wishes, expectations,
perceptions, and speculative mental models, i.e., how non-users
imagine the usage of a data donation app. From our results, we
learned that most participants struggled to illustrate a detailed
mental model of their expected data donation infrastructure. We
also found that participants trust data donation apps that are not
driven by commercial gains and are provided by research institutes.
The participants expressed a desire to control what they share and
how it is used but feared that this control might burden them with
technical and medical complexities. Further, they were concerned
about data breaches, misuse, and discrimination, but had limited
understanding of how these risks could occur. They wanted strong
privacy guarantees from medical data donation apps and insisted
on anonymity, expressing unwillingness to use these apps if their
data could be linked to their identities or locations. However, they
had awareness issues about the sensitivity of the data that these
apps could collect and the methods that can ensure the privacy
and anonymity of data donors. When we compared participants’
speculative mental models with two existing medical data donation
apps, we found significant gaps that might hinder user adoption. To
develop user-friendly medical data donation apps that align with
privacy and anonymity expectations, we propose several key design
recommendations.

Research contributions: In the course of this paper, we make the
following contributions:

(1) First mental model investigation of medical data dona-
tion apps: We present the first investigation of perceptions
of medical data donation apps. We specifically investigated
the speculative privacy mental models of 24 participants
(non-users) through semi-structured interviews and a draw-
ing exercise.

(2) Analysis of perceived expectations, risks & misconcep-
tions: Among our results, we show expectations regarding
data collection, storage, and access in medical data donation
apps and highlight perceived risks, protection measures, and
misconceptions regarding privacy and anonymity.

(3) Comparison of users’ mental models to existing apps:
We compare participants’ expectations regarding privacy
and anonymity guarantees to the protection measures im-
plemented by two well-known existing data donation apps
proposed during the COVID-19 pandemic.

(4) Overall recommendations for human-centered medi-
cal data donation apps:We conclude with recommenda-
tions for research institutes regarding how to design usable
medical data donation apps that meet users’ needs and ex-
pectations.

2 Background & Related Work
This section provides an overview of privacy, anonymity, medical
data donation apps, mental models, and a summary of related work.

2.1 Privacy & Anonymity
Privacy grants individuals the ability to prevent involuntary disclo-
sure by affording them the right to protect personal information

across various contexts. It is commonly understood as both an indi-
vidual mechanism for revealing and concealing aspects of oneself
and a contextual norm governing information flows, e.g., who has
access to what information [43]. Early research on Privacy Enhanc-
ing Technologies (PETs) categorized privacy into four main areas:
‘freedom from intrusion’, ‘negotiating the public/private divide’,
‘identity management’, and ‘surveillance’ [50].

Anonymity, as ameans for enhancing privacy, is linked to control
over identity management and surveillance. It is typically regarded
not only as a way to protect identity information but also to with-
hold it entirely [44]. Achieving anonymity involves concealing
multiple dimensions of identity knowledge, including legal name,
location, behavior patterns, and personal characteristics [42].

2.2 Privacy & Anonymity Techniques for
Medical Data Donation

Several techniques have been proposed in the literature to protect
users’ privacy and anonymity when sharing their medical data. One
common technique is pseudonymization, which involves removing
personal identifiers from data and replacing them with placeholder
values (i.e., pseudonyms). However, this technique proves inef-
fective when it comes to protecting data against a wide range of
re-identification threats [34]. For example, if an individual’s record
is unique based on information like age, job, sex, or ZIP code, an
attacker with this information can directly link the record to its
owner [61]. There are other techniques that provide better pro-
tection by altering personally identifiable information (PII), both
direct and indirect, within data to prevent the linkage of individu-
als to specific data points. Common examples of such techniques
include generalization, suppression, 𝑘-anonymity, and differential
privacy [15, 24]. Generalization reduces data granularity by replac-
ing specific values with more generalized ones, while suppression
selectively removes sensitive information to preserve privacy. 𝑘-
anonymity ensures that each record in a dataset is indistinguishable
from at least 𝑘-1 others. Differential privacy (DP) protects privacy
by adding noise to data; this noise can be introduced by users (local
DP) or by a data aggregator. Additional techniques for privacy-
preserving medical data donation extend protection beyond data
to also prevent linking users to their shared data based on com-
munication metadata, e.g., IP addresses. Such techniques are often
based on secure multi-party computation or secret-sharing-based
methods [26].

2.3 Medical Data Donation Apps
Over the past few years, many apps for donating medical data have
been introduced. These apps can collect similar data to fitness apps,
yet differ from them in their data collection purposes, user con-
sent, and methods. Data donation apps gather data for research
purposes, with users willingly and fully informed about that. In
contrast, fitness apps collect data for user health monitoring, but
users may be unaware that their data is shared with other third
parties, e.g., for advertising and marketing purposes [28]. Addition-
ally, data in fitness apps is typically collected only through trackers,
whereas medical data donation apps might combine trackers and
questionnaires.

655



Proceedings on Privacy Enhancing Technologies 2025(1) Gaballah et al.

Medical data donation apps vary in the types of data they collect,
but they can have similar infrastructure and privacy protections
across contexts (COVID or non-COVID). However, motivation to
participate tends to be stronger during critical situations like the
COVID pandemic, as individuals are oftenmore driven to contribute
to efforts aimed at managing the crisis [14]. It is important to note
that medical data donation apps differ from COVID contact-tracing
apps in their goals and methods. Data donation apps focus on col-
lecting health information to create datasets for research to improve
disease understanding and treatment. Conversely, contact-tracing
apps are designed for real-time contact tracing, using technolo-
gies like Bluetooth or GPS to alert users about potential COVID-19
exposure and help prevent the virus’s spread [1].

In our study, we presented the Corona-Data-Donation (CDA)
and SafeVac apps as examples of data donation apps because they
are the most recognized German apps in this field, given that the
study was conducted in Germany.

Corona-Data-Donation-App (CDA). The Corona-Data-Donation-
App was developed by the Robert Koch Institute (RKI) with the aim
of collecting data from users for purposes, such as detecting COVID-
19 symptoms and constructing fever maps [52]. Users are required
to provide health-related information, including symptoms experi-
enced, vaccination status, and any pre-existing medical conditions.
Also, users are requested to link their wearable devices to the app
to allow for the collection of data such as temperature, heart rate,
sleep patterns, and activity levels. Additionally, the app requires de-
mographic information (e.g., age, gender, and location) and contact
details (e.g., email address or phone number). Pseudonymization
is employed to safeguard user privacy. However, this may not be
sufficient to protect sensitive data in the event of a breach, partic-
ularly considering the identifiable information collected, such as
location, email address, and phone number. Further, since users
send their data directly to the RKI, the institute can potentially link
users to their donated data through IP addresses. Moreover, the
app is susceptible to several other privacy and security risks, as
discussed by Tschirsich et al. [41].

SafeVac. The Paul-Ehrlich Institute (PEI) developed this app to
study the effects of COVID-19 vaccines [17]. The app collects demo-
graphic data (age, weight, height, and gender), vaccination details,
and health status (e.g., pre-existing medical conditions and current
medications). Additionally, it prompts users to complete question-
naires at specific intervals after vaccination. These questionnaires
are used to track adverse events by recording symptoms and their
impact, as well as to gather feedback on the vaccination experience
and follow-up actions. Pseudonymization is also implemented in
this app to protect user privacy [2]. Unlike CDA, where data is
sent directly to the RKI, SafeVac uses a government server as an
intermediary between the PEI and users [2]. This server receives
data from users and forwards it to the PEI, thereby preventing the
PEI from identifying which user sent the data. While SafeVac offers
greater privacy compared to CDA, it still relies on pseudonymiza-
tion, rendering it susceptible to re-identification attacks [48].

2.4 User Attitudes and Awareness of Sharing
Health-Related Information

According to many studies [5, 54, 66, 74], users’ willingness to
share their fitness data is influenced by their understanding of
how the data is used and the benefits, if any, they receive from
sharing it. Another common finding is that users are more likely
to share their fitness data when they believe the benefits outweigh
the potential risks and the recipient (e.g., service providers, third-
party apps, and individuals) will use the shared data positively [4,
51, 60, 67], referring to the privacy calculus model [19]. Regarding
donating medical data for research, several studies [4, 13, 14, 27,
51, 58–60, 67] found that participants generally have a positive
attitude, and their beliefs in the benefits of medical research strongly
motivate the willingness to donate data. Research shows that people
mainly donate their data for altruistic reasons, such as supporting
research and advancing healthcare for the benefit of society and
future patients [7, 13, 18, 25, 45, 55, 59], though some are also
driven by monetary incentives [37, 55, 59, 65]. Brown et al. [13]
found that participants did not identify health-related stigma as
a barrier to sharing their personal health data. Additionally, in a
study by Seltzer [58], the majority of participants expressed interest
in receiving the results of analyses conducted on their shared data,
with half of them expressing a desire for their healthcare provider
to be informed about the results as well.

Valdez and Ziefle’s study [65] found that people were hesitant to
share data about mental health but were more comfortable sharing
information about physical health. Brown et al. [13] also found
that participants were very cautious about sharing information
related to sexuality. Additionally, in a study by Belen-Saglam et
al. [8], participants exhibited a significant resistance to disclose
information they considered irrelevant or out of context. Garrison
et al. [27] discovered that individuals who were concerned about
privacy and confidentiality were less likely to share their data. Fur-
ther, both Garrison et al. [27] and Buhr et al. [14] observed less
willingness to share data among minority groups. People generally
preferred sharing their data with academic researchers rather than
with businesses [27, 51, 65], government databases, or pharmaceu-
tical companies [27].

Regarding privacy awareness, Zufferey et al. [74] found that
many users of wearable activity trackers were aware of the pri-
vacy implications of sharing their fitness data, contrasting with
Alqhatani et al.’s [5] findings where most users were unaware of
privacy risks. Richter et al. [51] reported that about 70% of their
study participants trusted medical researchers to handle their data
responsibly. However, in other studies, including by Voigt et al. [67],
Sleigh et al. [60], and Aitken et al. [4], participants expressed con-
cerns about researchers potentially misusing the data. Aitken et
al. [4] identified worries regarding confidentiality and users’ control
over their data, along with low awareness of users about current
data privacy practices.

There are few studies that have investigated the impact of privacy
and anonymity on individuals’ decisions regarding medical data
sharing. Kacsmar et al. [32] examined the impact of five privacy and
anonymity techniques on user acceptability. However, the results
indicated that participants had a very low level of understanding
regarding these techniques. Also, Kühtreiber et al.[35] found similar
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results, as participants were not able to fully comprehend differ-
ential privacy. Valdez and Ziefle [65] studied two anonymization
techniques, 𝑘-anonymity, and differential privacy, and found that
anonymity was the most important factor for participants in their
study, regardless of the used anonymization technique. Brown et
al.[13] discovered that offering the option to remain anonymous
encourages individuals to share health data within online commu-
nities. Contrarily, Belen-Saglam et al. [8] did not find anonymity
to be of significant importance. Their study revealed that, with the
exception of data related to sex lives, participants generally did not
prioritize anonymity when sharing health data. The researchers
suggested that this lack of emphasis on anonymity may be due to
the fact that their participants were all from the UK, where there is
considerable trust in the national health service.

2.5 Mental Models
Mental models are internal representations humans derive from
the real world to use a technical system [30]. This can have various
levels of details that differ between humans [11, 30, 33, 68, 70].
Overall, there are two main types of mental models: functional
and structural models [46]. Users with functional models know
how to use a system but do not understand how it works in detail.
Users with structural models have a thorough understanding of how
the system works. Consequently, having a mental model requires
some interaction with a system. This paper investigates speculative
mental models, which are the users’ internal representations of a
system they have not used yet.

Misconceptions in mental models may lead users to engage in
behaviors that do not always reflect their true needs. Thus, the
mental models must be sound enough for users to interact with
technology effectively [36].

Privacy concerns andmisconceptions have repeatedly been shown
to impact the usage intention of IoT devices [3, 62, 71, 73], or dig-
ital health records [6, 49]. The majority of related work focused
on privacy as a rather generic concept in the context of mental
models. The solutions proposed in most papers centered on raising
awareness [71, 73], enabling control [62], or education [3]. This,
however, comes with several challenges considering digitization
as a whole because we likely do not have the capacity to educate
individuals in-depth about each and every aspect of each system to
create structural mental models. Inspired by these related studies on
mental models and their findings, we decided to further investigate
the medical data donation domain as a special use case where data
must not be linked to the identities of individuals, consequently
demanding the highest level of privacy— which is anonymity.

Summary. Related work suggests that people generally have a
positive attitude toward data sharing for medical research. However,
there are inconsistencies among the findings of existing studies re-
garding awareness levels of privacy risks and protections. There is
also limited knowledge about how non-users perceive data donation
apps and the sensitive nature of the data they collect. Addition-
ally, there has been insufficient exploration of how perceptions of
anonymity influence the willingness to use and engage with medi-
cal data donation apps. To increase the adoption of these underused
apps, we address these gaps and contribute to the literature by ex-
amining the privacy expectations, understanding, and speculative

mental models of non-users, with a particular focus on anonymity.
To achieve this, we gathered users’ perceptions using both drawings
and conversation-based interviews. In contrast, relevant studies
have primarily relied on either surveys or conversation-based in-
terviews to capture users’ perceptions.

3 Methodology
We conducted an interview studywith 24 participants to answer our
research question. Our study consisted of two parts: 1) a drawing
exercise where participants were asked to explain and sketch their
mental models; and 2) a semi-structured interview to delve deeper
into their understanding. We chose to include drawing exercises
because they are effective in capturing users’ mental models of
specific systems or technologies [31]. We used semi-structured in-
terviews due to their balance of structure and flexibility in exploring
participants’ perceptions in depth [47].

Participants and Recruitment. We did our study in Germany,
where the adoption of medical data donation is very low. We re-
cruited 24 participants who were non-users of data donation apps.
We utilized various methods, such as mailing lists, flyers, poster ad-
vertisements, social networks, and word-of-mouth, to reach out to
potential volunteers. All participants were required to be at least 18
years of age. Thirteen participants identified as men, ten as women,
and one as non-binary. The average age of all participants was
29.37 years (SD=10.68, Min=19, Max=65). The distribution of the
participants’ ages reveals the following frequency counts within
10-year ranges: 1 individual [10-19], 14 [20-29], 6 [30-39], 1 [40-49],
1 [50-59], 1 [60-69].

Eleven of the participants attended school or university. Ten
were employed full-time, and one participant was retired. Two
participants identified themselves as housewives. There was a vari-
ation in the educational levels: nine individuals had a high school
diploma, and five had a bachelor’s degree. Ten had advanced de-
grees: one participant held a PhD, and nine had a master’s degree.
An overview of our sample is presented in Table 1. We used the
ATI scale [23], which ranges from 1 to 6, to determine participants’
affinity for technology. A higher score indicates a greater affin-
ity for technology. Our sample had an average ATI score of 4.09
(minimum = 3, maximum = 5.11, SD = 0.66), which suggests that
the participants have a high affinity for technology [23]. To assess
participants’ privacy perception, we considered the 10-item IUIPC
questionnaire [38]. Overall, they rated their desire for control at
a mean of 5.81, their awareness of privacy practices at a mean of
6.30, and the perceived ratio between collection and benefits at a
mean of 5.96. That indicates that participants were more concerned
about their privacy as they had high scores on the IUIPC scale. For
more detailed values, see Table 1.

Study Procedure. The session we had with each participant
consisted of five main parts. All the questions asked to participants
are included in the Appendix A.3. The sessions were audio-recorded,
with the drawing process being video-recorded as well. Each session
lasted about an hour in total. The detailed procedure is as follows:

1) Consent & Demographics. Participants were first informed of
their rights, and the collected data, and that they could end the
study at any time without any negative consequences. Additionally,
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ID Age Gender Education Job Study Field ATI Scale IUIPC Spec. Mental Model
Control Awareness Collection

P1 31 Woman PhD Researcher Psychology 5.11 7 7 6.5 Intermediate understanding
P2 23 Woman B.Sc. M.Sc. Student Industrial eng. 5 6.67 7 6 Advanced understanding
P3 23 Male High school B.Sc. Student Informatics 4.89 5.67 5.33 3.75 Advanced understanding
P4 19 Woman High school B.Sc. Student Informatics 4.67 5.67 5.34 5 Advanced understanding
P5 23 Man High school B.Sc. Student Informatics 3.44 7 6.67 6 Advanced understanding
P6 28 Man M.Sc. Research Associate Informatics 4.78 5.67 5.67 4 Advanced understanding
P7 22 Man High school B.Sc. Student Informatics 4.11 5.67 6 6.75 Intermediate understanding
P8 20 Man High school B.A. Student Cognitive science 4.11 4 6.33 7 Intermediate understanding
P9 30 Woman High school B.Sc. Student Informatics 3 6 6.67 6.5 Intermediate understanding
P10 31 Woman M.Sc. Software engineer Informatics 3 3 5.33 7 Misconception-based understanding
P11 29 Man B.A. M.A. Student Psychology 4 7 5.33 7 Intermediate understanding
P12 25 Man M.Sc. Software engineer IT-Security 4.78 6 7 7 Advanced understanding
P13 30 Man High school B.Sc. Student Cognitive science 4.56 6.33 6.67 6 Advanced understanding
P14 42 Woman M.Sc. Engineer Electronics eng. 3.89 5.33 7 7 Intermediate understanding
P15 32 Woman M.Sc. Engineer Architectural eng. 4 6.33 6.67 5.25 Misconception-based understanding
P16 21 Man High school B.Sc. Student Civil eng. 4.56 4.67 6.33 5.25 Intermediate understanding
P17 30 Man M.A. Admin. Specialist Management 4.11 6.67 7 6 Misconception-based understanding
P18 26 Man B.Sc. Software engineer Informatics 3.44 6 6 5 Misconception-based understanding
P19 21 Man High school B.A. Student Cognitive science 4.78 5.33 7 6 Intermediate understanding
P20 26 Nonbinary M.Sc. Research Associate Bio-medical 3.22 5.33 5.67 7 Intermediate understanding
P21 65 Man M.Sc. Retired Physics 3.11 6.33 6.33 5.75 Intermediate understanding
P22 54 Woman B.A. Housewife Arts 4.22 5.67 6.67 6 Intermediate understanding
P23 25 Woman B.A. Housewife Law 3.78 5.33 5.33 5.25 Misconception-based understanding
P24 29 Woman M.A. Research Associate Economics 3.67 6.67 6.67 6 Intermediate understanding

Table 1: Participants’ demographics, education, occupation, ATI scale, IUIPC scores, and mental models.

they were informed that the interview was audio-recorded and that
the drawing exercise was filmed without their faces being captured.
This, along with additional information about data and privacy
protection ensured for participants, was provided to them in an
information sheet, which also included a consent form. Participants
were asked to read and sign the consent form. Following this, each
participant provided demographic information, such as age, gender,
education, and occupation. They also completed the questionnaires
of the ATI scale [23] and the IUIPC scale [38].

2) Warm-Up & Anchoring. We asked the participants about their
understanding of medical data donation and whether they had
already heard about it. To make sure all participants have a com-
mon understanding, we explained our definition of medical data
donation. Following that, we asked warm-up questions, such as
whether they had ever donated their medical data, if they had any
experience with medical data donation apps, and what situations
or settings would encourage them to donate their data. We then
introduced the following scenario: there is an app that lets users
donate medical data to a research institute. The collected data is
used by researchers in this research institute to better understand
diseases and improve public health. To make the scenario more
tangible for our participants, we provided them with two examples
of data donation apps—specifically, the two apps explained in Sec-
tion 2.3. In terms of the information shared with participants about
these apps, we provided only the app’s name, the research institute
that developed it, its purpose, and the method used to collect data
from users ( SafeVac uses a questionnaire to gather data, while CDA
retrieves data from users’ fitness trackers). Then, we asked them if
they had experience with any of the mentioned apps. For details
regarding the participants’ familiarity and prior experience with
data donation and its apps, please see Table 3 in Appendix A.2.

3) Drawing Exercise. After that, the participants were requested
to conduct the drawing exercise. We asked them to sketch their ex-
pectations of how a medical data donation app works. This involved

illustrating the data flow and connections between various com-
ponents. It’s important to note that, while SafeVac and CDA were
provided as examples, participants were not restricted to depicting
the infrastructure of either one.

We provided the participants with paper in DIN A3 size and
pens in different colors as recommended by related work [39, 72].
Research indicates that free-hand drawing without support can
require excessive cognitive effort, which can be reduced by using
cutout figures to make the drawing task easier [53, 56]. Therefore,
we provided a wide range of printed cut-outs of several components,
such as a user, a researcher, a research institute, a smartphone, a
smartwatch, smart glasses, a questionnaire, the Internet, a server,
a printer, a scanner, message, email, and router. Moreover, we ex-
plained that they do not need to use all the provided icons and
they should only pick the ones that they wish to use in their sketch.
During the drawing exercise, we encouraged participants to think
aloud [10] and comment on what they were drawing, so that we
could understand their thinking process. Several previous studies
demonstrated the effectiveness of this combination [39, 71, 72]. We
also asked the participants follow-up questions after finishing their
drawing to ensure all drawn parts were explained in detail.

4) Semi-Structured Interview. We used the sketch from the previ-
ous part as the basis for the interview. We asked questions about
storage, access, control, trust, privacy, and anonymity. To refine
the interview script, we first conducted pilot interviews to identify
and address issues with clarity of questions, structure, flow, timing,
and participant comfort. Researchers took notes during these inter-
views, analyzed the feedback, and made necessary adjustments to
the questions and procedures.

5) End & Reimbursement. Following the interview, we gave par-
ticipants the opportunity to ask questions and provide additional
feedback. Finally, each participant received ten euros as compensa-
tion, which was not subject to tax. This amount was consistent with
Germany’s minimum wage requirements: given that the minimum
wage at the time of our study was €12.00 per hour pre-tax [57], ten
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euros would be equivalent to or more than the after-tax earnings
for one hour of work.

Ethical Considerations. In conducting our study, we adhered
to the guidelines set by the ethics committees in the institutions
of the authors. At our institutions, user studies must restrict the
gathering of personal data to safeguard the participants’ privacy.
Every participant was given a random identifier. Before the inter-
view, each participant signed a consent form, which was stored
separately from all other information to ensure that it could not be
linked to their identities. Prior to the study, we received approval
from the ERB of the Technical University of Darmstadt.

Data Analysis. We ensured that all collected data was anony-
mized prior to the analysis. The audio transcripts were converted to
text and personal information was replaced with neutral markers.
To prevent participants from being identified through their hand-
writing in the drawn models, machine-generated text by a picture
editing tool was used to conceal the handwriting. The sketches
and interview transcripts were then analyzed in two parts using
thematic analysis [12].

First, we analyzed the mental models expressed in the sketches.
We ordered the sketches from undetailed to very detailed. Then, we
used an open-coding approach with two authors serving as coders.
By reviewing all sketches the two coders generated and agreed
on a final codebook. The codebook consisted of four codes for the
expressed level of detail. They then coded each sketch indepen-
dently. The results were discussed, and the final code allocations
for each drawing were decided. We considered the audio recordings
throughout the analysis to supplement the information expressed
in the sketches in cases where parts of the drawing were unclear.

Second, we analyzed the interview transcripts to capture the par-
ticipants’ mental models. We conducted open coding by assigning
codes to meaningful and relevant concepts related to our research
questions. One researcher, who conducted the interviews and was
familiar with the data, proposed an initial codebook. A second re-
searcher who was present during some of the interviews and had
also reviewed the transcripts agreed on the final codebook in dis-
cussion with the first researcher. The final codebook consists of
eight final categories of codes and 72 codes (see also Appendix A.1).
One researcher followed the methodology guidelines for conduct-
ing thematic analysis and coded all statements using the codebook.
The second researcher verified this, and any disagreements were
resolved. It should be noted that thematic analysis guidelines advise
against using double or multiple independent codings and relying
on inter-rater reliability to demonstrate reliability [16]. This is be-
cause qualitative research acknowledges the researcher’s influence
on the process.

Limitations. Those are the limitations of our study: First, due
to the qualitative nature of our study, we cannot make any quan-
titative conclusions. Also, our study relies on self-reported data
and assessments, which might be biased due to social desirabil-
ity, availability bias, and wrong recalls or self-assessments. As a
result, our data only reflects the highly subjective perspectives of
our participants. Additionally, we captured the speculative mental
models of non-users, those might alter when using a data donation
app. Further, we analyzed participants’ mental models in relation

to the CDA and SafeVac apps, given their relevance to the study
location (Germany), which might also restrict the generalizability
of the findings. Moreover, our results may be influenced by cultural
bias. Therefore, the findings might reflect a perspective shaped by
German cultural attitudes toward privacy, which are unique due to
the country’s history and privacy laws [69]. Research [14, 64] also
shows that people in Germany generally have a positive attitude
toward data donation for research purposes, which may differ from
attitudes in other countries.

Finally, despite our efforts to recruit a diverse sample, our study
may lack representativeness, as all participants had college-level
education or higher, which typically indicates good knowledge,
awareness, and cognitive skills. As a result, our findings might
not generalize well to less-educated individuals. Nevertheless, our
exploratory study provided an initial step in examining the specu-
lative mental models of non-users of medical data donation apps.
Future work should investigate a more representative sample.

4 Results
This section outlines the outcomes of our study. We begin by ex-
plaining the sketches. Then, we delve into the thematic analysis
results, organized by themes. We offer quantifiers of mentions to
give the reader an impression of how often a certain aspect was
brought up, yet this is not an attempt to quantify our findings.

It’s important to note that there is no singular, definitive infras-
tructure for medical data donation apps, which makes it challenging
to establish a single ground truth. In our study, we chose to use CDA
and SafeVac—the most notable medical data donation apps in Ger-
many, where the study was conducted—as baselines and compared
participants’ expectations with these apps.

4.1 Level of Detail
Based on the sketches and the interviews, we found three types
of speculative mental models about medical data donation apps,
each with a different level of detail. Our classification process in-
volved the evaluation of various factors: data flow, connections
among different entities, the presence of key entities (such as data
sources, storage, and data recipients like researchers or research
institutes), the complexity of depicted entities, and incorporation
of any security-related measures. To see each participant’s mental
model type, refer to Table 1.

1) Misconception-based Understanding. Five participants il-
lustrated an infrastructure for medical data donation that represents
a misconception-based understanding. This model would form a
functional mental model, given the provided details are limited [46].
The sketches created by these participants either portrayed an ab-
stract data flow or failed to resemble that of a realistic data donation
app. Some participants depicted only a few entities of the infrastruc-
ture (see Figure 1a). Connections between entities often deviated
from real-world scenarios. Also, participants expressed difficulty
in determining which entities should be connected to the internet.
For instance, P23 connected the researcher directly to the user’s
smartphone and smartwatch, with no internet connection between
the researcher and these devices, while an internet connection was
established between the questionnaire and the smartphone (see
Figure 1b).
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(a) Sketch of P18 (Misconception-based Understanding) (b) Sketch of P23 (Misconception-based Understanding)

(c) Sketch of P8 (Intermediate Understanding) (d) Sketch of P19 (Intermediate Understanding)

(e) Sketch of P2 (Advanced Understanding) (f) Sketch of P6 (Advanced Understanding)

Figure 1: Examples of Participants’ Sketches

All participants with this mental model were neither familiar
with the term data donation nor had they experience with medical
data donation or data donation apps. According to their scores on
the ATI scale, three participants had medium technology affinity,
while two had high technology affinity. As for their scores on the
IUIPC scale, all participants scored 5 or higher in three categories:
control, awareness, and collection, with the exception of one partici-
pant who scored 3 for control. These high scores indicate significant
privacy concerns, a sentiment expressed also during the interviews.
This shows that even individuals with basic knowledge can have
strong worries or needs about privacy.

2) Intermediate Understanding. Twelve participants had this
model type. They sketched the main components of a realistic in-
frastructure and connected these components in a realistic manner.
Some of them also includedmultiple data sources, routers, and icons
representing data transmission, processing, searching, and printing
in their sketches. For examples, see the sketch of P8 (Figure 1c) and
the sketch of P19 (Figure 1d). The level of understanding in this
model, with its attention to detail and anticipation of data flow and
connections, represents a structural model [46].

Most participants with this model showed a high affinity for
technology interaction based on their scores on the ATI scale. Addi-
tionally, their IUIPC scores were high, indicating significant privacy

concerns and awareness. Although participants with this model
demonstrated a more sophisticated understanding compared to
those with the basic understanding model, they were unfamiliar
with the data donation term and lacked experience with related
apps, except for two who mentioned some familiarity but hadn’t
used the CDA or SafeVac app.

3) Advanced Understanding. This model was demonstrated
by seven participants. They provided very detailed sketches that
demonstrated deep understanding. The illustrated components,
their connections, and the depicted data flow reflect what could be
realized in a realistic infrastructure. Unlike participants with other
models, all participants with this model included security-related
entities or measures in their sketches. For example, all of them used
encryption to protect transmissions, and some participants also
sketched other security safeguards, such as anonymity or access
control. Refer to the sketch of P6 (Figure 1f), where the representa-
tion of data flow was comprehensive, integrating security measures
like encryption and access control. Similarly, P2’s sketch (Figure
1e) emphasized the necessity of encrypting data before transmis-
sion over the internet, followed by decryption at the server end. P2
also highlighted the importance of anonymizing communication
between the smartphone and the server to hide the user’s location.
This model is a sophisticated structural model [46].
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Most participants with this mental model had previously donated
their medical data, but only in offline settings. Among them, only
two had heard about CDA or SafeVac, and none had experience us-
ing these apps or medical data donation apps in general. During the
interviews, these participants demonstrated a high understanding
of privacy, anonymity, potential threats, and protection measures.

4.2 Motivations & Expectations
Participants were questioned about factors that could motivate their
use of medical data donation apps and their expectations from such
apps.

Diverse Motivations & Privacy-Related Barriers. We found
that participants’ motivations varied, which aligns with research on
other domains like blood donation that demonstrates the multifac-
eted nature of prosocial motivation [21]. Ten participants expressed
that their motivation to use medical data donation apps would be
to contribute to the advancement of medical research, a sentiment
consistent with findings from other studies on different data shar-
ing scenarios [7, 18, 55, 59]. Another mentioned motivation was the
desire to aid humanity and those in need, particularly during times
of crisis (N=5), similar to findings in [7, 13, 18, 45, 59]. Sample com-
ments from the participants include P2 stating, “To help the research
basically, because I think the more people participate, the better the
results of the research will be” and P1 commenting, “If I see a benefit
for society or for people in general not just for a company”. Other
motivations were getting a reward, personal benefits, or financial
gain (N=3), similar to related work on the privacy calculus [19] and
the studies in [55, 59, 65]. Also, three participants mentioned that if
they were suffering from specific or rare diseases requiring further
study, they would be motivated to use a data donation app that
collects data on these conditions.

However, there are participants (N=2) who stated that nothing
could persuade them to donate their data: they either had strict
privacy needs or did not trust the researchers as they believed the
researchers could misuse the data and not protect the participants’
privacy as they promised. For example, P15 said: “Nothing could
encourage me because I’m not someone who would agree to share
medical data. I’d rather keep my data private to safeguard my privacy.
Even if I were assured of data protection, I would still decline to share
my data”.

Desired Data Control, Yet Perceived Infeasible. In line with
other studies on data sharing [7, 14, 45, 64], participants (N=15)
voiced expectations related to transparency. Their expectations
included understanding how data would be used, collected, stored,
and secured, as well as knowing who would have access to the
data and when it would be deleted. Interestingly, we found that
some participants (N=3) also expressed a desire to track the usage
of their data. For example, P10 said, “I need to know if the data will
be used by only one organization or if it will be shared among several
organizations or research institutions. I would like to be able to track
where my data is stored and who has access to it”. Similarly, P24
mentioned, “I have concerns about how the researchers may use my
data. They may use it for bad things, rather than for the benefit of
society as they claim. If researchers give me complete information
about their research and goals, as well as the ability to track what

they do with my data and the results of their research, I will be willing
to donate my data”.

The transparency mentioned above enables participants to exert
control. We found that participants (N=10) demanded control over
the shared data, and also wanted to choose the studies that benefit
from the data, e.g., P4: “Because, it’s my data, so I should have the right
to choose which parts of it I want to share. Even if I can’t immediately
say which data I want to keep private, there might be still something
I don’t want to share. In that case, having the ability to decide not to
donate that specific data would be important to me”.

Even though the participants clearly wanted control, they had
misconceptions about it. Some (N=3) believed that controlling what
to donate and which studies could use it was infeasible. They saw
only a binary choice: agree to all the terms and provide all requested
data or decline participation entirely. Additionally, others (N=2)
believed that if control options were provided, they would be un-
able to utilize them because it would require medical or technical
expertise, which they, as normal users, lack. For example, P22 said:
“No, I do not need to have control because I am not a medical expert”.

Research-Exclusive Use is Favored over Private Companies.
Participants emphasized the importance of having confidence in
the institute responsible for overseeing the data donation app. Fac-
tors contributing to trustworthiness include the institute’s renown,
positive reputation, official (governmental) status, or exclusive re-
search focus. Similar to the findings of Buhr et al. [14], the majority
of participants (N=19) in our study voiced limited trust in private
institutes or companies, expressing negative opinions about sharing
their medical data with them, e.g., P19 mentioned: “I think we hear
more scandals and problems about the private companies which have
these data breaches or something, so surely I would not trust a data
donation app from a private company”. Participants were divided
regarding data donation to apps operated by government institutes
versus those managed by research institutes. While some (N=3) per-
ceived government institutes to possess superior data protection
capabilities, others (N=4) asserted that research institutes could
offer better protection, with more commitment to data integrity
and non-misuse.

Similar to findings in [13, 27, 51, 65], which show that partici-
pants are unwilling to share their data with businesses or for com-
mercial purposes. Many participants (N=6) in our study indicated
they would only use data donation apps if they were assured their
data would be used exclusively for research purposes. They stressed
that their data should not be used for marketing or financial gain,
but rather to further knowledge and provide new research perspec-
tives. For instance, P8 said: “I would share my data only when I’m
sure that this data will be collected just for research and not for any
other reason”.

Privacy and Anonymity Guarantees Impact Sharing. Par-
ticipants expressed their willingness to donate their data if the
researchers possessed a high level of expertise in privacy and se-
curity, along with a commitment to anonymous data collection.
Additionally, they emphasized that their confidence in sharing data
would increase if the research institute operating the app were
based in a country with strong data privacy laws and protections.
Moreover, one participant (P2) emphasized the significance of pro-
tecting privacy by ensuring data collection from a large and diverse
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population: “If the study involves a small number of participants, I
wouldn’t agree to share my data. This is because I think that with
a limited group of individuals, the risk of being identified increases.
Thus, it is important for me that the study then has a diverse and
large number of participants”.

Key Findings: In summary, participants highly prioritized
the recipient of donated data, favoring research institutes over
companies. They desired control over the collected data and its
recipient but expressed concerns that exercising such control
could introduce complexity on their end, and they may not be
able to benefit from this option due to their lack of expertise.
Additionally, they desired anonymity for their data while also
wanting the ability to track their data within the system to
monitor its use. However, these two conflicting desires may
create tension, as once records are anonymized, they can no
longer be linked to individuals, thus disabling control after
anonymization.

4.3 Perceptions of Data Storage & Access
We explored participants’ views on the storage location of collected
data and their beliefs regarding entities that might have access to
it.

Perceived Storage Locations Vary. The participants had vari-
ous ideas regarding the storage location of the collected data. The
most common expectation was that the data would be stored on a
server. However, there were different views on where this server
would be located. Most participants (N=14) believed that the server
would be within the research institute that offers the app, such as
P3, who said, “It will be stored on a server on the researchers’ side, and
this server will be connected to a person’s smartwatch”. Some (N=3)
mentioned that the server might be located within the software
company responsible for the app’s technical development. Other
expectations included storage on a government server (N=1) or on
cloud servers (N=5). One participant (P7) demonstrated advanced
technical knowledge by proposing a distributed system, envision-
ing a network of interconnected servers where data could be stored.
This participant also suggested that donated data could be divided
across different parts of the network based on its nature, though
not necessarily on all servers.

Six participants believed that data should only be stored on the
user’s smartphone or smart device (e.g., fitness tracker). Others
(N=4) suggested a combination, with data stored on both the user’s
device and a server owned by the research institute. P1 and P11 pro-
posed that data could be stored across all components and devices
integrated into the infrastructure.

Two participants highlighted the importance of storing data in
the same country where the users of the app live. Others (N=2)
noted that the choice of storage location is influenced and governed
by state data protection regulations and laws, e.g., P5 stated: “If
we’re discussing this scenario in the context of Germany, I think that,
in compliance with data protection laws, the data should be stored
within the country”.

Researchers Have Access, But Others Might Too. When the
participants were asked specifically regarding their perceptions of
who might have access to the donated raw data, we again found

different perceptions. First, almost all participants identified re-
searchers as the primary group with access. According to three
participants, after the app has collected the data, those who do-
nated it, the users, will undoubtedly still have access to it. Their
rationale behind this was that since the users own the data they
contribute, they inherently possess the right to access it at any time.

Perhaps interestingly, two participants (P16 & P19) held the
perspective that data contributed through the app might be also
accessible to official authorities, such as the health ministry or
other health and social care agencies. They expected that these
authorities could have an interest in examining the collected data
to gain insights into the citizens.

Five participants (P7, P9, P11, P17 & P18) believed that indi-
viduals, such as app developers, system administrators, or service
providers like internet service providers or cloud service providers
might have the capability to access the data contributed through
the app, e.g., P7 said: “I guess there are always some kind of adminis-
tration people who are not really interested in the data itself but in
organizing all the structure of the network, and I guess they could also
get some kind of access. But I guess they would not need to use the data
for their job”. Additionally, they emphasized that the companies
responsible for manufacturing the smartwatches worn by users
could also potentially access the users’ data.

Finally, two participants mentioned that anyone or any entity
within the infrastructure could potentially access the data. One of
the two specified that this access should only be permitted with
the user’s consent.

Lack of Awareness About Access Control. Most participants
were unaware of the possibility of having different levels and types
of access to their data. Only three participants recognized the im-
portance of access control and stressed that only individuals with
proper permissions should be allowed to access the data. However,
participants struggled describing who grants these permissions;
some pointed to servers, developers, or researchers as responsi-
ble entities, whereas others argued that the users themselves are
responsible. A sample quote by P11: “I would say the person who
gave the data, who is like the origin of the data, has the most right
to determine who can get access to it” or P10: “I would like to think
that only limited people have access to my data. And, it’s important
to clarify that granting access to an institution doesn’t automatically
grant access to all employees within that institution”.

Key Findings: In sum, the participants expressed a variety
of possible locations where the data would be stored and
expected that while researchers would have access to their
donated data, other parties, including themselves, would also
have access. Additionally, findings show that participants had
limited knowledge about access control.

4.4 Perceptions of Privacy & Anonymity
Our aim was to acquire a deeper understanding of participants’
speculative mental models regarding privacy in data donation apps.
We initiated our exploration by questioning which data should be
protected to maintain users’ privacy. This also involved pinpointing
potential threats or sources that this data should be protected from,
determining the party accountable for ensuring this protection,
and exploring different methods for achieving user privacy. After
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gathering the participants’ opinions on data privacy protection,
we introduced the concept of anonymity and asked about their
understanding of it.

Obvious PII is Considered Sensitive, Medical Data Not. All
participants provided a range of examples of medical and demo-
graphic data that a medical data donation app could gather. Most
examples of medical data provided by participants include informa-
tion that can be collected by fitness trackers or wearable devices,
such as heart rate, blood pressure, temperature, steps, and sleep
patterns. They also mentioned self-reported data, including per-
sonal and family health history, symptoms, blood type, and current
medications.

When participants were asked about the data they perceived as
sensitive, the majority of them highlighted information related to
PII and demographics, such as name (N=10) and address/location
(N=9), with phone numbers coming closely after. Subsequent men-
tions included national or social IDs, gender, age, birth date, bank
account details, occupation, religion, national or social identifiers,
education level, phone number, race, and workplace location. Exam-
ples of participants’ statements include P1 mentioning, “I think it’s
probably the name and probably also the location because it’s easier
to identify a certain person from the location”, and P14 stating, “The
address, the last name, and the phone number are the most important
things to be protected. The other information is not that sensitive”. All
participants emphasized the necessity of protecting demographic
data due to its capability of identifying users or disclosing their true
identities, demonstrating a strong understanding of the sensitivity
associated with demographics.

Only six participants recognized the sensitivity of medical data
and the need for its protection. A sample comment is given by P22:
“The person’s medical history or the medical history of the person’s
family should be protected because if this type of information is
revealed, it can be used against the person to ruin his or her life, for
example, the person may lose his or her work or reputation”.

Two participants held the viewpoint that all data collected by
the app from users was sensitive and should be protected, e.g., P18:
“I think all the data that is provided by the users to the app should be
protected to ensure the unlinkability between people and their data”.

One participant (P3) expressed a willingness to share all of their
data with researchers, stating that they did not possess any specific
information they deemed sensitive: “There is no personal medical
information about me that I consider myself sensitive. I’m not only
talking about medical data but also personal information. Even my
name, I don’t think that is very sensitive for me”.

Lack of Awareness About Metadata. We found that most
participants displayed limited awareness regarding the collection
and sensitivity of metadata. Two participants even believed their
location-based data would not be gathered. For example, P1 said, “I
think they will respect my privacy, so they will not ask for too much
demographic or collect location-based data”.

Only P2 and P5 mentioned examples of sensitive metadata and
recognized that it could be used to link app users to their donated
data, e.g., P5: “The app could collect some metadata that can be
traced back, such as the server storing the path from which the data
originates. You can then trace the specific points where the data has
traveled and ultimately trace it back to the person”. Examples of

metadata provided by these two participants included location
metadata (e.g., IP addresses), device metadata (e.g., MAC addresses),
the duration taken to complete the questionnaire, and the timewhen
the questionnaire was completed. These participants emphasized
the importance of protecting metadata, with P2 suggesting that if
metadata is absolutely necessary, it should be stored separately and
deleted after a certain period.

Researchers Lead Protection, with Room for Shared Respon-
sibility. When we asked about who is responsible for privacy and
anonymity protection, most of the participants (N=17) pointed to
the research institute that provides the app as the main entity re-
sponsible for leading data protection efforts. However, interestingly,
one participant (P5) believed that anonymity preservation should
not be the responsibility of researchers but rather of an external
party: “Anonymity should not be done by researchers because I think
that’s a conflict of interest. You need an external company to maintain
anonymity software running in the cloud or on a server. If it’s open
source, well, people can check the code, but still, someone has to still
maintain it. You could also have a new company every five years or
something. Like to switch out so you don’t have the same partner for
a long time. That’s what I’d recommend”.

Many participants (N=9) emphasized that technical companies
involved in developing data donation apps or manufacturing smart
devices used by users to generate medical data should also oversee
data protection. Some participants (N=5) stated that the responsi-
bility should also lie with the government by implementing laws
and regulations to ensure user protection. One participant (P24)
mentioned that users should protect their data when donating it to
the app by using security tools (e.g., antivirus software) on their
devices. Only one participant (P12) mentioned that users are re-
sponsible for preserving their privacy by choosing what to disclose:
“The users themselves just have to look at what kind of data is collected
and think about, okay, could I possibly imagine any of these data to
identify myself? If I were given this data, could I identify someone
with it? And then, if it looks good, the user can participate”.

Perceived Threats. We asked participants about the potential
threats that data should be protected against. Table 2 provides a
summary of the threats they mentioned. When we explored who
might have the potential to violate user privacy or break their
anonymity, the responses of participants included either researchers
or an external attacker who gains control over users’ devices or
servers. For example, P5 said: “I’m assuming the institution or the
group responsible for creating the system is a good actor. The bad
actors who want to compromise anonymity are coming from the
outside”.

Interdependent Privacy Overlooked. Only one participant (P8)
raised concerns about the privacy implications of gathering sen-
sitive data on individuals who are not app users themselves, such
as the friends and family of the app user. P8 argued that while
information on family health histories, like parental cancer risks,
could be valuable for understanding health conditions, collecting
such data is problematic and raises serious privacy and ethical is-
sues, particularly because it involves individuals who are not using
the app and have not given explicit consent for their data to be
collected.
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Threat Description

Unauthorized Access & Data Breaches Concerns about donated data being stolen or accessed by those who do not have permission.
Data Misuse & Discrimination Concerns about unethical use of donated data and the potential negative consequences. For

example, P22 was concerned that researchers might disclose sensitive information about
a donor, especially regarding stigmatized conditions, potentially damaging the donor’s
reputation and leading to discrimination. P16 feared that researchers might reveal the
donated data to insurance companies which could lead to higher premiums.

Phishing Attacks Concerns about attempts to obtain sensitive data through fake data donation apps, with P5
highlighting the need for protection against such attacks.

Table 2: Perceived Threats

Anonymity as Prerequisite. Themajority of participants demon-
strated a general familiarity with anonymity. For instance, 20 out
of 24 confirmed they had heard the anonymity term before. Most
participants defined anonymity as data that couldn’t be traced back
to the individual who provided it. Also, they understood the impli-
cations of breaking anonymity. For example, P1 mentioned, “That
the health data is connected to the person, the name, the birth date or
maybe also the location”. Similarly, P21 stated, “It means discovering
the identity of the person who gave data, which means he no longer
has privacy”.

We asked participants whether they would be willing to use a
medical data donation app if they were aware that this app could
link their donated data to their name, mobile phone number, or
location. Fourteen participants completely declined to donate their
data under such conditions. For instance, P2 said: “If I knew that the
data could be linked or thought that the data could be linked back,
this is the point where I would say no so that I wouldn’t participate”.
Also, P23 stated: “No, because it is very difficult to trust researchers
in this case”. Only four participants were open to donate their data
even if anonymity was not assured. Six participants expressed that
ensuring anonymous data donation is very important to them,
but they might agree under certain circumstances to denote their
data when anonymity is not ensured. These conditions include
perceiving the donated data as non-sensitive, having trust in the
research institute’s commitment to user protection, and believing
that the country in which the research institute is located would
enforce privacy protection. A sample comment by P10: “I would
be more specific about which data to donate. So for example I know
there are medical information or medical data that I would not mind
being linked to me personally because they are maybe more common.
For example headaches, flu, and some illnesses that you have that
everyone has. But as soon as it comes to very specific things like very
specific illnesses or very specific cases then I would like to keep that
to myself. If I can be linked to these, that could be used against me in
some way”.

Perceived Privacy&Anonymity PreservationMethods. When
we asked participants how medical data donation apps could main-
tain privacy, we received a wide range of responses. Participants
described various methods that align with common protection tech-
niques, although most were not familiar with the specific names of
techniques. The mentioned ones included encryption (N=4), data
aggregation (N=4), access control (N=3), anonymity (N=3), and

pseudonymization (N=2). One participant stressed the importance
of raising awareness, suggesting that countries should educate their
residents about data significance, handling, and self-protection. Yet,
another participant emphasized data protection can be achieved
through state laws and official data protection regulations. One
participant proposed protecting data by making users donate only
outdated data, as according to their understanding, this data would
no longer relate to the same individual; P11: “If they only have data
from the past, it’s not actually about me. It’s about past me that’s
quite different from me now”.

When we asked specifically about how the anonymity of users
can be ensured in medical data donation apps, some participants
(N=5) mentioned traditional security techniques like encryption.
Other participants (N=7) suggested that the app should obscure or
eliminate PII from the donated data, while two participants stated
that no PII should be collected at all. Additionally, some participants
(N=2) proposed that ensuring anonymity could involve deliberately
supplying inaccurate data to researchers. For example, P14 said,
“A person can give wrong or fake answers like saying he is female
although he is male. But this sure will affect the research results”.

Furthermore, some participants described methods that align
with the following techniques: pseudonymization (N=3), data ag-
gregation (N=2), suppression (N=1), and generalization (N=1). For
instance, P6 referred to generalization, stating, “Well, I know some
techniques to anonymize data. For example, if the user inserted the
exact age, like 28, then it should be converted to an age range. So we
will end up with 20 to 30 or 25 to 30, things like that”.

Data shuffling (N=2) was also brought up; e.g., P2 mentioned,
“I hope they also change the order in which the data was collected.
So you cannot say, okay, this particular data came at this particular
point in time, or it came from this location”. Another participant
held the perspective that anonymity could be established by opting
for data collection through paper-based questionnaires rather than
relying on apps or fitness trackers.

Privacy & Anonymity Awareness Issues. Many participants
exhibited limited or inaccurate knowledge regarding the protection
measures, such as P9: ‘I don’t know how the data could be protected
because actually, I don’t know how the data safety in Germany or
Europe works. I heard of that already often, but I don’t know. Especially
about the medical data, I don’t have any idea”. Also, several had
awareness issues about how their privacy or anonymity could be
compromised and who might be motivated to do so. For example,
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nine participants believed that breaking user anonymity was not
feasible as long as the data they provided did not contain explicit
personal identifiers, which was proven wrong in [61]. E.g., P14:
As long as the data does not include a last name, email address, or
location, no one could know the person’s identity or link data to him
or her”. or P18: If the data is just medical data and no birthdate or
birthplace, I think it is very difficult to compromise anonymity in this
case”.

Some participants (N=3) thought that the demographic infor-
mation could not be used to break the anonymity of individuals
who provided their data via a data donation app. This was rooted
in a missing distinction between the app’s user base and the larger
population in a nation or worldwide: ‘Because there are millions of
people in the world who have the same age, weight, height, and other
characteristics” (P23). Also, the sensitivity of other data types, such
as donated medical data, was rarely mentioned even though it is
possible to identify individuals based on such data [48].

Only three participants (P2, P7 & P21) recognized the importance
of unique demographics, medical data, or distinct data patterns in
comparison to other app users as potential factors contributing to
de-anonymization. E.g., P2: ‘But if I know that the study is not very
large, then my nationality or my race could be traced back to me. I
previously took part in a study where I was the only participant of my
nationality. I had concerns that if they included a statement from a
participant of my nationality in their report, it could easily be traced
back to me”.

Generally, we found that the participants who had knowledge
gaps regarding privacy and anonymity tended to be more resistant
to considering the use of medical data donation apps.

Key Findings: The participants highly valued anonymity.
They did not want to be identified in any way through the
shared data. While they recognized that obvious data, like de-
mographics and PII, could identify them, they did not consider
that medical data (e.g., a specific disease) might also reveal
their identity. Additionally, participants feared discrimination
as a potential negative consequence of de-anonymization.

4.5 Comparison to Existing Apps
Most participants, across all types of speculative mental models,
perceived that the donated data is sent directly from users to re-
searchers or research institutes, aligning with the infrastructure
of CDA. An exception was participant P5, who anticipated the
presence of an anonymizer entity between users and the research
institute, similar to SafeVac. However, this participant had higher
expectations regarding the role of the anonymity entity. They an-
ticipated the anonymizer not only routing data to the research
institute, as in SafeVac, but also anonymizing the data before trans-
mission: “Here, we will basically have a sort of anonymizer. So all the
data goes first to it to be anonymized, then the anonymizer directly
sends the data in the anonymized format to the institute”.

Pseudonymization, as the approach used in CDA and SafeVac
to protect users’ privacy, matched the protection method expected
by three participants (note that they did not name the approach
but instead described what aligns with how it works). However,
the majority of participants, including these three, strongly ex-
pressed a desire for anonymity when donating their medical data

via apps. They wanted their data to be untraceable to them or
their locations. Pseudonymization alone cannot ensure this level of
protection [26, 61]. This suggests that CDA and SafeVac do not pro-
vide the protection guarantees that participants need. Interestingly,
many participants, including P2 & P12, who claimed familiarity
with the apps, anticipated that the apps were employing much
stronger measures, such as data removal, shuffling, aggregation,
and generalization. For instance, P2 believed that data would be
anonymized locally, possibly aggregated with data from other users
before being received by the research institute. Furthermore, some
participants (N=3) expected the apps to implement access control
measures to restrict access to the donated data and allow only au-
thorized individuals to have access. However, neither CDA nor
SafeVac provided any information about whether they implement
such measures.

While most participants drew infrastructures close to that of
CDA, very few considered the app’s ability in this case to link
users to their data through the IP address. Given that only four
participants agreed to donate their data if the app could link it to
their location/address, it suggests a disparity between participants’
understanding of privacy and anonymity within the data donation
apps and their actual privacy and anonymity needs. Moreover, this
highlights a gap between the functionalities of existing apps and
participants’ preferences, as most participants want an app that
ensures strong anonymity, including hiding the origin of the data,
i.e., concealing location or IP address.

5 Discussion
Our findings from interviewing participants suggest the importance
of user-friendly data donation app designs to encourage people to
use these apps. While privacy was considered in many debates
on data donation apps (cf. [64]), our study focus was more on
anonymity as it is crucial in the domain of data donation where
donors have to be certain that the sensitive data that could be linked
to them, is correctly anonymized.

Perspective of Medical Researchers. In addition to investigat-
ing the perspectives of potential future users of medical data dona-
tion apps, we also explored the viewpoints of medical researchers.
Before beginning our study, we held discussions with members of
our medical faculty and leading researchers from the Paul Ehrlich
Institute, which provides the SafeVac app. From these meetings, it
was clear that medical data donation is highly valued by researchers.
While there was strong support for protecting donor privacy and
complying with regulations like GDPR, researchers also expressed
a need for data to be flexible enough for various types of analysis.
They discussed the trade-off between privacy and utility, expressing
concerns that excessive anonymization might reduce the data’s use-
fulness for research. For instance, theymentioned that anonymizing
data might involve removing outliers to mitigate re-identification
risks, but these outliers can sometimes be crucial for analyses. They
emphasized the importance of anonymizing data in a way that
preserves its utility. Additionally, researchers from the Paul Ehrlich
Institute highlighted the need to connect data points that come from
the same donor, even if the data is anonymized and the researchers
do not know the donor’s real identity.
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Recommendations. Based on our findings and collected in-
sights, we discuss key design recommendations for creating a user-
centric medical data donation app:

1) Make data donation research exclusive. Our participants have
expressed that data donation apps should be exclusively for research
purposes and have indicated that they would refuse to share their
medical data if it could be used for commercial gain. Based on that,
we recommend that the data donation apps should not be driven by
any profit motives and limited to research only or the participants
can opt-out of commercial studies by companies.
2) Make data recipients, studies & results transparent.When it comes
to collecting medical data, transparency is crucial for establishing
user trust. Similar to other privacy-sensitive domains, medical data
donation apps should clearly outline what information they gather
and why. Additionally, they should explain the types of studies
that may use the collected data, how the data is stored, who can
access it, and when it will be deleted. As stated above, users do not
receive a direct personal benefit, yet might be driven by the benefit
of society as a whole. Based on that, we recommend notifying app
users about research results, new treatments, or similar where their
data was used. This could make users proud of data donation yet
needs further investigation in future work.
3) Make sharing highly customizable. Even though privacy and
anonymity have different levels of control, we argue that control
should not be completely taken away from individuals. Some of our
participants were only willing to donate specific data or wanted to
select which data about them to donate. This aligns with findings
from other privacy-sensitive domains, such as IoT [40, 62], and
studies on medical data sharing [13, 67]. Instead of providing only
all-or-nothing settings, the app should enable users to easily and
conveniently choosewhich data to donate and specify which studies
can use it.
4) Data minimization. Some participants were concerned about
sharing information beyond what was necessary or relevant to
the research. They worried that such data might not be used for
research purposes or could be misused. Hence, we recommend that
data donation apps refrain from gathering any non-essential demo-
graphic or medical information from their users, and not collecting
any data that could explicitly identify an individual. We observed
strong rejection among participants regarding sharing their ad-
dresses or locations. Hence, we highly advise against collecting
this kind of information. However, we are aware that explorative
research endeavors might collect data that later on proves to be not
useful. Such cases must be clearly communicated to their users.
5) Ensure anonymity by default. Some participants would donate
any kind of data if they were assured that the app maintains un-
linkability between users and their donated data. Our participants
valued their anonymity and were hesitant to donate if their infor-
mation could be traced back to them. However, they also expressed
difficulty in judging what data can be used to track them. Therefore,
to gain user trust and willingness to share data, we recommend that
apps deploy strong anonymity measures by default that safeguard
against de-anonymization risks in both data and communication.
The users should be taken out of the loop by allowing to only do-
nate anonymous data. Moreover, medical data donation apps should
clearly communicate the level of security they provide in a way

that is easy for the average user to understand. Tracing apps in
the COVID-19 pandemic showed that this is not an easy task [64].
Several countries used different app infrastructures offering vari-
ous privacy levels. Further, it might be possible to de-anonymize
datasets in the future with novel algorithms. Future work should
investigate techniques for a) robust anonymity that lasts long-term
and b) means communicating this to users in a verifiable way al-
lowing users to verify the anonymization of their donated data.
6) Balancing Privacy and Data Utility.All the medical researchers we
spoke with emphasized the need to balance privacy protection with
the requirement for high-quality, useful data that can support a
variety of research analyses. As known, anonymization techniques
vary in their utility and privacy capabilities, and no single tech-
nique is universally applicable. Therefore, before designing a data
donation app, we recommend consulting with potential data recipi-
ents (researchers who will use the data) to identify scenarios where
the data might be anonymized in a way that renders it not useful
for their analyses. This will help in selecting the most appropriate
anonymization technique that maximizes privacy while meeting
researchers’ utility requirements.

Future Work. In future research, it would be interesting to
explore how privacy mental models differ between users and non-
users of medical data donation apps. Also, it would be worthwhile
to investigate the differences between the privacy mental models of
participants from different cultures, as the cultural factor has been
shown by many studies to have a significant impact on participants’
perceptions and awareness of privacy.

6 Conclusion
This paper examines the perceptions and expectations of non-users
of medical data donation apps. Our findings reveal that participants
had difficulty understanding how these apps work, highlighting the
need for clearer information. Trust, transparency, strong security,
and full anonymity were essential for their participation. Although
participants understood what data could be collected, they lacked
awareness about data sensitivity and protection methods, including
anonymity. Privacy concerns, such as data breaches and discrimi-
nation, were noted, but understanding of these risks was limited.
Those with less knowledge about privacy protections were less will-
ing to donate data. We compared participants’ expectations with
two existing apps and identified gaps between the apps’ protections
and user needs, offering design recommendations to better align
with privacy and anonymity expectations.
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A Appendix
A.1 Codebook
The bullet points represent the categories of our coding tree. The
frequency is given in brackets.

• Motivation
– helping humanity (N=5)
– improving research (N=10)
– when data really needed (N=3)
– no motivation (N=2)
– getting a reward (N=3)

• Expectations
– having control (N=10)
– protecting data (N=3)
– trust & reputation (N=13)
– transparency (N=15)
– data collected only for research (N=6)
– diverse & large population (N=1)

• Data Collection
– collected data (N=24)
– not collected data (N=1)
– sensitive data (N=22)
– non-sensitive data (N=2)

• Data Storage
– server (N=15)
– user side (N=6)
– research institute (N=14)
– cloud (N=5)
– database (N=1)
– depending on laws & regulations (N=2)
– everywhere in the infrastructure (N=2)
– no idea (N=1)

• Data Access
– access control (N=4)
– data accessed by users (N=3)
– data accessed by researchers (N=20)
– data accessed by state (N=2)
– data accessed by technicians (N=5)
– data accessed by anyone (N=2)

• Data Protection
– examples data needs protection (N=24)
– protection by users (N=1)
– protection by researchers (N=17)
– protection by state (N=5)
– protection by technicians (N=9)
– protection by everyone (N=1)
– protection against data breaches (N=3)
– protection against data misuse (N=4)
– protection against discrimination (N=3)
– protection against phishing attacks (N=1)
– protection using encryption (N=4)
– protection using aggregation (N=4)
– protection using anonymity (N=3)
– protection using laws (N=1)
– protection using awareness (N=1)
– protection using access control (N=3)
– protection using pseudonymization (N=2)
– protection using a donation of old data (N=1)

• Anonymity
– anonymization definition (N=20)
– anonymity using pseudonymization (N=3)
– anonymity using encryption (N=5)
– anonymity using laws & consents (N=3)
– anonymity using shuffling (N=2)
– anonymity using aggregation (N=2)
– anonymity using generalization (N=1)
– anonymity using suppression (N=1)
– anonymity using no PII collection (N=2)
– anonymity using paper-based donation (N=1)
– anonymity using data removal (N=7)
– anonymity using incorrect data donation (N=2)
– anonymity by research institute (N=3)
– anonymity by an external company (N=3)

• De-anonymization
– de-anonymization definition (N=22)
– de-anonymization by an external attacker (N=2)
– de-anonymization by researchers (N=2)
– de-anonymization using location (N=5)
– de-anonymization using demographics (N=4)
– de-anonymization using medical data (N=1)
– de-anonymization possible without PII in data (N=15)
– de-anonymization difficult without PII in data (N=9)
– accept non-anonymous donation (N=4)
– refuse non-anonymous donation (N=14)
– conditional accept non-anonymous donation (N=6)
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ID Familiarity with Familiarity with Experience with Usage Experience with
the anonymity term data donation term medical data donation data donation apps

P1 No Yes Yes (online) No, but mentioned having prior information about them
P2 Yes Yes Yes (offline) No
P3 Yes No Yes (offline) No, but mentioned having prior information about them
P4 Yes No No No
P5 Yes Yes No No
P6 Yes Yes Yes (offline) No
P7 Yes No No No
P8 No No No No
P9 Yes No No No
P10 Yes No No No
P11 Yes Yes Yes (offline) No
P12 Yes Yes Yes (offline) No, but mentioned having prior information about them
P13 Yes No Yes (offline) No
P14 Yes No No No
P15 No No No No
P16 Yes No No No
P17 Yes No No No
P18 Yes No No No
P19 Yes No No No
P20 Yes No No No
P21 Yes No No No
P22 Yes No No No
P23 Yes No No No
P24 No No No No

Table 3: The participants’ familiarity with anonymity and data donation concepts, as well as their prior experience in data
donation and its apps.

A.2 Details about Participants
Table 3 offers insights into participants’ familiarity with anonymity and data donation concepts, along with their previous experiences
related to medical data donation and associated applications.

A.3 Interview Questions
• Have you ever heard about data donation? If yes: In which context?
– Let me explain to you what data donation in the scope of health data is: Data donation is a concept that aims to improve scientific
research by giving citizens the opportunity to provide data concerning their health to researchers.

• Have you ever donated your medical data, e.g., by participating in a questionnaire?
– If yes: which context? What was the topic of the study? How was the data donated: paper-based or online? What types of data have you
provided in this study? What encouraged you to participate in this study?

– If no, why not?
• What situations or settings would encourage you to donate your medical data?
• What kind of information about data donation is important for you when you make your decision?
• Is it necessary for you to be able to choose which data to donate and which medical studies this data can be used in? Why?
• Let’s consider a specific scenario: There is an app that users can use to donate their medical data to research institutes. The collected
data will be used by researchers to better understand diseases and improve public health. The Corona-Datenspende-App (Corona data
donation app) by the Robert Koch institute (RKI) and the SafeVac app by the Paul Ehrlich institute are two examples of such app. In
the Corona data donation app, the donated data is collected from users’ fitness trackers like an Apple watch. In the SafeVac app, the
donated data is collected via a questionnaire. Have you heard about any of these two apps?

• Drawing Exercise: Can you please draw on these papers how you think a medical data donation app like the Corona data donation app or
the SafeVac app works, including the data flow? When you draw, please keep in mind how things work in this app behind the scenes.
Also, please think aloud while you draw your sketch so that I can understand what you are drawing and why you are drawing it.
Another important remark: keep in mind that there are no correct answers to the questions—just answer them based on your own
knowledge and experiences.

• Considering the infrastructure that you have just drawn: what kind of data can the medical data donation app know about the data
donor? Where is the data stored?

• Now, use different colors to mark which entity stores data about you, and which entity has data that can be linked to your person. Please
also list the specific data that is stored, for instance, medical data, and demographic data. Be as specific as possible.

• Please mark what information should be protected about the data donors? From what should the data donors be protected?
• Do you have an opinion regarding who is responsible for providing this protection?
• Depending on what the participant drew: Which medical or personal information do you consider so sensitive that you would refuse to
share it with a medical data donation app?

• According to your understanding, who can access your donated data?

669



Proceedings on Privacy Enhancing Technologies 2025(1) Gaballah et al.

• What information about the data donors can the researchers obtain?
• Would you still agree to donate data if you knew the medical data donation app could link your donated data to your name, mobile phone
number, or location?
– If yes, why?
– If not, will you change your mind if you know the application is run by an official authority? Why?

• Have you heard about anonymity? What does it mean to you in the context of medical data donation?
• How, to your understanding, does a medical data collection app like the Corona data donation app or the SafeVac app protect the anonymity
of the data donors?

• Which entity or entities are responsible for ensuring anonymity?
• What does breaking the anonymity of data donors mean, in your opinion?
• How, in your opinion, can the anonymity of data donors be broken?
• Is it still possible to compromise the anonymity of data donors if the donated data does not contain information that explicitly identifies an
individual, such as a name, social security number, phone number, address, or driver’s license? Why?
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