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Abstract
Diffusion models have begun to overshadow GANs and other gen-

erative models in industrial applications due to their superior image

generation performance. The complex architecture of these mod-

els furnishes an extensive array of attack features. In light of this,

we aim to design membership inference attacks (MIAs) catered to

diffusion models. We first conduct an exhaustive analysis of exist-

ing MIAs on diffusion models, taking into account factors such as

black-box/white-box models and the selection of attack features.

We found that white-box attacks are highly applicable in real-world

scenarios, and the most effective attacks presently are white-box.

Departing from earlier research, which employs model loss as the

attack feature for white-box MIAs, we employ model gradients in

our attack, leveraging the fact that these gradients provide a more

profound understanding of model responses to various samples.

We subject these models to rigorous testing across a range of pa-

rameters, including training steps, timestep sampling frequency,

diffusion steps, and data variance. Across all experimental settings,

our method consistently demonstrated near-flawless attack per-

formance, with attack success rate approaching 100% and attack

AUCROC near 1.0. We also evaluated our attack against common

defense mechanisms, and observed our attacks continue to exhibit

commendable performance. We provide access to our code
1
.
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1 Introduction
Recently, diffusion models have gained significant attention, and

various applications are emerging. These models [21, 39, 42, 43, 48,

53, 56] rely on a progressive denoising process to generate images,

resulting in improved image quality compared to previous models

like GANs [7, 10] and VAEs [32]. Leading models primarily fall into
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two categories. The first category encompasses diffusion-based ar-

chitectures such as GLIDE [39], Stable Diffusion model [45], DALL-

E 2 [42], and Imagen [48]. The second category comprises represen-

tative sequence-to-sequence models like DALL-E [43], Parti [66],

and CogView [11]. Current text-to-image models possess the capa-

bility to generate exquisite and intricately detailed images based

on textual inputs, finding extensive applications across various

domains such as graphic design and illustration. While diffusion

models can be employed to synthesize distinct artistic styles, they

often necessitate training on extensive sets of sensitive data. Thus,

investigating membership inference attacks (MIAs) [52], which aim

to determine whether specific samples are present in the diffusion

model’s training data, is of paramount importance.

Numerous studies have been conducted on classification mod-

els [3, 31, 33, 50, 52, 63, 64], GANs [5, 19, 20, 26, 37], and others.

However, due to the unique training and inference method of diffu-

sion models, previous attack methods [64] are no longer suitable.

For instance, in classification models, the model’s final output is

generally used as the attack feature, relying on the model’s over-

fitting to the training data, which leads to differences in classifica-

tion confidence. Additionally, previous work on generative models

such as GANs focused on utilizing the discriminator for determina-

tion [37]. Since the diffusion model does not have a discriminator,

which makes it different from GANs, a new attack method must be

specifically designed for diffusion models.

Some preliminary efforts have been devoted to conducting MIA

on diffusion models [4, 27, 35]. However, it merits our attention that

these investigations, akin to many others in this domain, predomi-

nantly concentrate on loss- and threshold-based attacks. We postu-

late that different layers in a neural network learn distinct features

and, therefore, store varying amounts of information [65]. Evalu-

ations based solely on loss could potentially overlook substantial

information [37]. Consequently, a more comprehensive perspective

of the model’s response to a sample could be attained by consider-

ing gradient information from each layer post-backpropagation in

addition to the loss incurred by the model.

The main challenges of utilizing gradients for MIAs are the

excessive computation overhead and the overfitting issue of training

the attack model (given the large size of diffusion models, gradients

could have millions of dimensions). We carefully analyze ways

to reduce dimensionality and propose a framework incorporating

subsampling and aggregation. We call our framework Gradient

attack based on Subsampling and Aggregation (GSA) and initiate
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two instances, GSA1 and GSA2, demonstrating different trade-offs

within the GSA framework.

To ensure the comprehensiveness and integrity of our investiga-

tion, we conduct experiments on the fundamental unconditional

Denoising Diffusion Probabilistic Models (DDPM) [21] and the

state-of-the-art Imagen model [48], which presently leads the text-

to-image domain. CIFAR-10 and ImageNet datasets are utilized

to train the unconditional diffusion models, while the MS COCO

dataset is employed to train the Imagen model. We further explore

the influence of varying parameters on the effectiveness of the at-

tack. Ultimately, we validate the effectiveness of our attack strategy

with a near 100% success rate, thus underscoring the imperative

need for addressing the security aspects of diffusion models.

The contributions of our work are two-fold:

• We have analyzed membership inference attacks on diffusion

models in existing research. Moreover, we have conceptualized

our attack for new practical scenarios and conducted analyses

across various dimensions, such as timesteps and model layers.

• We conducted experiments on three datasets using the traditional

DDPM model and the cutting-edge text-to-image model, Ima-

gen. Our results demonstrate extremely high accuracy across

four evaluation metrics, underscoring the effectiveness of using

gradients as attack features.

Roadmap. In Section 2, we introduce the background of diffusion

models and delve into membership inference attacks. We also dis-

cuss the challenges we encountered and review existing attacks

on diffusion models. In Section 3, we present our attack strategy.

The experimental setup is detailed in Section 4, while Section 5

showcases the results of these experiments. In Section 6, we ap-

ply our GSA framework at the model layer level, demonstrating a

further reduction in computational time. Section 7 illustrates the

performance of our attack under various defense strategies. The lim-

itations of our attack are discussed in Section 8. Section 9 touches

upon related works, and finally, we conclude in Section 10.

2 Background
2.1 Diffusion Models

The work of the Denoising Diffusion Probabilistic Models [21]

(DDPM) has drawn considerable attention and led to the recent de-

velopment of diffusion models [53, 56], which are characteristically

described as “progressively denoising to obtain the true image”.

There are two categories of diffusion models: unconditional dif-

fusion models, which do not incorporate any guiding input for

image output, and conditional diffusion models, which were devel-

oped subsequently and generate images based on provided inputs

information, such as labels [10, 22], text [23, 39, 42, 45, 48], or low-

resolution images [47, 49].

Unconditional Diffusion Models. A diffusion model has two

phases. First, during the forward process, the model progressively

adds standard Gaussian noise to the true image 𝑥0 through 𝑇 steps.

The image at time 𝑡 is given by

𝑥𝑡 =
√
𝛼𝑡𝑥0 +

√
1 − 𝛼𝑡𝜖𝑡 (1)

where 𝜖𝑡 represents the standard Gaussian noise obtained from the

reparameterization trick. Furthermore, 𝛼𝑡 is defined as the product

∏𝑡
𝑖=1
𝛼𝑖 ,with each parameter𝛼𝑖 monotonically decreasing and lying

in the interval [0, 1].
Second, the reverse process begins with the noise image 𝑥 ′

𝑇
,

where𝑥 ′
𝑇
∼ N(0, 𝐼 ), and it progressively denoises to yield𝑥 ′

𝑇−1
, 𝑥 ′
𝑇−2

,

. . ., 𝑥 ′
0
through the neural network (e.g., U-Net) 𝜖𝜃 , parameterized

by 𝜃 . Specifically, 𝜖𝜃 takes a image 𝑥 ′𝑡 and a timestep 𝑡 as inputs,

and predicts the noise, represented by 𝜖𝜃 (𝑥 ′𝑡 , 𝑡) that should be elimi-

nated at step 𝑡 . The final goal is to maximize the similarity between

each pair of original image 𝑥0 and the denoised image 𝑥 ′
0
.

During the training phase, the objective is to minimize the loss,

which is defined as the expected squared ℓ2 error. This error is

evaluated overall 𝜖𝑡 and the training sample 𝑥0, as given by:

𝐿𝑡 (𝜃 ) = E𝑥0,𝜖𝑡

[
∥𝜖𝑡 − 𝜖𝜃 (

√
𝛼𝑡𝑥0 +

√
1 − 𝛼𝑡𝜖𝑡 , 𝑡)∥22

]
. (2)

More details can be found in Appendix A.

Conditional Diffusion Models. As the study of diffusion models

deepens, it has been discovered that classifiers can be utilized to

guide the diffusion model generation [10]. Specifically, given a pre-

trained classifier𝑀 and a target class 𝑐 , one can derive ‘directional

information’, ∇𝑥𝑡 log𝑀 (𝑥𝑡 |𝑦), for an image 𝑥𝑡 and fuse it to the

generation process of unconditional diffusion models.

In the text domain, Imagen employs T5, a significant language

model [41], as a text encoder to guide the generation process

through text embeddings [48]. Specifically, a distinct time embed-

ding vector is constructed and modified during each timestep to

align with the image’s dimensions. The text embedding extracted

from T5 is then incorporated with the time embedding and image

to generate the conditional image.

2.2 Membership Inference Attack

Membership inference attack (MIA) tries to predict if a given sample

was part of the training set used to train the target model. It has

been widely applied to different deep learning models, including

classification models [3, 31, 33, 50, 52, 63, 64], generative adversarial

networks (GANs) [5, 19, 20, 26, 37], and diffusion models [4, 12,

27, 30, 35, 62]. MIA exploits the differential responses exhibited by

machine learning models to training data. Specifically, these models

react differently to samples they have been trained on, termed

‘member samples’, versus unfamiliar ‘non-member samples’.

Shokri et al. [52] first proposed the technique of shadow training.

This involves training shadow models to imitate the behavior of the

target model. An attack model is then trained based on the output

of the shadow models. This transforms membership inference into

a classification problem.

Considering the increased computational overhead of training

a machine learning model as an attack model, Yeom et al. [64]

proposed a more streamlined and resource-efficient approach—the

threshold-based MIA. This method begins with the computation

of loss values from the model’s output prediction vector. These

calculated loss metrics are subsequently compared against a chosen

threshold to infer the membership status of a data record.

Carlini et al. [3] argue that while threshold-based attacks are ef-

fective for non-membership inference, they lack precision for mem-

ber sample classification. This discrepancy arises as the approach

simplifies the comparison process by scaling all samples based on
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their loss values, potentially omitting crucial sample-specific prop-

erties. To address this, Carlini et al. propose an alternative approach

called Likelihood Ratio Attack (LiRA), which derives two distribu-

tions from the model’s confidence values. These distributions are

then used to determine the membership status of a given sample,

thereby offering a more balanced evaluation of both member and

non-member sets.

2.3 Problem Formulation
In this paper, we investigate MIA in diffusion models. We are given

a target model. The task is to predict whether a certain sample is

part of the training dataset. MIA on diffusion models (compared

to classifiers) presents distinct challenges: Classic classifier models

yield vectors. Thus people can use its prediction vector as a feature

for MIA [3, 33, 50, 52, 63, 64], which constitutes a black-box attack.

Diffusion models produce images as outputs, making it challenging

to launch an attack on a diffusion model using only its output,

i.e., the image. The current state-of-the-art attacks on diffusion

models are predominantly white-box, relying on the loss generated

during the evaluation process, as noted in Table 1. Our work is

mainly focused on exploring how to get effective attack features.

After getting the attack features (gradient data), we use it to train a

machine learning model (i.e., XGBoost, MLP) as the attack model

to identify the data sample.

Threat Model. We operate under the assumption that an attacker

possesses white-box access to the target model, encompassing its ar-

chitectural intricacies and specific parameter details. In the context

of conditional diffusion models, we assume that the attacker knows

all modalities (for instance, image-text pairs) pertaining to the vic-

tim models. The same assumption has also been adopted in several

existing works, which we will discuss in detail later [4, 27, 35]. As

more people openly share their model architectures and pre-trained

checkpoints (like in HuggingFace
2
), the scenario is realistic. A mo-

tivating example is an artist who suspects his artwork is being used

without permission to train a diffusion model. This model is subse-

quently uploaded to the HuggingFace website. As a result, others

can use it to generate images that mimic the artist’s unique style.

Clearly, this constitutes a severe violation of the artist’s intellectual

property rights. The artist, as a result, downloads the model and

checks whether their artwork is used to train the model.

2.4 Existing Work

Existing White-Box Attacks to Diffusion Models. A key chal-

lenge in applying MIA is selecting the appropriate information/fea-

tures to distinguish member and non-member samples. Most effec-

tive attacks on diffusion models predominantly employ white-box

techniques [4, 27, 35].

Hu et al. [27] and Matsumoto et al. [35] suggested utilizing the

loss, as defined in Equation 2, at each timestep 𝑡 as a feature in con-

junction with a threshold-basedMIA. Leveraging the loss directly as

an attack vector presents the most intuitive attack approach. How-

ever, the loss value differences between member and non-member

samples vary across different timesteps. For each model, additional

2
A multitude of model cards can be found on the Hugging Face website. https://

huggingface.co/models

Table 1: Compared with existing work, we argue that with
white-box access, using gradients is more effective. We also
evaluated more comprehensively on larger datasets.

Attack Feature Victim
target

Training
dataset

[4] Loss (LiRA)

Unconditional

Conditional

CIFAR-10

[27] Loss (Threshold) Unconditional

FFHQ

DRD

[35] Loss (Threshold) Unconditional

CIFAR-10

CelebA

Ours Gradient (ML model)

Unconditional

Conditional

CIFAR-10 ImageNet

MS COCO

computation is required to identify the most effective range of

timesteps, which greatly increases pre-computational cost and be-

comes impractical. Additionally, since the loss value is a scalar, it

may lead to unstable attack accuracy due to insufficient information

for reliable differentiation. In contrast, gradient data can effectively

differentiate between member and non-member samples without

requiring prior timestep selection. As high-dimensional data, it also

enhances the accuracy and robustness of the attack.

Carlini et al. [4] also opted to employ loss and use the LiRA

framework. In the context of the LiRA online framework, the at-

tack strategy necessitates utilizing target points for the training

of several shadow models, a process that is both computationally

demanding and time-intensive. Subsequently, it constructs the Din

and Dout distributions at each timestep. In the original experiments

reported in the paper, 16 shadow models were trained to generate

distributions for each timestep. For more sophisticated models, such

as Stable Diffusion [45], retraining a large cohort of shadow models

to generate loss distributions poses a considerable challenge. In our

work, we aim to use fewer shadow models to execute the attack

while maintaining effectiveness and efficiency. More details about

LiRA can be found at Appendix B.

Other Attacks. Several studies have utilized the properties of

DDIM [29, 54, 57] (as detailed in Appendix A) for attacks [12, 30].

However, these attacks are contingent on the deterministic reverse

process of DDIM, and cannot be directly applied to DDPM. De-

tailed discussions of these attacks are deferred to Appendix D.1 and

Appendix D.2.

Prior to diffusion models, there are also MIAs for GANs [5, 19,

20, 26, 37]. Note that GANs and diffusion models differ in their

overall architecture; therefore, white-box attacks toward GANs

are not directly applicable to diffusion models. On the other hand,

black-box attacks share similarities as both GANs and diffusion

models are generative models. In particular, inspired by the attacks

of GAN-Leaks [5], Matsumoto et al. [35] proposed an attack that

is based on the reconstruction error of the target image and a set

of generated samples. We will present the details at Appendix D.3,

but the attack shows limited effectiveness.

Meanwhile, Wu et al. [62] carried out black-box attacks on pre-

trained text-to-image diffusion models, launching attacks at both

the pixel-level and semantic-level. However, their method does not

employ the shadow model technique as proposed in [52], instead
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conducting all experiments directly on the target model and select-

ing the training set of the pre-trained model as the member set.

Consequently, this attack strategy is not universally effective for

every victim model.

Hu et al. [27] also initiated an interesting threat model (the so-

called grey-box model or query-based model) where the attacker

sees the intermediate denoised images and proposes an attack based

on the similarities (likelihood) between pairs of these intermediate

samples and those in the forward pass (details also in Appendix D.4).

3 Methodology
Previous works on attacking the diffusion model encompass black-

box [35, 62], gray-box [12, 27, 30], and white-box approaches [4,

27, 35]. Upon comparing their accuracy and considering practical

implications, we contend that white-box attacks on diffusionmodels

are the most effective.

3.1 Theoretical Foundation and Challenge
Current white-box attacks often manipulate the loss at different

timesteps through various methods (e.g., threshold [27, 35] or dis-

tribution [4]). However, it often necessitates a substantial amount

of time to identify the timestep where the loss can most distinctly

differentiate between the member and non-member set samples.

We argue that rather than relying on the loss information, given
white-box access, it could be more insightful to leverage gradient
information that better reflects the model’s different responses to

member samples and non-member samples. The intuition using

gradients is, as gradients are generally very high-dimensional (than

losses), it offers a more nuanced representation of its response to

an input target point compared to mere loss values.

Figure 1 shows the general idea of our attack. It is important to

note that, owing to the specific architecture of the diffusion model,

a single query point can yield multiple loss values originating from

different timesteps. Subsequently, based on the loss 𝐿, we can derive

the gradients using the standard back-propagation technique and

use the gradients as features to train a machine-learning model to

execute MIA.

In the diffusion model, the training loss function is defined

as Equation 2. For each sample, noise is added using Equation 1,

generating a noised sample 𝑥𝑡 . The trained U-Net modules then

predict the noise 𝜖𝑡 that needs to be denoised at timestep 𝑡 , based on

𝑥𝑡 and 𝑡 . The existing methods [4, 27, 35] assume that the loss value

of a member sample is typically smaller than that of a non-member

sample, which indicates intuitively

𝑥 ∈ D𝑚 if and only if ∥𝜖𝑡 − 𝜖𝜃 (𝑥𝑡 , 𝑡)∥22 < 𝜏

where 𝜖𝜃 (𝑥𝑡 , 𝑡) represents the predicted noise at 𝑡-th step and 𝜖𝑡 is

the ground true noise sample. However, we have observed that this

approach can lead to misjudgments. For example, inherently com-

plex member samples might exhibit higher loss values compared

to simpler non-member samples, a phenomenon also observed in

GAN-Leaks [5]. This indicates that relying solely on loss as the at-

tack feature may introduce some degree of bias. Carlini et al. [4] also

found that using loss values as the sole criterion for determining

membership is inadequate.

In our work, we propose using gradient values as attack features

to better capture the model’s reaction to samples. Unlike loss values,

which are scalars and provide limited information, gradient data

offer a more comprehensive view. Additionally, even when two

samples have identical loss values, their corresponding gradients

can differ, as gradients depend on the specific inputs within the

computational graph. For instance, the diffusion model 𝜖𝜃 (with

parameter 𝜃 ) calculates gradients for a query sample 𝑥 at 𝑡-th step;

the gradients can be expressed as:

∇𝜃𝐿𝑡 (𝜃, 𝑥) = ∇𝜃 ∥𝜖𝑡 − 𝜖𝜃 (𝑥𝑡 , 𝑡)∥2 (3)

According to the definition of the Euclidean norm squared, we

can expand the squared term in Equation 3:

∥𝜖𝑡 − 𝜖𝜃 (𝑥𝑡 , 𝑡)∥2 = (𝜖𝑡 − 𝜖𝜃 (𝑥𝑡 , 𝑡))⊤ (𝜖𝑡 − 𝜖𝜃 (𝑥𝑡 , 𝑡))
= ∥𝜖𝑡 ∥2 − 2𝜖⊤𝑡 𝜖𝜃 (𝑥𝑡 , 𝑡) + ∥𝜖𝜃 (𝑥𝑡 , 𝑡)∥2 .

Then, we proceed to compute the derivatives of each of the three

expanded terms with respect to 𝜃 :

∇𝜃𝐿𝑡 (𝜃, 𝑥) = ∇𝜃
(
∥𝜖𝑡 ∥2 − 2𝜖⊤𝑡 𝜖𝜃 (𝑥𝑡 , 𝑡) + ∥𝜖𝜃 (𝑥𝑡 , 𝑡)∥2

)
= ∇𝜃 ∥𝜖𝑡 ∥2 − 2∇𝜃

(
𝜖⊤𝑡 𝜖𝜃 (𝑥𝑡 , 𝑡)

)
+ ∇𝜃 ∥𝜖𝜃 (𝑥𝑡 , 𝑡)∥2

= 0 − 2𝜖⊤𝑡 ∇𝜃𝜖𝜃 (𝑥𝑡 , 𝑡) + 2𝜖𝜃 (𝑥𝑡 , 𝑡)⊤∇𝜃𝜖𝜃 (𝑥𝑡 , 𝑡)
= −2 (𝜖𝑡 − 𝜖𝜃 (𝑥𝑡 , 𝑡))⊤ ∇𝜃𝜖𝜃 (𝑥𝑡 , 𝑡)
= 2 (𝜖𝜃 (𝑥𝑡 , 𝑡) − 𝜖𝑡 )⊤ ∇𝜃𝜖𝜃 (𝑥𝑡 , 𝑡) (4)

From Equation 4, we show the gradient depends on both the

value of the training loss (𝜖𝜃 (𝑥𝑡 , 𝑡) − 𝜖𝑡 ) and the specific query sam-

ple being computed (∇𝜃𝜖𝜃 (𝑥𝑡 , 𝑡)). For member and non-member

samples that produce the same numerical loss value, gradients

can still use ∇𝜃𝜖𝜃 (𝑥𝑡 , 𝑡) to discriminate them. We also present the

experimental evidence to support our finding in Appendix C.

Intuitively, during the training phase, the model fits to mem-

ber samples. Therefore, when encountering a training sample, the

already converged model requires less parameter adjustment com-

pared to a non-member sample, leading to smaller gradients. Based

on this intuition, we use the model’s gradient values as features for

detecting query sample membership, as expressed by:

𝑥 ∈ D𝑚 if and only if ∇𝜃 ∥𝜖𝑡 − 𝜖𝜃 (𝑥𝑡 , 𝑡)∥22 < 𝜏

The above findings demonstrate that even when the loss values

are equal, the gradient information obtained from different samples

still varies. We believe that this characteristic of gradient data rep-

resents the model’s response to the query sample more effectively

than the attack features used in existing methods [4, 27, 35], thereby

enabling more successful attacks.. However, the key challenge of

using gradients for MIA is utilizing gradient information effectively.

Considering the substantial number of parameters in the diffusion

model (for instance, in our experiments, the Imagen model boasts

close to 250 million trained parameters, while the DDPM model

approaches 114 million), training the attack model by using the

gradient of each model parameter for every image is both compu-

tationally impractical and prone to overfitting, despite its potential

to maximally differentiate between member and non-member sam-

ples. Moreover, in diffusion models, the diffusion process typically

involves𝑇 timesteps (usually set to 1000). For each timestep 𝑡 in the
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Figure 1: High-level pipeline of our attack: Given the target
sample 𝑥0, we first add noise based on Equation 1 and feed it
to the target model shaded in blue. At each sample step, we
can compute a loss 𝐿 using Equation 2 to derive the gradients.
Gradients from all sample steps (with appropriate subsam-
pling and aggregation operations) are used as features to
train the attack model for MIA.

Table 2: Impact of three different timestep-level sampling
methods on attack accuracy and their respective time con-
sumption.

Method ASR AUC TPR@1%FPR TPR@0.1%FPR Time (seconds)

Effective 0.947 0.992 0.663 0.311 21587

Poisson 0.801 0.882 0.270 0.053 2422

Equidistant 0.932 0.981 0.641 0.304 2398

range 1, . . . ,𝑇 , a separate loss and set of gradients are generated,

further increasing the dimensionality of the overall gradients.

3.2 Gradient Dimensionality Reduction
We propose a general attack framework for reducing the dimension-

ality of the gradients while trying to keep the useful information

for differentiating members vs non-members. It is composed of

two common techniques: (1) subsampling, which chooses the most

informative gradients in a principled way, and (2) aggregation,

which combines/compresses those informative gradients data. We

name the framework Gradient attack based on Subsampling and

Aggregation (GSA).

We then present a three-level taxonomy outlining where these

two techniques can be applied: at the timestep level, across different

layers within the target model, and within specific gradients of each

layer, as detailed below.

(1) Timestep Level: As corroborated by prior studies [4, 12, 27, 30,

35], diffusion models display distinct reactions to member and

non-member samples depending on the timestep. For instance,
Carlini et al. [4] identified a ‘Goldilock’s zone’, which yielded

the most effective results in their attack, to be within the range

𝑡 ∈ [50, 300]. We believe that the importance of gradient data

also varies across different timesteps. Therefore, sampling the

timesteps that contain the most useful information will un-

doubtedly result in more accurate attack outcomes. We refer

to the attacks conducted on the most effective gradient data

within the ‘Gold zone’ as effective sampling. However, imple-

menting effective sampling requires detecting the ‘Gold zone’

in the target model each time, and the optimal timesteps for

achieving the best attack accuracy may vary across different

models. As a result, we propose two alternative sampling meth-

ods: equidistant sampling and poisson sampling. In equidistant
sampling, the denoising steps are selected at intervals of 𝑇 /|𝐾 |
(𝐾 refer to the sampled timesteps set) for any given model. In

poisson sampling, an average rate parameter 𝜆 (|𝐾 |/𝑇 ) is used
to randomly generate intervals following an exponential dis-

tribution, thereby selecting |𝐾 | steps from a total of 𝑇 steps.

We then present a simple case study to test and compare these

three different sampling methods.

(2) Layer-wise Selection and Aggregation: Beyond timesteps, the

layers within the model present another pivotal dimension for

subsampling and aggregation. Recognizing the nuances cap-

tured across layers—from basic patterns in shallower layers

to intricate details in deeper ones—it is deemed essential to

selectively harness gradients from these layers, especially the

informative ones, to optimize the attack model’s training.

(3) Gradients within Each Layer: Within each layer of a neural

network, there is typically no specific ordering of the gradient

data. Therefore, it is more reasonable to treat these gradients

as a set [15].

Case Study. Since existing attacks [4, 12, 27, 30, 35] heavily focus

on timestep-level selection, we designed a case study to better exam-

ine how different subsampling methods impact attack performance.

We evaluated the attack accuracy using three sampling methods:

effective sampling, equidistant sampling, and poisson sampling. For
effective sampling, it is necessary to first identify the ‘Gold zone’.

To achieve this, we recorded the attack results in every 20 step

across the 𝑇 denoising steps. The timestep with the best attack

performance, along with the 10 surrounding timesteps, was then se-

lected as the sampling points for effective sampling. For equidistant
sampling, we set step 1 as the initial step and then sample timesteps

at fixed intervals of𝑇 /|𝐾 |. In contrast, poisson sampling uses |𝐾 |/𝑇
as the parameter 𝜆 to sample from the 𝑇 steps.

We select 5000 samples from CIFAR-10 dataset to train DDPM

as target model. For each sampling method, we set the number

of sampling steps (|𝐾 |) to 10. In Table 2, we found that effective
sampling achieves the highest attack accuracy, while poisson sam-
pling has the lowest. This result aligns with our initial assumption

that using gradient data sampled from the ‘Gold zone’—the interval

yielding the best attack results on individual timesteps—would lead

to optimal performance. In contrast, poisson sampling’s randomness

may lead to poor attack outcomes if the sampled timesteps cannot

effectively discriminate between members and non-members.

However, in Table 2, we also present the time consumption for

implementing different sampling methods. We found that although

effective sampling achieves high attack accuracy, it takes nearly 8

times longer compared to equidistant and poisson sampling. This is
because effective sampling requires precomputing the attack perfor-

mance for numerous timesteps to identify the ‘Gold zone’. Mean-

while, equidistant sampling only slightly reduces the ASR by 0.015

and the AUC by 0.011 compared to effective sampling, while being
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Algorithm 1 GSA1

Input: Target model denoted as 𝜖𝜃 with 𝑁 layers, a equidistantly

selected set of timesteps 𝐾 , and a sample 𝑥 .

1: for 𝑡 ∈ 𝐾 do
2: Sample 𝜖𝑡 from Gaussian distribution

3: Compute 𝑥𝑡 based on Equation 1

4: Compute loss 𝐿𝑡 from Equation 2

5: end for

6: 𝐿 ← 1

|𝐾 |
∑
𝑡 ∈𝐾 𝐿𝑡

7: G ←
[ 𝜕�̄�
𝜕𝑊1

2

2

, . . .

 𝜕�̄�
𝜕𝑊𝑁

2

2

]
Output: G

more time-efficient. To balance effectiveness and efficiency, we use

equidistant sampling to derive a subsampled timestep set 𝐾 from

the total diffusion steps 𝑇 . Following this, for the timesteps in 𝐾 ,

we can aggregate the gradients or losses generated at each timestep

using statistical methods such as the mean, median, or trimmed

mean to produce the final output. If the values being aggregated are

the gradients from each timestep, the output can be directly used

as the final output. However, if the aggregated values are the losses,

the processed loss value needs to be used in backpropagation to

extract gradient information for the final output.

3.3 Our Instantiations
We present two exemplary instantiations of the attack within the

framework, representing two extreme points in the trade-off space

between efficiency and effectiveness. We call them GSA1 and GSA2.

GSA1 performs more reduction, gaining efficiency but losing infor-

mation. GSA2 does less reduction, retaining effectiveness but at a

cost to efficiency. In the GSA1 method, although we equidistantly

sample |𝐾 | timesteps from 𝑇 , only a single gradient computation is

required. This outcome is realized by in GSA1 computing the loss,

𝐿𝑡 , for each timestep present in 𝐾 . Subsequently, we take the mean

of these individual losses, represented as 𝐿, to perform backprop-

agation. This process eventually yields a solitary gradient vector.

On the other hand, GSA2 entails performing backpropagation and

computing gradients for each timestep in 𝐾 , and then using the

mean of all gradient vectors, denoted as G, as the final output.
Note that we only slightly optimize our two instantiations in

this paper because they are already very effective. We leave more

detailed investigations of the design space and more effective pro-

posals as future work.

Based on our detailed analysis of existing white-box attacks [4,

27, 35], we first find that the optimal timesteps for mounting the

most effective attacks vary depending on the specific dataset and

diffusion model in question.

Consequently, we adopt the equidistant sampling strategy to

select sample timesteps from the range [1,𝑇 ], denoted by a set

𝐾 . This approach is designed to encompass timesteps that can

distinctly differentiate between member and non-member samples,

avoiding an exclusive focus on timesteps that are either too early

or too late.

Algorithm 2 GSA2

Input: Target model denoted as 𝜖𝜃 with 𝑁 layers, a equidistantly

selected set of timesteps 𝐾 , and a sample 𝑥 .

1: G ← [ ]
2: for 𝑡 ∈ 𝐾 do
3: Sample 𝜖𝑡 from Gaussian distribution

4: Compute 𝑥𝑡 based on Equation 1

5: Compute loss 𝐿𝑡 from Equation 2

6: G𝑡 =
[ 𝜕𝐿𝑡𝜕𝑊1

2

2

, . . .

 𝜕𝐿𝑡
𝜕𝑊𝑁

2

2

]
7: end for
8: G ← 1

|𝐾 |
∑
𝑡 ∈𝐾 G𝑡

Output: G

After getting loss from each selected step, we use backpropa-

gation to compute the gradients for the model. Given the diverse

nature of gradients within a layer, we aggregate the model’s gra-

dient information on a per-layer basis. That is, once the gradient

information for a layer’s parameters is obtained, the ℓ2-norm of

these gradients is used as the representation for that layer’s gradient

information. This approach offers a dual advantage: it substantially

reduces computational overhead while also holistically encapsulat-

ing that layer’s gradient information.

This forms the basis of GSA2 (given in Algorithm 2): for each

timestep 𝑡 in the set 𝐾 , we calculate the per-layer gradient using

the ℓ2-norm, and then find their average.

However, this approach can still incur substantial computational

costs when applied to large diffusion models and datasets — taking

nearly 6 hours to execute on Imagen. To address this inefficiency,

we preprocess the loss values from multiple timesteps before do-

ing gradient computation. In light of this challenge, we introduce

GSA1 (outlined in Algorithm 1), which reduces the gradient extrac-

tion time for the Imagen model to less than 2 hours, significantly

decreasing the computational time required.

4 Experimental Setup
4.1 Datasets

We use CIFAR-10, ImageNet, and MS COCO datasets. The use

of CIFAR-10 allows for an easier comparison of attack results as

it has been frequently employed in previous work [4, 12, 30, 35].

Both ImageNet and MS COCO serve as significant target datasets in

the domain of image generation, with MS COCO used for training

in various tasks, such as VQ-diffusion [18], Parti Finetuned [66],

U-ViT-S/2 [2], and Imagen [48].

ImageNet dataset is a large-scale and diverse collection of images

designed for image classification and object recognition tasks in the

fields of machine learning and computer vision. When conducting

experiments with the ImageNet dataset, researchers typically utilize

a specific subset consisting of 1.2 million images for training and

50,000 images for validation, while an additional 100, 000 images

are reserved for testing. Considering the constraints on training

resources and to ensure diversity in the training images, we opt
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Figure 2: Loss distribution for member vs. non-member samples across CIFAR-10, ImageNet, and MS COCO (from left to right),
used by existing work [4, 27, 35]. Models use default settings from Table 3.

to utilize the ImageNet test set as the training set for training the

models in our work.

CIFAR-10 dataset comprises 10 categories of 32× 32 color images,

with each category containing 6, 000 images. These categories in-

clude airplanes, automobiles, birds, cats, deer, dogs, frogs, horses,

ships, and trucks. In total, the dataset consists of 60, 000 images,

of which 50, 000 are designated for training and 10, 000 for testing.

The CIFAR-10 dataset is commonly employed as a benchmark for

image classification and object recognition tasks in the fields of

machine learning and computer vision.

MS COCO dataset contains over 200, 000 labeled high-resolution

images collected from the internet, with a total of 1.5 million object

instances and 80 different object categories. The categories cover

a wide range of common objects, including people, animals, vehi-

cles, and household items, among others. The MS COCO dataset

is noteworthy for its diversity and the complexity of its images

and annotations. Images in the MS COCO dataset depict a wide

variety of scenes and object layouts. In this experiment, we utilize

all images from the MS COCO training set for model training. The

first caption from the five associated with each image is selected as

the corresponding textual description.

4.2 Training Setup

Table 3: Default parameters used for the experiments.

Parameters

Unconditional

Diffusion

Unconditional

Diffusion

Imagen

Channels 128 128 128

Diffusion steps 1000 1000 1000

Dataset CIFAR-10 ImageNet MS COCO

Training data size 8000 8000 30000

Resolution 32 64 64

Learning rate 1𝑒 − 4 1𝑒 − 4 1𝑒 − 4

Batch size 64 64 64

Noise schedule linear linear linear, cosine

Learning rate schedule cosine cosine cosine

Training time 400 epochs 400 epochs 600, 000 steps

We tabulated the default training parameters for the uncondi-

tional diffusion model on CIFAR-10 and ImageNet, and for Imagen

on MS COCO, in Table 3. Given that we have employed ASR (Accu-

racy) as our evaluation metric, we endeavor to maintain a balance

between the quantities of the member set and the non-member set

to ensure the precision of model validation. The structure for the

unconditional diffusion model aligns with those from the diffusers

library [60] in Huggingface. Imagen is based on the open-source

implementation by Phil Wang et al.
3
, and we have retained consis-

tency in its configuration. All experiments were conducted using

two NVIDIA A100 GPUs.

4.3 Metrics
In the process of comparing experimental results, we employ Attack

Success Rate (ASR) [6], Area Under the ROCCurve (AUC), and True-

Positive Rate (TPR) values under fixed low False-Positive Rate (FPR)

as evaluation metrics.

In our experiments, we ensure an equal number of member and

non-member image samples. Given the balanced nature of our

dataset and the stability of ASR in such contexts, we employ ASR

as our primary evaluation metric.

We note that most instances MIAs on diffusion models use the

AUC metric for evaluation [4, 12, 27, 30, 35]. Likewise, in assessing

the merits of our work in Section 5.1, we will also use AUC as one

of our assessment metrics. Additionally, as Carlini et al. [3] argued

that TPR under a low FPR scenario is a key evaluation criterion, we

also use TPR at 1% FPR and 0.1% FPR, respectively.

5 Evaluation Results
5.1 Comparison with Existing Methods

Table 4: Existing white-box attacks on the CIFAR-10 dataset
are benchmarked using four distinct metrics. LiRA*, LSA*,
GSA1, and GSA2 are all obtained under the same conditions.

Attack
method

CIFAR-10

ASR↑ AUC↑ TPR@1%FPR(%)↑ TPR@0.1%FPR(%)↑

Baseline 0.736 0.801 5.65 −
LiRA − 0.982 5(5𝑀) 99(102𝑀) 7.1

Strong LiRA − 0.997 − 29.4

LiRA
*

0.626 0.71 1.45 0.25

LSA
*

0.83 0.909 13.77 0.925

GSA1 0.993 0.999 99.7 82.9
GSA2 0.988 0.999 97.88 58.57

3
Code available at https://github.com/lucidrains/imagen-pytorch
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Figure 3: The left and right columns display the visualization of high-dimensional gradient information using t-SNE after
GSA1 and GSA2 have respectively executed attacks on the three datasets (using the output from the last layer of our attack
model). For all six attacks, it is observed that member and non-member samples are distinctly differentiated when reaching the
training steps defined by the default settings (as referenced in Table 3).

We benchmark GSA1 and GSA2 against existing methodologies,

maintaining all other model parameters consistent. Contrasting

traditional loss-based white-box attacks such as LiRA [4] and others

techniques [27, 35], we provide a thorough evaluation highlighting

the superior efficacy of GSA1 and GSA2. The baseline approach [27,

35, 64] depicted in Table 4 is the most intuitive, which predicts the

sample as a non-member if the loss exceeds a certain value and

vice versa [35]. This also represents the most traditional judgment

method in MIA, utilized here as the baseline.

5.1.1 Feature Informative. LSA*
refers to the results of training

the attack model using the loss under the same training conditions

and sampling frequency as GSA1 and GSA2. The sole distinction

between LSA
*
and GSA lies in their features: while LSA

*
utilizes

loss as its attack feature, GSA employs the gradient. Comparative

results between them substantiate that the gradient information of

the diffusion model is more aptly suited as attack features.

It is apparent from Table 4 that both GSA1 and GSA2 exceed

other techniques in terms of all evaluation metrics. Under the AUC

criterion, LiRA [4] also attains a high attack accuracy, attributed to

excessive training steps and many shadow models. However, when

ensuring an equivalent quantity of shadow models and training

epochs for the LiRA
*
based on the LiRA framework, its ASR, TPR,

and AUC scores are significantly lower compared to GSA1 and

GSA2. In the original paper, the LiRA framework achieves TPRs

of 5% after training for 200 epochs, with the FPRs fixed at 1%.

Remarkably, after training for 4080 epochs, the TPR increases to

99%. In contrast, for GSA1 and GSA2, TPRs of 99.7% and 78.75%

are respectively achieved after only 400 epochs, underscoring a

more efficient attack strategy. This essentially corroborates our

core proposition that gradient information of the model exhibits a

more pronounced response to member set samples than loss.

5.1.2 Timestep Selection. Moreover, the ‘time zone’ demonstrating

discernible differences in the loss distribution between members

and non-members vary across different models and datasets [4, 12,

27, 35]. Consequently, to achieve a more potent attack, it becomes

imperative to extract the loss and establish thresholds or distribu-

tions for each timestep using shadow models, aiming to pinpoint

the most efficacious ‘time zone’. In contrast, both GSA1 and GSA2

execute attacks by solely harnessing the gradient information de-

rived from equidistant sampling timesteps across the 𝑇 diffusion

steps, achieving similar attack accuracy in just one-thirtieth of

the time. Given a consistent dataset size and model architecture,

extracting loss across 𝑇 steps takes 36 hours. In contrast, GSA1

and GSA2 achieve the same accuracy level in less than 1 hour by

extracting gradients from 10 equidistant sampling timesteps.

To further demonstrate that the optimal timestep for distinguish-

ing between member and non-member samples using loss varies

across different datasets and models. We plot the loss distribution
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Figure 4: “-I-” and “-C-” denote experiments with ImageNet and CIFAR-10 datasets. Panel (a) (left) reveals that attacks are more
effective when shadow and target models closely fit the training data; (right) however, increased fitting disparities between
them weaken the attack. Panel (b) shows that greater sampling frequency boosts the attack’s effectiveness, possibly due to
acquiring finer data and getting more informative timestep.

for three distinct datasets used in our experiment: CIFAR-10, Im-

ageNet, and MS COCO. Following the methodology of LiRA in

attacking diffusion models [4], we identified the optimal timestep

for each of the three distinct datasets that best distinguishes mem-

ber from non-member samples. For this, we equidistantly sam-

pled 10 timesteps from shadow models (the training times of these

shadow models align with those presented in Table 3). However,

we observed that the identified timesteps across the three datasets

were not consistent. Upon visualizing the loss distribution at these

specific timesteps in Figure 2, we found that even at these optimal

points, the loss distribution did not effectively differentiate between

member and non-member samples. DDPM trained on the CIFAR-10

dataset clearly differentiates between member and non-member

loss distributions. However, such a difference is not pronounced for

models trained on ImageNet and MS COCO datasets. For models

to execute attacks on the ImageNet and MS COCO datasets, it is

essential to compute the loss distribution across a broader range of

timesteps and increase their training time.

Using the same model parameters and sampling frequency as in

Figure 2, we tried attacks with GSA1 and GSA2. The attack features

were derived from the gradients of timesteps sampled from𝑇 using

the same sampling frequency as previously employed.We visualized

this high-dimensional gradient information using t-SNE [59] in Fig-

ure 3. It can be observed quite intuitively, that across all datasets,

both GSA1 and GSA2 can effortlessly differentiate between target

member and target non-member data using the features derived

from the gradients of shadow models.

5.2 Attacking Unconditional Diffusion Model

In this section, we trained six shadow models to facilitate the

attack. We focus on unconditional diffusion models and test on

CIFAR-10 and ImageNet datasets.

Training on Different Epochs. Our first goal is to understand

how varying training epochs for target and shadow models influ-

ence our attacks. We considered two possible scenarios.

• In the first scenario, the attacker knows the target model’s train-

ing epochs and matches the shadow model’s training accordingly.

• In the second scenario, the attacker is unaware of the target

model’s training details and varies only the shadow model’s

training epochs for experimentation.

In Figure 4a, we present the experimental results under the first

scenario. These findings indicate that as the training epochs for

both the target and shadow models increase, the attack success

rate for GSA1 and GSA2 consistently improves. In this context,

the suffixes “-I-” and “-C-” refer to experiments on ImageNet and

CIFAR-10, respectively. We postulate that with an increasing num-

ber of epochs, the model tends to fit the training data more closely

after convergence. This amplifies the gradient discrepancy between

member and non-member samples, subsequently bolstering the

efficacy of the attack.

In the second scenario setting, when the training epochs of

the target model are fixed at 200 epochs, the attack accuracy is

optimal when the shadow model’s training epochs closely match

those of the target model. Furthermore, observations from Figure 4a

suggest that the overall efficacy of membership inference attacks

is closely tied to the consistency in the degree of fit between the

shadow models and their training data as compared to that of the

target model with its training data. When shadow models exceed

the target model in data fitting, it does not invariably lead to an

improved attack performance. Contrarily, the attack’s success rate

might diminish due to disparities in their fitting levels.

Then, our experiments explore the influence of the degree of

overfitting in both shadow and target models on attack accuracy.

Moreover, we examine the impact of discrepancies in data-fitting

levels between the target and shadow models on the performance

of the attack.

Sampling Frequency Variation Analysis. In both GSA1 and

GSA2, the term ‘sample times’ (|𝐾 |) refers to the number of ele-

ments in the set 𝐾 , derived through the equidistant sampling of

timesteps from 𝑇 . GSA1 and GSA2 employ statistical methods on

distinct pieces of information; the former determines the mean

loss over the |𝐾 | timesteps, while the latter computes the average

gradient value. Our initial hypothesis was that an increased number

of sampling instances, providing the attack model with more in-

formation and potentially capturing distinct timesteps that clearly
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differentiate between member and non-member samples, would

lead to improved attack accuracy.

Figure 4b confirms our initial hypothesis that collecting more

gradient information from a single sample enhances the attack’s

success rate. In all attacks, we maintained a constant setting of 1000

diffusion steps and conducted equidistant sampling across these

steps. Our focus was on understanding how varying the sampling

frequencies during the evaluation process of a single sample affects

the attack’s accuracy.

From our experimental data, we observed that the attack’s suc-

cess rate was lowest when gradient information was collected only

once per sample. This limited data collection blurred the distinc-

tion between member and non-member set samples. Notably, the

precision saw a significant boost when the collection frequency

increased. However, after reaching a threshold of ten collections per

sample, further increases in frequency showed diminishing returns

in precision. Thus, we inferred that, for both attack strategies across

these two datasets, collecting gradient information ten times from

each sample is optimal for distinguishing between member and

non-member sets. In other experiments, to strike a balance between

efficiency and precision, we will adopt this ten-times-per-sample
information collection formula as the default setting.

Different Diffusion Steps and Training Image Resolution. In

the context of diffusion models, increasing the number of diffusion

steps can potentially enhance image quality. This improvement

stems from the model’s refined capability to capture detailed image

nuances by reducing noise over more steps. However, as we add

more diffusion steps, the optimization challenge might become

more complex. This complexity can slow down the convergence

speed and require more detailed hyperparameter adjustments to

find the optimal model setup.

When contemplating membership inference attacks, their gen-

esis primarily stems from overfitting during the training phase,

leading to discrepancies between the member and non-member

samples. We theorize that if adding diffusion steps slows model

convergence, it might reduce the overfitting phenomenon, affecting

the attack’s success. We set the total diffusion steps from 500 to

2000, kept other parameters unchanged, and retrained the model

on both ImageNet and CIFAR-10 datasets.

In Figure 5a, we observe that increasing the number of diffu-

sion steps significantly influences our attack success rate, which

aligns with our hypothesis. For models trained on CIFAR-10, both

GSA1 and GSA2 achieve an attack accuracy close to 1.00 after train-

ing with 300 epochs. However, as the number of denoising steps

increases, the attack accuracy decreases by nearly 10% when the

denoising step is set to 2000. The increase in denoising steps leads

to a decrease in attack accuracy. This pattern is also observed for

models trained on ImageNet when attacked with GSA1 and GSA2.

We think this is because MIA relies on exploiting the model’s over-

fitting. However, increasing the denoising steps slows down the

model’s convergence, thereby impairing the effectiveness of the

attack.

Moreover, input data resolution also plays an important role in

determining attack success rates. High-resolution images help in

distinguishing between member and non-member samples due to

their intricate details, but they also require more computational

resources and longer training times. Such images may also deceler-

ate the convergence rate of the model, potentially mitigating the

extent of overfitting and necessitating additional epochs to achieve

equivalent attack outcomes as before.To investigate the impact of

high-resolution images on attack performance, we conducted the

experiments using bothGSA1 andGSA2 on images with resolutions

ranging from 64 to 256 pixels.

In Figure 6, we observed that the highest attack accuracy was

achieved with GSA1 and GSA2 when the image resolution was set

to 128 × 128. The results indicate that lower-resolution samples

do not necessarily lead to better attack performance. Increasing

the resolution from 64 to 128 allows the model to capture more

granular details, improving the distinction between member and

non-member samples. However, when the resolution is further

increased to 256, a noticeable decline in success rate occurs. We

believe this is because higher-resolution images require more train-

ing steps for the model to converge. Therefore, when the training

time is fixed but the resolution increases, the overfitting phenome-

non to the training data diminishes. This reduction in overfitting

causes the attack to become less effective. Additionally, both ex-

cessively high and low resolutions can negatively impact the final

attack performance. An optimal resolution exists where the model

can capture sufficient details without requiring extensive training,

achieving a balanced fit.

Takeaways: In settings where unconditional diffusion mod-

els serve as the target model, overfitting is considered foun-

dational for MIAs. Moreover, distinctions between member

and non-member samples can vary at different timesteps.

Given these factors, we have investigated several elements

that could influence the attack’s success rate. These fac-

tors encompass the number of training epochs, number of

sampling timesteps from a single instance (represented as

|𝐾 |), the total diffusion steps, and the resolution of the im-

ages. Results from these explorations are presented in the

aforementioned figures, with ASR adopted as the evaluation

metric.

5.3 Attacking Conditional Diffusion Model

In this section, we design experiments with Imagen, a state-of-

the-art generation model in the text-to-image field. We train two

shadow models from scratch, using the MS COCO dataset in this

part for training purposes.

Training on Different Epochs. In Figure 5b, consistent with

the two attack scenarios posited in Section 5.2, we analyze the

effect of training steps on the attack success rate for Imagen models.

Our categorization is premised on the attacker’s knowledge of

the target model’s training steps. Notably, when the attacker is

uncertain about the number of training steps of the target model,

we set the training steps of the target model to a fixed value (in this

instance, 400, 000 steps). This experimental setup aligns with that

of Section 5.2.

Consistent with previous experiments using the unconditional

diffusion models, a large proportion of the attack success rate for

the Imagen model is influenced by the training steps of the target
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Figure 5: Notations “-I-” and “-C-” are consistent with those in Figure 4a. Panel (a) suggests that increasing the number
of diffusion steps, which decelerates convergence, results in a reduced attack success rate. Panel (b) reinforces findings
from Figure 4a: enhanced data-fitting by both the shadow and target models boosts the attack’s efficacy. However, when there
are disparities in the data fitting, the efficacy diminishes. Panel (c) shows that augmenting the sampling steps for Imagen—thus
acquiring more information—significantly improves the attack’s success rate.

Table 5: The table presents the performance results of GSA1 and GSA2, trained on three different datasets and evaluated using
four distinct evaluation metrics.

Attack
method

ASR↑ AUC↑ TPR@1%FPR↑ TPR@0.1%FPR↑

CIFAR-10 ImagetNet MS COCO CIFAR-10 ImagetNet MS COCO CIFAR-10 ImagetNet MS COCO CIFAR-10 ImagetNet MS COCO

LSA 0.822 0.702 0.684 0.896 0.766 0.746 0.146 0.034 0.073 0.021 0.004 0.011

GSA1 0.993 0.992 0.977 0.999 0.999 0.997 0.997 0.995 0.954 0.829 0.937 0.627

GSA2 0.988 0.983 0.994 0.999 0.999 0.999 0.979 0.964 0.998 0.586 0.743 0.976
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Figure 6: Results from ImageNet represent the resolution
of the image can influence the attack’s training accuracy by
affecting the model’s convergence rate.

model and shadow models. Precisely, the more the target model

overfits the data, the higher the success rate of the MIA, even if

the overfitting phenomenon during the shadow model’s training is

not notably pronounced. For example, Figure 5b shows that when

deploying the GSA2 method with the shadow model trained for

200,000 steps, an attack success rate of up to 84.9% can be achieved

if the target model has been trained for 400,000 steps. However, if

the target model’s training steps are only 200,000, the attack success

rate drops to merely 60.7%, representing a nearly 25% decrease in

accuracy. Hence, the degree to which the target model fits the data

profoundly influences the effectiveness of the attack. Surprisingly,

when the training steps of the shadow models exceed those of the

target model, further increasing the training steps for the shadow

models leads to a decline in the success rate of MIA attacks. This

finding is similar to the phenomenon observed in Section 5.2 (i.e.,

the efficacy of the attack is intimately linked to the disparity in

data-fitting degrees between the shadow models and their training

datasets and the target model with its respective training data.).

Sampling Frequency Variation Analysis. It is evident, as de-

picted in Figure 5c, that the frequency of information extraction

from a single sample by the model plays a pivotal role in influencing

the success rate of the attack. Specifically for Imagen, when both

shadow models have undergone extensive training iterations, the

attack model trained with |𝐾 | = 10 achieves a remarkable accuracy

of 99.4%. More intriguingly, when the FPR is controlled at 1% and

0.1%, the TPR is recorded at 99.78% and 97.52% respectively. These

remarkable findings highlight a substantial increase in accuracy,

forming a significant discrepancy compared to the basic accuracy

level of 78.1% achieved with |𝐾 | = 1.

Through the utilization of two approaches, GSA1 and GSA2, we

seek to elucidate the impact of equidistant timestep sampling fre-

quency on MIA, mainly when applied to large-scale models such as
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Imagen. The ultimate goal is to ascertain if we can conserve com-

putational resources without compromising attack effectiveness.

In Figure 5c, we maintain consistent training iterations for both

the target and shadow models. This graph depicts how different

equidistant timestep sampling frequencies affect the success rate of

GSA1 and GSA2. We experimented with four distinct frequencies:

1, 2, 5, and 10. Evidently, when restricted to one sampling time, the

attack success rate plummets to the lowest. When the sampling

frequency doubles, the attack success rate sees a notable increase.

The outcome difference between two and five sampling times is

minimal for GSA1. Nevertheless, at a frequency of five times, GSA2

achieves a success rate comparable to GSA1 with ten sample times.

Impressively, ten sampling times boosts GSA2’s success rate to

nearly 100%, indicating a marked improvement. Given the high

accuracy achieved by sampling ten times for each sample, further

sampling appears unnecessary.

Takeaways: We tested our two attacks primarily on the

large-scale model, Imagen, taking into account two factors:

the number of training epochs and the timestep sampling

frequency. We have examined how overfitting and timestep

selection frequency affect the efficacy of our attack strate-

gies.

6 Ablation Study
Following the framework described in Section 3.2, our approach

effectively subsamples and aggregates gradients across various

dimensions. As evident in Table 5, both GSA1 and GSA2 demon-

strate exemplary performance on all experiments. Subsequently, we

further explore the potential for subsampling and aggregating infor-

mation from the model layer dimension. We aim to ascertain how

gradient data from the model layer influences the attack success

rates of GSA1 and GSA2. Initially, both GSA1 and GSA2 extracted

gradient information from every layer of the model for the training

of the attack model. However, with the increasing size of dataset

and growing model complexity, the computational overhead also

rises. Thus, we aim to investigate whether it is feasible to ensure

the attack success rates of GSA1 and GSA2 without necessarily

extracting gradient information from all layers of the model.

Pursuant to this idea, We once again conducted experiments

using GSA1 and GSA2 on datasets, including CIFAR-10, ImageNet,

andMS COCO, while maintaining all other settings according to the

default configuration in Table 3.We gradually increased the depth of

layers from which we collected gradient information. As illustrated

in Figure 9, the x-axis denotes the cumulative number of layers

from which gradients are gathered, starting from the top layer. The

y-axis employs the True Positive Rate (TPR) at a False Positive Rate

(FPR) of 0.1% as the evaluative criterion. The results indicate that as

we collect gradient information from increasing layers, the attack

success rate correspondingly escalates due to enhanced information

accessibility. Remarkably, attaining the highest attack success rate

can be achieved merely by gathering gradient data from the top

80% layers of the models. Accordingly, it may not be essential to

extract gradient information from each distinct layer of the model,

potentially leading to significant computational resource savings.
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Figure 7: The performance of LSA*, GSA1 and GSA2 under
varying defensive strategies is displayed. ‘Vanilla’ refers to
the model without any defense methods. ‘RA’ represents
RandAugment, and ‘RHF’ denotes RandomHorizontalFlip.

7 Defenses
Membership inference attacks are significantly fueled by the over-

fitting of models to their training data. Thus, mitigating overfitting,

such as through data augmentation, could reduce the success rate

of these attacks. We employed various methods of data augmenta-

tion [8, 9] methods and DP-SGD [1, 13], a strong privacy-preserving

method, as defensive mechanisms against the LSA
*
,GSA1 andGSA2

attacks. The results following the implementation of these defense

mechanisms are presented in Table 6.

Firstly, fundamental data augmentation techniques such as Cutout

[9] and RandomHorizontalFlip (RHF) were employed as defensive

measures. All experiments against LSA
*
,GSA1, andGSA2 were con-

ducted using DDPM [21] trained on the CIFAR-10 dataset. In these

experiments, the model parameters for LSA
*
were identical to those

for GSA1 and GSA2, with the only difference being that LSA
*
used

the loss value as attack features. As shown in Table 6, without any

added defense mechanisms, all three attacks achieved high success

rates, with GSA1 and GSA2 outperforming LSA
*
(aligned with Sec-

tion 5.1). When Cutout and RandomHorizontalFlip were applied,

LSA
*
was much more affected than GSA1 and GSA2. Specifically,

LSA
*
’s ASR and AUC dropped to around 50% with RHF, whileGSA1

and GSA2 maintained ASR near 0.80 and AUC scores are above

0.80. This represents that when defending against fundamental data

augmentations, the gradient-basedGSA1 andGSA2 are more robust

compared to the loss-based LSA
*
.

Then, we evaluated the attack performance of LSA
*
, GSA1, and

GSA2 using more powerful defensive strategies: DP-SGD [1, 13] and

RandAugment [8]. DP-SGD, a widely used method, protects train-

ing datasets in machine learning by adding noise to the gradient

of each sample, thereby ensuring data privacy. In our experiment,

we set the clipping bound 𝐶 to 1 and the failure probability 𝛿 to

1 × 10
−5
, keeping the experimental settings consistent with the
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Table 6: Efficacy of various defensive measures against LSA*, GSA1, and GSA2. Specifically, DP-SGD and RandAugment signifi-
cantly hindered the attacks’ effectiveness.

Method
DP-SGD RandAugment RandomHorizontalFlip Cutout No Defense

ASR↑ AUC↑ ASR↑ AUC↑ ASR↑ AUC↑ ASR↑ AUC↑ ASR↑ AUC↑

LSA
*

0.504 0.508 0.505 0.501 0.524 0.536 0.765 0.846 0.830 0.909

GSA1 0.506 0.511 0.512 0.518 0.793 0.874 0.923 0.977 0.993 0.999

GSA2 0.501 0.502 0.504 0.507 0.737 0.811 0.979 0.997 0.988 0.999

defaults in Table 3. The results show that both DP-SGD and Ran-

dAugment effectively defend against LSA
*
as well as our GSA1 and

GSA2, reducing the attack ASR and AUC to levels similar to random

guessing. The defense effects are also visualized in Figure 7.

8 Limitation
As shown in Table 5, while GSA1 and GSA2 can yield satisfac-

tory results with limited computational resources, they are still

constrained by their time consumption. Even after implementing

subsampling and aggregation across three dimensions, the process

of gradient extraction remains time-intensive for larger datasets

and more intricate models compared to simply computing the loss.

Future studies are anticipated to explore these areas further and

identify additional dimensions for reduction. Additionally, themeth-

ods employed in this study, GSA1 and GSA2, necessitate gradient

information from the model for a successful attack. This suggests

that requiring complete parameters of the target model during the

attack is a rather stringent condition.

9 Related Work

Diffusion Model. Diffusion model is an emergent generative net-

work originally inspired by diffusion processes fromnon-equilibrium

thermodynamics [53]. Distinguished from previous Generative Ad-

versarial Networks (GANs) [7, 10] and Variational Autoencoders

(VAEs) [32], the objective of the diffusion model is to approximate

the actual data distribution by engaging a parameterized reverse

process that aligns with a simulated diffusion process.

Diffusion models can be connected with score-based models [57],

generating samples by estimating the gradients of the data distri-

bution and utilizing this gradient information to guide the process

of noise addition, thereby producing samples of superior quality.

Moreover, the diffusion model showcases the capability to generate

images conditioned on specific inputs [10, 36, 42, 47].

Apart from generating images, diffusion models are capable of

performing specific area retouching in images according to given

specifications, hence effectively accomplishing inpainting [34] tasks.

Nowadays, advancements in diffusion models have granted them

the ability to generate not only static images but also videos [24]

and 3D scenes [17].

Membership Inference Attack. Membership inference attacks,

primarily steered by the seminal work of Homer et al. [25], have

become an integral part of privacy attack research. The nature of

these attacks is typically determined by the depth of information

obtained about the target model, whether they are black-box [6, 28,

46, 50, 52, 55, 58, 64] or white-box [38, 44]. The primary objective

lies in determining whether a sample is part of the target model’s

training set using various metrics functions such as loss [46, 64],

confidence [50], entropy [50, 55], or difficulty calibration [61].

Defense. As the popularity of diffusion models continues to rise,

a growing body of research quickly unfolds around the privacy

and security protections associated with these models. Attacks on

diffusion models currently extend beyond mere training data leak-

age [4, 12, 14, 27, 35, 62] to include the potential use of sensitive

data for training [51], as well as model theft [40]. Consequently,

effective defense mechanisms against these novel attack types have

started to emerge. To prevent the leakage of training data from the

target model, privacy distillation [14] methods can be employed.

Using this approach, a secure diffusion model can be trained on data

generated by the target model after sensitive information has been

filtered out. This effectively prevents the leakage of sensitive infor-

mation during the model training process. For artists concerned

about their artwork being used to train diffusion models to generate

similar styles, GLAZE [51] teams suggest adding a watermark to

the original art pieces to prevent them from being mimicked by

diffusion models. Simultaneously, for every institution, a diffusion

model trained using computational resources can be considered

one of the company’s assets. As such, the desired target model can

be fine-tuned to learn a unique diffusion process [40], which in

turn, contributes to the model’s protection.

10 Conclusion
In this work, we propose a membership inference attack framework

that utilizes the norm of the gradient information in diffusion mod-

els and presents two specific attack examples, namely GSA1 and

GSA2. We find that the attack performance on the DDPM and Ima-

gen, trained with the CIFAR-10, ImageNet, and MS COCO datasets,

is quite remarkable according to all four evaluation metrics. We

posit that a diffusion model’s gradient information is more indica-

tive of overfitting to a data point than its loss, hence employing

gradient information in MIA could lead to higher success rates. This

assertion aligns with the nuanced understanding of model dynam-

ics in the machine learning field. Compared to existing white box

loss-based attack methodologies [4, 27, 35], our proposed approach

demonstrates superior performance under identical model configu-

rations, showcasing efficiency and stability across various datasets

and models. This paper introduces the perspective of leveraging

gradients for MIA and hopes to inspire valuable follow-up works

in this direction.
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A Additional Information for Denoising
Diffusion Probabilistic Model

The operating mechanism of the diffusion model entails the model

learning the posterior probability of the forward process, thereby

achieving the denoising process. In the forward noise addition

process, assume that there is a sample 𝑥𝑡−1 at time point 𝑡 − 1. Then

𝑥𝑡 can be represented as:

𝑥𝑡 =
√
𝛼𝑡𝑥𝑡−1 +

√
1 − 𝛼𝑡𝜖, 𝜖 ∼ N(0, 1) (5)

Since 𝜖 is a random noise, we can unroll the recursive definition

and derive 𝑥𝑡 directly from 𝑥0 (the original image) and time step 𝑡

(and 𝛼𝑡 =
∏𝑡
𝑖=1
𝛼𝑖 ,):

𝑥𝑡 =
√
𝛼𝑡𝑥0 +

√
1 − 𝛼𝑡𝜖𝑡 , 𝜖𝑡 ∼ N(0, 1) (6)

The reverse process can be described as:

𝑝𝜃 (𝑥0:𝑇 ) = 𝑝 (𝑥𝑇 )
𝑇∏
𝑡=1

𝑝𝜃 (𝑥𝑡−1 |𝑥𝑡 )

where 𝑥 ′
𝑇
∼ N(0, 𝐼 ). The image 𝑥 ′𝑡−1

at 𝑡 − 1 can be restored from

𝑥 ′𝑡 at time 𝑡 , and can be represented as:

𝑝𝜃 (𝑥 ′𝑡−1
|𝑥 ′𝑡 ) =N(𝑥 ′𝑡−1

; 𝝁𝜃 (𝑥 ′𝑡 , 𝑡), 𝚺𝜃 (𝑥 ′𝑡 , 𝑡)) (7)

In the reverse process, the model aims to use the posterior proba-

bility of the forward process to guide the denoising process.

𝑞(𝑥𝑡−1 |𝑥𝑡 , 𝑥0) =N(𝑥𝑡−1; 𝝁 (𝑥𝑡 , 𝑥0), 𝜷𝒕 I)

As the 𝜷𝑡 in the posterior probability is also a determined value,

the model only needs to learn 𝝁 (𝑥𝑡 , 𝑡).
In Equation 7, 𝝁𝜃 (𝑥 ′𝑡 , 𝑡) is the predicted mean of the distribution

for the sample 𝑥 ′𝑡−1
at the preceding timestep, and 𝚺𝜃 (𝑥 ′𝑡 , 𝑡) denotes

the covariance matrix of this distribution. In the original study,

𝚺𝜃 (𝑥 ′𝑡 , 𝑡) = 𝜎2

𝑡 I is set as untrained time-dependent constants. Con-

sequently, our primary attention is dedicated to the mean 𝝁𝜃 (𝑥 ′𝑡 , 𝑡)
of the predictive network 𝑝𝜃 . By expanding the aforementioned

posterior probability using a probability density function, we can

derive the mean and variance of the posterior probability. Given

that the variance in 𝑝𝜃 (𝑥 ′𝑡−1
|𝑥 ′𝑡 ) is associated with 𝛽𝑡 and is a deter-

ministic value, our attention is solely on the mean.

When we express 𝑥0 in terms of 𝑥𝑡 (from Equation 6) within the

mean �̃� (𝑥𝑡 , 𝑥0), the revised �̃� (𝑥𝑡 , 𝑥0) then only consists of 𝑥𝑡 and

random noise 𝜖𝑡 . Given that 𝑥𝑡 is known at the current time step 𝑡 ,

the task can be reformulated as predicting the random variable 𝜖𝑡 .

The �̃� (𝑥𝑡 , 𝑥0) can be represented as:

�̃� (𝑥𝑡 , 𝑥0) =
1

√
𝛼𝑡
(𝑥𝑡 −

𝛽𝑡√
1 − 𝛼𝑡

𝜖𝑡 )

Concurrently, 𝝁𝜃 (𝑥 ′𝑡 , 𝑡) can be expressed as:

𝝁𝜃 (𝑥 ′𝑡 , 𝑡) =
1

√
𝛼𝑡
(𝑥 ′𝑡 −

𝛽𝑡√
1 − 𝛼𝑡

𝜖𝜃 (𝑥 ′𝑡 , 𝑡))

Thus, the initial loss function for calculating the prediction of

𝝁𝜃 (𝑥 ′𝑡 , 𝑡) can be reformulated into an equation predicting the noise

𝜖𝜃 (𝑥𝑡 , 𝑡).

𝐿𝑡 (𝜃 ) (8)

=E𝑥0,𝜖

[
𝛽2

𝑡

2𝜎2

𝑡 𝛼𝑡 (1 − 𝛼𝑡 )
∥𝜖𝑡 − 𝝐𝜃 (

√
𝛼𝑡𝑥0 +

√
1 − 𝛼𝑡𝜖𝑡 , 𝑡)∥2

]
It has been observed that DDPM [21] relies solely on themarginals

𝑞(𝑥𝑡 |𝑥0) during sampling and loss optimization, rather than di-

rectly utilizing the joint probability 𝑞(𝑥1:𝑇 |𝑥0). Given that many

joint distributions share the same marginals, DDIM [54] proposed

a non-Markovian forward process as an alternative to the Markov-

ian noise addition process inherent in DDPM. However, the final

non-Markovian noise addition is structurally identical to that of

DDPM, with the only distinction being the sampling process.

𝑥 ′𝑡−1
=
√
𝛼𝑡−1 𝑓𝜃 (𝑥 ′𝑡 , 𝑡) +

√︃
1 − 𝛼𝑡−1 − 𝜎2

𝑡 · 𝜖𝜃 (𝑥 ′𝑡 , 𝑡) + 𝜎𝑡𝜖

Where 𝛼𝑡 and 𝜖 are consistent with the notations used in DDPM.

𝜎𝑡 represents the variance of the noise. The function

𝑓𝜃 (𝑥 ′𝑡 , 𝑡) =
(
𝑥 ′𝑡 −
√

1 − 𝛼𝑡𝜖𝜃 (𝑥 ′𝑡 , 𝑡)√
𝛼𝑡

)
denotes the prediction of 𝑥 ′

0
at timestep 𝑡 , given 𝑥 ′𝑡 and the pre-

trained model 𝜖𝜃 .It is worth noting that when 𝜎𝑡 = 0, the procedure

is referred to as the DDIM sampling process, which deterministi-

cally generates a sample from latent variables.
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Figure 8: Use t-SNE to represent the member and non-member data pair with the same loss value (rounded to 1𝑒 − 7) across five
loss intervals. The input to t-SNE is the output of each sample from the last layer of the attack model.

B Additional Likelihood Ratio Attack Details
Carlini et al. [3] contend that it is erroneous to consider the ramifica-

tions of misclassifying a sample as a member of the set as identical

to those of incorrect non-member set designation. As a result, they

proposed a new evaluation metric and introduced their improved

method, LiRA, which proved to be far more effective than previous

MIA attack methods in experiments, with up to ten times more

efficacy under low False Positive Rates (FPRs). The shadow train-

ing technique is also needed here, but it involves creating Din and

Dout based on each shadow model’s response to the same sample

depending on whether the sample was used in the model’s training

or not. This attack method is white-box as it requires access to the

model’s output loss and some prior knowledge of the target mem-

ber’s dataset, necessitating the use of target points in the shadow

model’s training.

Λ =
𝑝 (confobs | Din (𝑥,𝑦))
𝑝 (confobs | Dout (𝑥,𝑦))

The term ‘confobs’ refers to the value generated by applying

negative exponentiation and logit scaling to the loss produced

by the target model for an observed image. ‘Din’ represents the

distribution derived from the processed loss for the member set,

while ‘Dout’ stands for the distribution established based on the loss

generated for the non-member set samples.

Evidently, the form of LiRA’s online attack necessitates retrain-

ing the shadow model each time a target point (𝑥,𝑦) is obtained.
This approach represents a substantial and arguably uneconomical

consumption of resources.

Hence, after proposing this online attack form with many con-

straints, Carlini et al [3]. suggested an improved offline attack form

that does not require target points in shadow models’ training and

modifies the attack form to:

Λ = 1 − Pr[𝑍 > confobs],where 𝑍 ∼ Dout (𝑥,𝑦)) .

However, the success rate of offline attacks is considerably lower

compared to online attacks.

C Additional Information for Methodology
In Section 3, we establish the theoretical foundation for GSA1 and

GSA2. Specifically, we emphasize that the loss-based attack faces a

challenge: when member and non-member samples have the same

loss value, the attack loses effectiveness. We demonstrate that, in this

situation, the gradient data differ between the two samples.

Therefore, we aim to provide experimental evidence to support

this claim in this section. Following the attack pipeline, we continue

to use gradient data from the shadow model to train an attack

model. Then, we compare the loss values of member and non-

member samples in the target model. When the loss values of

member and non-member samples are the same, we collect them

as a data pair. After collecting all data pairs in the target model

member/non-member set, we feed all data pairs into the attack

model and extract embeddings from the last layer as inputs to do the

t-SNE visualization. In Figure 8, we divide the range of loss values

into five intervals and present the data pairs in each interval. It is

clear that members and non-members can have different gradients

in each data pair. Moreover, the member and non-member samples

can form distinct clusters. These results indicate that the challenge

posed by identical loss values can be overcome by using gradient

data, and that gradient data can serve as better features for the

attack.

D Additional Information for Existing Work
D.1 SecMI attack
Drawing from the deterministic reversing and sampling techniques

in diffusion models as presented by Song et al. [57] and Kim et

al. [29], Duan et al. [12] proposed a query-based method that lever-

ages the sampling process and reverse sampling process error at

timestep 𝑡 as the attack feature. The approximated posterior esti-

mation error can be expressed as:

ℓ̃𝑡,𝑥0
= ∥𝜓𝜃 (𝜙𝜃 (𝑥𝑡 , 𝑡), 𝑡) − 𝑥𝑡 ∥2

where

𝜓𝜃 (𝑥𝑡 , 𝑡) =
√
𝛼𝑡−1 𝑓𝜃 (𝑥𝑡 , 𝑡) +

√
1 − 𝛼𝑡−1𝜖𝜃 (𝑥𝑡 , 𝑡)

represents the deterministic denoising step, and

𝜙𝜃 (𝑥𝑡 , 𝑡) =
√
𝛼𝑡+1 𝑓𝜃 (𝑥𝑡 , 𝑡) +

√
1 − 𝛼𝑡+1𝜖𝜃 (𝑥𝑡 , 𝑡)

signifies the deterministic reverse step(also called DDIM deter-

ministic forward process [29]) at time 𝑡 , as defined in the original

work [29, 54, 57]. 𝑥𝑡 is obtained from the recursive application of

𝜙𝜃 , given by 𝜙𝜃 (. . . 𝜙𝜃 (𝜙𝜃 (𝑥0, 0), 1), 𝑡 − 1).
Based on ℓ̃𝑡,𝑥0

, the authors proposed SecMI𝑠𝑡𝑎𝑡 and SecMI𝑁𝑁𝑠 ,

which employs the threshold-based attack approach [64] and neural

network-based attack method [52], respectively.
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D.2 Proximal Initialization Attack (PIA)
Building upon the work of Duan et al. [12], Kong et al. [30] also iden-

tified the deterministic properties inherent to the DDIM model [29,

54, 57]. In the DDIM framework, given 𝑥0 and 𝑥𝑘 , it is feasible to

utilize these two points to predict any other ground truth point

𝑥𝑡 [30]. Consequently, this methodology employs the ℓ𝑝 -norm to

compute the distance between any ground truth point 𝑥𝑡−𝑡 ′ and its

predicted counterpart 𝑥 ′𝑡−𝑡 ′ . After leveraging the ground truth ex-

traction properties of DDIM [29] and utilizing the sampling formula

from [54], the equation to compute the distance is given by:

𝑅𝑡,𝑝 = ∥𝜖𝜃 (𝑥0, 0) − 𝜖𝜃 (
√
𝛼𝑡𝑥0 +

√
1 − 𝛼𝑡𝜖𝜃 (𝑥0, 0), 𝑡)∥𝑝 .

The notation in the above equation is consistent with the DDPM

model, where 𝑅𝑡,𝑝 denotes the distance. Given that 𝜖 is initialized

at 𝑡 = 0, this method is termed the Proximal Initialization Attack

(PIA). When normalizing 𝜖𝜃 (𝑥0, 0), it is referred to as PIAN (PIA

Normalize). This work employs a threshold-based [64] attack ap-

proach.

Compared to SecMI [12], the attack accuracy has seen a notable

improvement. Yet, when juxtaposed with white-box attacks [4, 27],

the success rate of this model attack remains suboptimal.

D.3 GAN-Leaks
GAN-Leaks [5] is a pivotal work in the realm of MIA against GAN

models. This work meticulously breaks down attack scenarios into

categories based on the level of access to the latent code, generator,

and discriminator. For each category, from full black-box to acces-

sible discriminator, GAN-Leaks presents tailored attack methodolo-

gies. This work formalizes MIA as an optimization problem. For a

given query sample, the goal is to identify the closest reconstruction

by optimizing within the generator’s output space. A query sample

is deemed a member if its reconstruction error is smaller. This can

be represented as:

R(𝑥 |G𝑣) =𝐺𝑣 (𝑧∗), where 𝑧∗ = argmin

𝑧

𝐿(𝑥,𝐺𝑣 (𝑧))

where 𝐿(·, ·) represents the general distance metric,𝐺𝑣 denotes the

victim generator, and 𝑧∗ is the optimal estimate.

GAN-Leaks [5] is a straightforward attack approach that can

be universally applied across diverse settings and generative net-

works. However, its reliability is contingent upon the quality of

the reconstructed image, which can be significantly influenced by

the complexity of the original image. A complex image, even if it

is from the training set, might encompass intricate details leading

to a substantial discrepancy between the reconstructed and query

images, resulting in misclassification. To address this, the authors

employed a calibration technique to rectify such inaccuracies, en-

suring commendable attack accuracy for GAN-Leaks on smaller

datasets (comprising fewer than 1000 images). Nonetheless, when

applied to extensive datasets, the efficacy of GAN-Leaks diminishes.

D.4 Likelihood-based Attack
The log-likelihood of the samples can be used to conduct a mem-

bership inference attack. The formula is given by:

log 𝑝 (𝑥) = log𝑝𝑇 (𝑥𝑇 ) −
∫ 𝑇

0

∇ · ˜f𝜃 (𝑥𝑡 , 𝑡)dt.

This equation was originally proposed by Song et al. [57]. If the

log-likelihood value exceeds the threshold, the sample is inferred

as a member. The term ∇ · ˜f𝜃 (𝑥𝑡 , 𝑡) is estimated using the Skilling-

Hutchinson trace estimator, as suggested by Grathwohl et al. [16].

E Additional Information for Ablation Study
We employed GSA1 and GSA2 on CIFAR-10, ImageNet, and MS

COCO to further conduct layer-wise reduction as mentioned in Sec-

tion 3.2, aiming to reduce computational time and resource con-

sumption. The experimental results are presented in Figure 9.
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Figure 9: Using GSA1 and GSA2 on CIFAR-10, ImageNet, and MS COCO, we can reduce the layers needed for gradient extraction
without compromising attack effectiveness. Notably, for attacks on ImageNet-trained DDPM, only 30% of the layers are required
for a successful attack.
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