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Abstract

Smart home devices are becoming increasingly complex and data-
rich. The inevitable repair of these devices will be both difficult and
privacy-sensitive. A “HandyTech”—a technician for home Internet
of Things (IoT) system repair—has the potential to lower barriers
to repair, but privacy questions remain: Are people willing to use a
HandyTech to fix a broken home IoT device despite the inherent
privacy risk (i.e., allowing a third party to access potentially sensi-
tive IoT data)? We explore this question through a vignette-based,
multi-factorial survey with a nationally representative sample of
adults in the United States. We further ask whether types of devices
(i.e., smart speakers, refrigerators, and CPAP machines) and factors
adjacent to privacy and associated with the HandyTech’s work
(i.e., scope of access, state-based licensing requirements, and trans-
parency provisions) affect decisions to use or not use a HandyTech.
We find that some demographic groups are more willing than
others to use a HandyTech (e.g., younger age groups, those with
children in the home). Current ownership of more types of smart
devices increases willingness to use a HandyTech, while greater
concerns over general IoT privacy decreases willingness to use a
HandyTech. Device-specific perceptions also mattered, such that
perceived urgency to fix is strongly associated with willingness to
use a HandyTech, but concern over that device’s privacy is not. In
addition, reduced scope of access and increased transparency by the
HandyTech statistically increased willingness to use a HandyTech.
In closing, we recommend takeaways that developers and policy-
makers can engage with to decrease privacy concerns and increase
the adoption of third-party IoT repair.
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1 Introduction

It is estimated that three in five consumers in the United States will
own a smart home device by 2025 [41]. Globally, the adoption of
smart home technology is seen as imminent (even if some countries
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are expected to adopt the technology more quickly than others [19]).
In fact, consumers may have a harder time purchasing a non-smart
device than a smart device in the future [73].

The increased convenience, energy efficiency, and safety, how-
ever, do not come without a cost: Smart devices increase the com-
plexity of the digital home [8], meaning more bugs, more errors,
more vulnerabilities, and more privacy threats [87]. Complexity
also makes it more difficult for a typical consumer to locate and
repair a broken device. If a “dumb” lamp fails to turn on, it is most
likely that the light bulb has run its course, warranting a simple
replacement. If a smart lamp becomes unresponsive, it could be
that the lamp’s Wi-Fi connection needs to be reset, or maybe the
router itself has an issue, or maybe the user needs to re-log into the
app controlling the lamp and update the app’s software or lamp’s
firmware. IoT devices, unlike their non-smart counterparts, create
a bevy of potential sources for error.

On top of this, although consumers may attempt to remedy
smart home issues themselves, self-help in the smart world cre-
ates a variety of technical, legal, and social challenges [80]. For
one, manufacturers of smart devices often seek protection from
consumer tinkering by way of anti-right-to-repair agreements, bar-
ring consumers from even attempting repairs without voiding a
warranty [33]. Consumers may also lack the technical skills or the
time needed to diagnose and fix a smart device. Additionally, as
devices may have multiple owners (e.g., a landlord and a renter),
it can be socially troublesome to risk further breakage of a shared
smart device by a non-expert consumer (e.g., “bricking” a smart
refrigerator).

Finally, while some services do exist to aid with smart device
repairs, these services are often tied to specific devices per manu-
facturer or retailer agreements, leaving consumers without a clear
option for most devices and, even if the device qualifies for repair,
the device may be out of warranty given particular types of failures
or warranty shelf life. More importantly, even if the device is within
warranty and repair or replacement is an option, these solutions
nonetheless present a privacy concern (privacy here is considered
to be a broad, contextually-based, social construct [88]). The repair
of a device with potentially sensitive information on it presents
a potential privacy invasion. Literature supports this proposition
and even goes so far as to suggest that privacy invasions persist re-
gardless of whether a company orchestrates or pays for a repair [1].
Willingness may be affected if the participant is, for example, so
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concerned about privacy as to abandon the repair or refuse to send
a broken device with sensitive information on it to a shop for repair.

As prior work suggests, there may be a good solution to this
problem: the HandyTech [? ]. Just as it is common to call an electri-
cian or a plumber to fix a difficult, risky, and skillful repair on an
electrical or plumbing issue, consumers may seek a person skilled
in IoT device repair. Prior work entertaining this problem considers
the HandyTech to be “a technically skilled contractor who can set
up, repair, debug, monitor, and troubleshoot home IoT systems [8]”

Although the prior work did provide a preview of the benefits
and privacy implications of someone serving in this role, many ques-
tions remain. Who would hire a HandyTech? What demographic
characteristics do these individuals possess, and what does that say
about privacy [74]? Under what circumstances are people more
or less likely to use a HandyTech? How willing are people to let
a HandyTech fix particular devices—from those that are relatively
mundane, like a smart speaker, to those that are more privacy-
sensitive, like a smart medical device? What privacy protections
should policymakers or developers consider for the HandyTech’s
role? We grouped these inquiries around three research questions:

RQ-1 - Who is willing to use a HandyTech?

RQ-2 - What factors (i.e., access scope, transparency, and licens-
ing) influence the willingness to use a HandyTech?

RQ-3 - How does a device’s privacy sensitivity and urgency-to-fix
impact a participant’s willingness to use a HandyTech?

We set out to answer these questions in a nationally representa-
tive (n = 4, 898) vignette study conducted by YouGov in July 2024.
Participants were randomly assigned to own one of three broken
smart devices: a smart speaker, a smart refrigerator, or a smart con-
tinuous positive airway pressure (CPAP) machine. These devices
were picked to provide a spectrum of privacy sensitivity and high-
to-low urgency to fix: A smart CPAP machine is a life-saving health
device that monitors sensitive health information, and is therefore
likely highly private and urgent to fix; a smart refrigerator, on the
other hand, may not contain sensitive information, but is likely
urgent to fix in order to prevent food from spoiling; finally, a smart
speaker is somewhat privacy-invasive, but likely presents less of
an urgent need to fix.

A vignette described the role of a HandyTech in fixing these
hypothetically broken devices, and participants were given two of
three conditional factors: The scope of access a HandyTech has (i.e.,
more access may be more privacy-invasive); the HandyTech being
licensed (i.e., whether state-based merits requirements for being a
HandyTech affect willingness to use the HandyTech); and the level
of transparency the HandyTech provided following a repair (i.e.,
either all actions the HandyTech took in repair were shared with
the participant or none of the actions were shared). These factors
represent action items for developers and policymakers in the third-
party repair context. For example, if people are more willing to use
a HandyTech when access scope is reduced, then a developer may
find it fruitful to design access control mechanisms in the context of
third-party device repairs. Likewise, if participants are more willing
to use a HandyTech to fix a device when a receipt of all actions
taken during a repair is provided, then policymakers or industry
standards organizations may look to requiring this type of trans-
parency by default, similar to how the auto repair industry has been
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pushed toward regulatory protections requiring transparency [32].
Finally, a policymaker may be interested in considering how an
emerging HandyTech industry should be licensed, similar to the
requirements for other highly technical repairs of products, such
as auto-repair, which is inherently opaque to users and creates
privacy or security concerns that are not easily addressed by indi-
viduals [32]. Afterward, participants were given a 5-point Likert
question to determine how willing they were to use a HandyTech
to fix their device.

We find that demographic groups, privacy-adjacent factors, and
devices are all relevant in a participant’s determination to use a
HandyTech. Age, with younger participants being more willing to
use a HandyTech, and current ownership of smart devices, with
more devices associated with more willingness to use a HandyTech,
were statistically significantly related to a participant’s willingness
to use a HandyTech. The factors of access scope and transparency
were also significantly related to willingness, with less access by the
HandyTech and more transparency about the HandyTech’s actions
making participants more likely to use the HandyTech. The type of
device was also related to willingness to use a HandyTech, with the
most urgent-to-fix devices (i.e., the CPAP and refrigerator) having
a clear impact on willingness, but privacy had a less clear impact.
In general, participants who were more privacy-sensitive about IoT
data sharing were less likely to use a HandyTech.

The rest of this paper is organized as follows. In Section 2, we
discuss the differences between traditional home appliances and
smart home appliances, followed by the related work on smart
home technologies, privacy, and repair. We then provide details on
the methodology and data used to address our research questions
in Section 3. In Section 4, we provide our findings and address
additional analyses to test our research questions. We end with a
discussion in Section 5.

2 Background and related work

In this paper, we investigate a particular type of third-party repair
person, the HandyTech, a position we envision for a future where
smart home devices are the norm and, as it is today, those devices
break [8]. A HandyTech would serve a similar role as a plumber
or electrician, but focuses on fixing IoT home devices. We aim to
explore people’s comfort and willingness to use a HandyTech, in
turn shedding light on how participants perceive privacy in the
context of third-party repairs. Our work touches on prior work
in four different areas: smart home device challenges, privacy in
the context of smart home devices, comfort in device repair, and
competing considerations involving privacy choices.

2.1 Smart home device challenges

More and more devices are becoming “smart” and many of these
devices are being used in the home [59]. From light bulbs to re-
frigerators to dishwashers, the proliferation of Internet-connected
devices (i.e., IoT) is rapidly advancing. In global assessments of
IoT adoption, more than half of all households had an IoT device,
with some regions, like North America, having one or more smart
devices in over 70% of all homes [49]. These smart devices can assist
with the automation of tedious home tasks, safety functions, and
the ability to manage the home remotely [25, 70, 79].
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At the same time, for all of their convenience, these devices
greatly increase the complexity of the home [24]. Adding Internet
connectivity to a device also adds a host of complex networking pro-
tocols, software paradigms, and infrastructure [9, 13, 16, 23, 61, 63,
81, 83, 92, 93]. Together, this can cause problems in security, usabil-
ity, abuse, functionality, and privacy [6, 26, 37, 62, 90]. Researchers
have looked into each of these areas, focusing on automating se-
curity patches for smart devices, improving the usability of the
devices, or canvassing privacy issues [11, 42, 86]. Here, we focus
on a particular resource that can aid in many of these problems,
a third-party expert who can patch security flaws, repair broken
devices, or assist with privacy preferences.

2.2 Privacy for smart home devices

A large body of related work covers research on privacy con-
cerns over smart home technologies, which range across many
fields [18, 38, 40, 44, 56, 58, 65]. Studies focusing on privacy find
that people’s expectations of and concerns about privacy vary with
social context [66], such as the type of data, the recipient of the data,
the purpose of the data, and whom it benefits [12, 38, 40, 58, 65].
Depending on these contextual factors, people’s comfort with data
collection shifts [82]. Being less comfortable with data coming from
more private spaces exemplifies the issue for a HandyTech, who
necessarily works in the context of a home, where privacy is often
at its zenith [21]. This can lead to a refusal to adopt certain devices
like smart speakers [50], smart watches [55], or smart lights [45].
Some users, however, value the benefits offered by smart home tech-
nologies [50, 56, 72], and, where sufficient trust and well-justified
purposes or general utility exist, users may even be willing to allow
invasive data collection [44].

2.3 Comfort in device repair

Despite becoming much more prevalent in homes, smart home
devices face challenges regarding repair. As pointed out by Sailaja
et al., establishing repairability for smart home devices requires a
joint effort from various disciplines, such as law, sociology, com-
puter science, design, and more [80]. Beyond this, few researchers
have investigated the repair issues of smart home devices from the
perspective of a third-party repair person. However, researchers
have looked into smartphone repair shops and the privacy impli-
cations behind them [4, 22, 36]. Prior studies show that the device
repair industry lacks policies or standards to protect data residing
on customers’ devices [22, 36]. Ahmed et al. even found that some
technicians may sell customers’ data that they got through snoop-
ing [4]. On the other hand, Ceci et al. discovered that 33% of the
broken devices they investigated were not repaired due to privacy
concerns [22]. These findings could be easily generalized to the
smart home contexts, where similar privacy challenges exist. Thus,
more studies are needed on alleviating customers’ privacy concerns
when repairing their smart home devices.

2.4 Privacy decision making

Privacy decisions are not made in a vacuum. For instance, it is well
documented that demographic attributes affect privacy choices [5,
74]. Another long line of literature has looked into the factors
users weigh when making privacy-relevant choices. This literature
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is often grouped under the claimed “privacy paradox”: the idea
that users will make choices negatively affecting their privacy de-
spite holding pro-privacy opinions. This paradox is not without
direct application to smart home privacy. For example, researchers
in IoT have looked at this paradox from a device adoption stand-
point and found that despite privacy concerns, users still adopt
IoT devices [54]. That point aside, researchers have also found
clear connections to increased privacy concerns in the smart home
context [96].

Critics of the claimed “paradox” are many and range in disci-
pline [39, 46, 89]. The overall theme is that behavior may or may
not be associated with particular attitudes toward privacy: When
privacy is studied as a multidimensional concept [30], actual pri-
vacy choices versus hypothetical privacy choices are considered [2],
people with heightened privacy preferences are studied in compar-
ison [29] and the calculus of trade-offs is taken into account [53]
the paradox is narrowed or deemed to not exist at all. In turn, the
prevailing view of privacy decision-making is that it is complex and
multidimensional—users make privacy-relevant decisions based on
a variety of factors and personal beliefs. A user’s decision negatively
impacting privacy may not related to the user’s overall attitude
toward privacy, may be biased given an uninformed understanding
of technology, may be reliant on alternative paths besides informa-
tion sharing to protect privacy, or may be the result of fatigue, time
pressures, or a prioritized utility in a specific context.

3 Methods

We set out to understand how receptive people are to the idea
of using a third party to fix broken smart devices in their homes.
Participants were given a hypothetical scenario involving a broken
IoT device to which they were randomly assigned in a between-
subjects! design: (1) smart speaker, (2) smart refrigerator, or (3)
smart CPAP machine (see Appendix A for full vignette description).
These devices were picked because each has unique characteristics
that make the device more or less urgent to fix and more or less
privacy-invasive. Below, we provide more details on why each
device was picked.

3.1 Privacy and urgency-to-fix

We wanted to understand how privacy and urgency affect willing-
ness to use a HandyTech. Addressing these properties (privacy and
urgency to fix) would allow for more generalizable results (e.g., how
to accommodate privacy concerns) and an improved understanding
of how people feel about the privacy implications of third-party IoT
repairs. One option to address these properties would have been to
ask participants to imagine a scenario where a smart home is full of
devices, and some of those devices are private, urgent to fix, or both.
This scenario, however, lacks ecological validity and incorporates
too many compounding and unknown factors that would make
it difficult to glean takeaways from. Therefore, we instead picked
devices—based on a literature review (see Section 3.3)—that were
known to be private, urgent-to-fix, or both, and incorporated those
into the vignettes. This follows our desire to learn not about devices

!'This work is part of another study, but has been isolated to consider only the between-
subjects aspects of the study. In the full study, participants were also asked a follow-up
question about a smart light as a secondary device type (i.e., a within-subjects study).
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specifically, but about the properties of those devices (privacy and
urgency) in a more realistic setting.

The problem is that this approach still leaves room for partici-
pants to personally interpret a device’s urgency or privacy. We felt
it necessary, therefore, to be explicit about the device’s privacy or
urgency within our vignette (see Appendix A). We acknowledge
that this solution is not perfect, but it gives us control over the
scenario by having participants comment on a vignette presenting
the privacy or urgency properties. To confirm the scenario with the
way participants felt, we added questions on how the participants
felt about the device’s privacy and urgency. We took a closer look
at this throughout Section 4.4.

3.2 Privacy threat model

To better understand the privacy implications of fixing a smart
home device with a HandyTech and the potential system-level
interventions that exist, we first need to define our privacy threat
model.

In the evolving ecosystem of smart home devices, it is possible
to have a centralized smart home system, where a hub or an app can
monitor and control all the smart home devices one owns. It means
that there is a central hub or app that can monitor and control all
the smart home devices one owns. We focus on centralized smart
home systems because one of the major challenges of fixing smart
home devices, as mentioned in Section 1, is that the dysfunction of
a device may be caused by a different device due to the existence
of home automation (e.g., trigger-action programs). If all smart
home devices are managed separately, then the problem can be
simplified to a usual electronic repair. In this paper, we seek to
examine whetherpriva people are more or less willing to use a
HandyTech who needs access to the entire network versus only a
broken device.

The privacy risk that comes with a centralized system is that a
HandyTech needs to be added to the system to view the status or the
history logs of a smart home device. The challenge, however, is that
many centralized smart home systems still use an all-or-nothing
model for device-level access management [85]. We investigated
major centralized smart home systems, including Google Home,
Apple Home, Amazon Alexa, and Samsung SmartThings. As of the
date of this study, only Samsung SmartThings supports device-level
access control. Google, Apple, and Amazon do not have this type
of granular, device-level control [7, 10, 34]. What this means for
the latter three platforms is that an added user either has access to
all devices or none—i.e., a HandyTech’s access to one device means
the HandyTech has access to all devices within the system.

3.3 Devices used in the study

CPAP is a form of therapy for managing health conditions such as
obstructive sleep apnea or acute heart failure. Smart CPAP machines
use heart rate or breathing patterns—likely sensitive information—
to detect apneas and other irregularities during sleep, as well as
the amount and quality of sleep. This information is stored and
possibly transmitted to a physician or insurance company. In fact,
insurance providers often require that CPAP data be transmitted to
them in order to pay for the use of the CPAP machine. In turn, this
makes the CPAP machine both a highly privacy-sensitive device
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Figure 1: Participants from YouGov randomly assigned one
of three devices with per-factor random assignments. Factors
are based on an all-or-nothing approach.

and one that a participant might reasonably want to fix with great
urgency.

A smart refrigerator is a type of refrigerator that can connect
to the Internet and perform a variety of automation tasks. These
automation tasks can be simple, from tracking the stock of items
on hand, to more complex, such as checking expiration dates on
perishables. Given their connectivity, smart refrigerators can be
controlled remotely using a smartphone or other smart device.
Though debatable, the smart refrigerator was picked because it
likely represents a lower privacy concern than other smart devices.
While the items a person has in their fridge could arguably speak
to socioeconomic status, advertiser-desired information for future
conversions based on products purchased, and a variety of other
types of privacy invasions [77, 78], prior work suggests that at least
in terms of most or least privacy-invasive, the refrigerator is on
the lower end of the spectrum [20, 57]. At the same time, the smart
refrigerator is also highly urgent to fix, as most people do not want
cooled items to go bad. This made the refrigerator a good option to
assess high urgency and low(er) privacy.

The last device participants could have received was a smart
speaker. The smart speaker is an Internet-enabled speaker that may
be controlled by spoken commands (with the help of a “hot word”)
and is capable of streaming audio content, relaying information,
and communicating with other devices. The canonical example of a
smart speaker is Amazon’s Alexa. This device was picked because
it is likely on the low end of the spectrum for urgency to fix, and
privacy-wise, this device is reasonably in the mid-to-high range. On
the one hand, people do make sensitive voice commands to these
devices, but on the other, the smart speaker may reasonably be
viewed as less privacy-sensitive than an item like a CPAP or smart
video camera. Given this mix, this device was picked because of its
likely low urgency to fix and low-to-mid-range privacy concern.

In the next section, we describe the vignette, the measurement
of variables, and our analysis methods in more detail.

3.4 Study design

We developed our survey by reviewing existing literature on vi-
gnette study design [46, 53, 56, 57], extensively discussing the sur-
vey with our research team, and making revisions and updates
to the questions asked in an iterative fashion [71]. In the survey



Proceedings on Privacy Enhancing Technologies 2025(4)

vignette, participants were told to imagine that the device they
were randomly assigned was broken, but that a HandyTech (i.e.,
defined in the survey as someone who specializes in fixing smart
home devices) could fix the device for them. Within each device
condition, participants were given another series of randomized
features about the HandyTech’s work to evaluate how those are
associated with willingness to use a HandyTech. We cover these in
greater detail in Section 3.7.1, including the following conditions:
access scope (i.e., less or more access to smart home data), licensing
(i.e., whether HandyTech is licensed or not, implying some kind
of certified training), and transparency (i.e., how aware could a
customer be if they wanted to know what actions a HandyTech
took in a repair). Figure 1 shows an overview of the procedure.
After learning about the device/condition and the HandyTech,
participants were asked how willing they were to use a HandyTech
to fix that device on a 5-point Likert scale (1=strongly disagree,

2=disagree, 3=neither agree nor disagree, 4=agree, 5=strongly agree).

Specifically, participants responded to the statement: “I am willing
to use this HandyTech to fix this device”

After the vignette, participants were asked additional survey
questions. We sought to evaluate our priming about a device’s
urgency to fix and privacy sensitivity. After telling us if they were
willing to use the HandyTech, participants were asked to respond
to each of the following statements using the same 5-point Likert
scale of strongly disagree to strongly agree: “I feel it is urgent to fix
this device.” And “I think that the data on this device is sensitive and
private” We also included questions about the number and types of
smart devices in their homes (i.e., would participants with more IoT
devices be more willing to use a HandyTech?), and concerns about
privacy related to smart devices. To evaluate participants’ individual
privacy concerns, we adapted three questions from prior surveys to
specifically measure privacy concerns about smart devices rather
than privacy concerns more generally or overall. First, we adapted
two statements from the Deloitte 2023 Connected Consumer Survey
about concerns that devices are vulnerable to security breaches,
and that organizations or people could track them through their
devices [14, 15]. We adapted the statements to use the term “think”
instead of worry and specified “smart home devices” rather than
simply “devices.” The third privacy concern statement is adapted
from the Pew Research Center’s American Trends Panel, which asks
people how concerned they are about how companies are using the
data they collect [60]. We created a statement to gauge the extent
of worry about how data gathered by smart home devices is used.
We define our measures in more detail in Section 3.7.1. For the full
survey instrument, see Appendix A.

3.5 Recruitment

Given that we sought participant opinions representative of the
United States, we opted for a nationally represented survey that
was distributed in collaboration with YouGov,? a market research
platform that uses a proprietary double opt-in survey panel com-
prising approximately one million U.S. residents who have agreed
to participate in YouGov’s Web surveys. Our survey was piloted by
YouGov, who also handled the dissemination of the survey. YouGov

Zhttps://today.yougov.com/
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found that participants understood the questions and survey de-
sign. Participants are not paid to join the YouGov panel, but do
receive incentives through a loyalty program to take individual
surveys [97]. When joining the YouGov panel, panelists determine
how often they receive survey invitations, with a maximum of one
each day. The average number of completed surveys by a panelist
in the last 30 days is two. The average tenure of YouGov panelists
is 2.7 years. The average cooperation rate on YouGov is 21% (the
cooperation rate is the “extent to which contacted individuals coop-
erate with a request to participate in a survey” [52]). The YouGov
panel includes socio-demographic data on participant gender, age,
race and ethnicity, education level, and family income.

Participants were matched by YouGov to a sampling frame on
gender, age, race, and education. The sampling frame is a politically
representative “modeled frame” of US adults, based upon the Amer-
ican Community Survey public use microdata file, public voter file
records, the 2020 Current Population Survey Voting and Registra-
tion supplements, the 2020 National Election Pool exit poll, and the
2020 Current Employment Statistics surveys, including demograph-
ics and 2020 presidential vote. The matched cases were weighted to
the sampling frame using propensity scores. The matched cases and
the frame were combined, and a logistic regression was estimated
for inclusion in the frame. The propensity score function included
age, gender, race/ethnicity, years of education, region, and home
ownership. The propensity scores were grouped into deciles of the
estimated propensity score in the frame and post-stratified accord-
ing to these deciles. The weights were then post-stratified on the
2020 presidential vote, as well as a four-way stratification of gender
(binary), age, race, and education to produce the final population
weight. We did not filter participants for required ownership or
experience with smart home devices. We opted to include these
participants because we felt that their perspective was valuable: We
want to know how this percentage of the population feels about
third-party IoT repair and the privacy concerns these repairs war-
rant. We also wanted our study to be representative, which would
be skewed if we added filters like this.

3.6 Ethical considerations

The study was evaluated by the IRB at the University of Michigan
and deemed to be exempt from review because the survey used
a panel of participants, of which: (1) the identity of the human
subjects could not readily be ascertained, directly or through iden-
tifiers linked to the subjects; and (2) any disclosure of the human
subjects’ responses outside the research would not reasonably place
the subjects at risk of criminal or civil liability or be damaging to
the subjects’ financial standing, employability, educational advance-
ment, or reputation. As we commissioned YouGov for recruitment
and survey distribution, YouGov handles the compensation through
its own internal point systems, where the participants can earn
points by completing surveys and redeeming points for various gift
cards or cash. YouGov follows recommended best practice proto-
cols for panel recruitment, informed consent per survey, and data
quality [75, 94, 97]. We agreed with YouGov to follow all recom-
mended practices as defined by human subjects research protocols.
Only researchers listed on the IRB had access to survey data. When
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accessing data, it was stored securely in a password-protected com-
puter or in a secure third-party location, such as Google Drive.

3.7 Variable measurement

Our key research questions related to using a HandyTech are: who is
willing? Do factors related to the work of the HandyTech influence
their willingness? Does willingness to use one vary by how privacy-
sensitive or urgent it is to fix the device? Our dependent variable
is based on participants’ responses to the statement “I am willing
to use this HandyTech to fix this device” selecting one response
from a 5-point Likert scale (strongly disagree to strongly agree). In
our primary analyses, described in more detail in Section 3.8, we
conduct linear regression to identify how individual characteristics,
including concerns about smart home device privacy and security,
as well as features of the HandyTech’s work (access scope, licensing,
transparency), and the types of devices (smart speaker, smart refrig-
erator, smart CPAP machine), are associated with willingness to use
the HandyTech. We also examine how participants’ assessments
of a device’s privacy and urgency-to-fix fit with our descriptions,
and further use this variation to examine how device privacy and
urgency are associated with willingness to use the HandyTech.

3.7.1 HandyTech work features. In order to learn more about fac-
tors that may soon be recommended regarding technicians to install
and repair smart home devices, we examine whether: (1) limiting
access to the broken smart device, and/or (2) providing information
that the technician is licensed, and/or (3) providing transparency
about the repair work, increases willingness to use a third-party
repair technician.

Access scope. When someone like a plumber comes to repair
something like a broken bathroom sink, the customer is likely
aware that the plumber will see and have access to everything
in the bathroom where the sink is. It might even make sense for
the plumber to see and have access to an adjacent room, if the
plumbing is connected between the two. Given this knowledge,
many people will tidy up a bathroom where the plumber is going
to work, and may even tidy up nearby rooms if there is a chance
the plumber will need to have such access. Likewise, some rooms
may be considered off-limits to the plumber, such as the garage or
a faraway bedroom. People may even lock certain doors that they
do not want the plumber accessing. These actions are done in part
to ensure that privacy is maintained when the third-party plumber
makes a visit.

With this in mind, we follow our privacy threat model (Sec-
tion 3.2) and provide a similar access-based system in the case of
third-party IoT repair. It is easy to imagine that people would feel
more comfortable with, and be more willing to use, a HandyTech
who has limited access to potentially sensitive smart home data.
However, given the potential cyber-physical interactions among
the devices on the network, it is possible that the HandyTech may
need to access the entire home network of all smart home devices
in order to investigate the cause of the device not working. There-
fore, to measure access scope, we use a randomized condition that
states that the HandyTech requires either access to all devices on
the home network or only the broken device. Although the access
scope distinction could be finer-grained, we decided to focus on the
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experimentally testable extremes in this study, comparing access
to either the broken device only or the entire network.

Licensing. State-based or federal licensing schemes seek to
prevent harms that may occur in certain types of industries. For
example, the likelihood of fraud by auto-mechanics—most people
do not know how much certain auto parts should cost, have no
way of verifying whether and how work was done, and a vehicle
is a necessary tool for commuting to work—has led to the prolif-
eration of state-based laws that mandate transparency about fees
and the types of information that must be recorded about vehicle
repairs [35]. Some industries also require a certain level of skill,
or competency, to ensure safety, such as physicians. Finally, some
industries mandate that workers carry insurance to ensure that
errors or problems in providing a service may be amicably resolved.
Licensing schemes bundle all of these policy interests together in
order to cultivate a higher degree of trust in the use of a service.
A “licensed” auto mechanic who may have a required amount of
in-service skill training, for example, is likely more trustworthy
and causes fewer safety errors than an unlicensed auto mechanic.
Licensing does not comport with skill, but may serve as a proxy for
trust and safety, potentially increasing willingness to use a service.

We measure the effect of licensing through a randomized condi-
tion that states either that the HandyTech is licensed or by having
no statement about licensing in the vignette. We did not provide any
specific details regarding who issues the license (e.g., government
entity, industry body), what the licensing requirements are, or what
aspects of the work are licensed. Instead, we sought to test simply
whether describing the HandyTech as “licensed” or having no such
description would influence willingness to use the HandyTech. If
licensing matters, it may be important for future work to consider
aspects of licensing specifically.

Transparency. Transparency is a common approach to build-
ing trust in services. In the auto-mechanic example listed above,
transparency is often wrapped into consumer protection laws, given
its efficacy in producing safer and more trustworthy services.

We measure transparency through a randomized condition that
states either that the participant will or will not receive a list of all
the HandyTech’s actions to fix the device. We deliberately leave out
details about how the list or log is designed, instead only telling
participants that all the actions of the HandyTech will or will not
be available. Our intention is not to determine how logs should be
designed, but rather to test simply whether having transparency
about the actions alone affects willingness to use a HandyTech. Fu-
ture research is needed to better understand how the HandyTech’s
actions can be clearly and understandably presented to customers.

3.7.2 Individual characteristics. We also sought to examine how
individual concerns about smart home privacy may be related to
willingness to use a HandyTech. As noted above, we adapted three
statements about privacy from prior studies from Deloitte [14, 15]
and Pew Research Center [60], using a 5-point Likert scale from
strongly disagree (1) to strongly agree (5) as a response:

e I worry about how the data gathered by smart home devices
could be used.

o Ithink that my smart home devices are vulnerable to security
breaches.
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o I think that organizations or people could track me through
my smart home devices.

To measure smart home privacy concerns, we noted that the
three variables were intercorrelated (r=.57-.59), with a Cronbach’s
alpha of 0.804. We computed a mean score by taking the average of
the three variables. (Confirmatory factor analysis showed 1 factor
explaining 72% of the variance. The factor score was correlated
with our mean score at r=1.0, so we used the mean variable as a
straightforward measure.)

In addition to individual privacy concerns about smart homes,
we include individual demographic and household characteristics
gathered as part of the panel survey. sThese include: binary gender
(male/female), age, race/ethnicity, education level (college grad-
uate/not a college graduate), family income, children (child < 18
years old live in home or not), marital status (married/partner versus
not married), home type (single family versus other), homeowner
(yes/no), number of smart home device types present in home (0-5+),
region type (metropolitan/micropolitan/rural), and neighborhood
owner-occupancy rate (based on zip code).

3.8 Analytic strategy

This section outlines our approach to analyzing our vignette study
data to address our three research questions: who is willing to use
a HandyTech (individual characteristics); which HandyTech factors
(access scope, transparency, and licensing) affect willingness to use
a HandyTech; and how the type of device, and perceptions of the
device’s urgency-to-fix or privacy sensitivity impact willingness.
Demographics and individual characteristics. First, we
analyze the individual demographic and household characteristics
associated with participants’ willingness to use a HandyTech us-
ing multivariable OLS regression on the 5-point response to the
statement “I am willing to use a HandyTech to fix this device””

HandyTech factors. We also use multivariable OLS regres-
sion to determine the effect of device types, and within each type
of device, the effect of access scope, transparency, and licensing.
Each model includes all individual demographic and household
characteristics.

Urgency and privacy. Finally, we examine how participant
perceptions of the levels of urgency and privacy for each device
influence willingness to use the HandyTech. We utilize multivari-
able OLS regression for each separately, and then show how the
interaction of perceived urgency and privacy affects willingness to
use the HandyTech. Again, models include individual demographic,
household, and vignette features.

In a series of sensitivity analyses, we consider the robustness of
our findings in two different ways. First, we conduct our analyses
on a subsample that includes only those participants who reported
having one or more smart devices in the home. Our findings are
substantively consistent with those reported below. Second, given
that our dependent variable is an ordinal measure, we conduct
alternative nonparametric analyses to evaluate the robustness of
our findings. We tested ordinal regression models (both ordered
logistic and ordered probit) of the Likert response on willingness to
use HandyTech, but neither model met the proportional odds (i.e.,
parallel regression) assumption, indicating that the effects are not
the same across all thresholds (cutpoints) of the ordinal outcome
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variable. Thus, we conducted a multi-variable binary logistic re-
gression with the dependent variable as a dichotomous 0-1 variable
(agree or strongly agree=1; neither agree nor disagree, disagree,
strongly disagree=0) to analyze how our independent variables of
interest affect the likelihood of agreeing to use the HandyTech or
not. These findings are also substantively consistent with those
reported below.

3.9 Limitations

Our study has a number of limitations that should be considered
when interpreting the results. First, vignettes are artificial scenarios,
which may not fully reflect the complexities and nuances of real-life
situations, potentially limiting the generalizability of findings to
real-world contexts [31]. Second, because vignettes present only a
limited set of details by design, important contextual factors that
could influence decision-making or perceptions may be omitted. A
third limitation is that some vignette factors may be understood or
interpreted differently across participants, which may introduce
unexpected variance, limiting our ability to identify differences
between our conditions. And although we attempted to make the
survey less biased by limiting questions and attempting to present
questions in a neutral way, traditional survey biases like fatigue,
social desirability, and satisficing still apply [47, 48, 64].

Finally, our study represents the adult population of the United
States only. We opted for the context of the United States as it was
one we were familiar with. We do this in part because countries
differ significantly in policies governing privacy as well as the use of
new technologies, and so focusing on only one policy environment
reduces the complexity of the model. It should not be assumed that
the findings apply to settings outside the United States, and we
urge future work to engage more deeply with these questions in
other cultures and contexts.

We also would like to note that our survey aims to study pri-
vacy and urgency-to-fix in the setting of a HandyTech, instead of
specific smart home devices. The specific devices were picked to
highlight those properties (privacy versus urgency-to-fix). As noted
in section 3.1, we primed participants of these properties in the
vignettes. This deliberate study design is a common practice in sim-
ulating an environment for the purpose of a more precise study—as
researchers often do in varying vignette conditions [3, 17, 84].

At the same time, this design in some ways primes participants
to feel a certain way, which we acknowledge here as a limitation
affecting our questions of willingness generally and, most particu-
larly, Section 4.4. We use Section 4.4 to fully explore the variance
in the way people felt about a device’s urgency or privacy in order
to evaluate the impact of our priming. We urge future work to look
in more detail at how devices generally affect willingness without
this type of explicit reference to privacy or urgency to fix.

4 Results

YouGov surveyed a nationally representative sample of 5,332 adults
in the United States in 2024. The final sample of completed vignettes
for this study is n = 4, 898 participants. The total time to complete
the survey was about 20 minutes. We next describe participant
demographics and then provide results grouped around our three
research questions.
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Table 1: Participants

Gender (binary) Race/Ethnicity

Female 51% Non-Hispanic white 63%

Male 49% Hispanic 16%
Non-Hispanic black 13%

Education Asian/Asian American 4%

Not a college grad. 66% Two+ races 2%

College grad. 34% Other 2%
Native American 1%

Age

18-29 21% Children

30-39 16% No 77%

40-49 15% Yes 23%

50-59 16%

60-69 19% Marital partner

70+ 13% No 51%
Yes 49%

Annual family income

Less than 30,000 24% Home type

30,000 - 49,999 15% Single family 79%

50,000 - 99,999 29% Multifamily 20%

100,000 - 149,999 14% Other 1%

150,000 - 199,999 4%

200K+ 4% Homeowner

Prefer not to say 9% Yes 67%
No 33%

No. smart home devices

5+ 39% Neighborhood

2-4 34% Metropolitan 85%

1 14% Micropolitan 8%

None 13% Rural 7%

4.1 Participant demographics

As this is a nationally representative sample of the United States,
the participant demographics are similar to the population of the
United States based on various sources detailed in Section 3.5.

More specifically, as shown in Table 1 (full details in Appendix B),
51% of participants are female, 63% report non-Hispanic white race,
with 13% non-Hispanic black race, 16% Hispanic, 4% Asian/Asian
American, 1% Native American, 2% reporting two or more races,
and about 2% reporting another race. One-third of participants
have a college degree or greater. About one-fifth of participants
are between 18-29 years of age (21%), 31% are between 30 and 49
years, 26% are between 50 and 64 years, and 21% are aged 65 or
more years. Over one-third of participants have annual incomes less
than $50,000, while about one-fifth have annual incomes greater
than $100,000. Nearly 10% of participants preferred not to report
their income. We include these participants rather than dropping
them because not sharing income information is a signal of privacy.
Almost half of the participants report being married or living with
a partner (49%) versus some other marital status, while about 23%
report having at least one child under the age of 18 years old living
in the home. Most participants live in a single-family dwelling (77%),
and two-thirds own their homes. Only about 13% of participants
said they had no smart devices in their homes, while the majority
have two or more types of smart devices (73%).

4.2 Who is willing to use a HandyTech?

Figure 2 shows how individual characteristics affect willingness to
use a HandyTech from the multivariable regression including all
individual and vignette characteristics (full model results shown
in the first column of Table 3 in the Appendix C). All else equal,
women are less willing to use a HandyTech than men. Likewise,
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Figure 2: Demographic impacts on willingness
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Who will use a HandyTech: OLS multi-variable regression coefficients for select indi-
vidual, family, and neighborhood variables on willingness to use HandyTech, across all
devices, controlling for all vignette characteristics and other non-significant variables
(home ownership, household type including single-family and multiunit, and regional
factors). Full model shown in Table 3 in the Appendix. *p < 0.05, **p < 0.01, ***p < 0.001

all adults 30 years or older are significantly less willing to use a
HandyTech than those aged 18-29 years. There are no real differ-
ences in willingness by race and ethnicity, except that those who are
included in the Other race category are less willing than those who
are non-Hispanic White. There are no differences in willingness to
use a HandyTech by education level.

Family and household characteristics are also associated with
willingness to use a HandyTech. Participants who are married or
have a partner are less willing to use a HandyTech than those
without a partner. It is unclear to us why marital status would be
associated with willingness. In contrast, participants with one or
more kids (under 18 years old) at home are more willing to use a
HandyTech, though again it is unclear to us why these characteris-
tics affect willingness.

Neither homeownership nor living in a single-family home sig-
nificantly affects willingness to use a HandyTech, nor does geo-
graphic area (data not shown). The owner-occupancy rate of the
neighborhood does, however, have higher rates associated with
marginally but significantly less willingness. Ownership of smart
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Figure 3: Privacy concern and willingness
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OLS multi-variable regression coefficients for individual privacy concerns about smart
devices on willingness to use HandyTech, across all devices and for each separate
device (CPAP, Refrigerator, Speaker), controlling for vignette characteristics, sociode-
mographics, family characteristics, number of smart devices in home, and regional
factors. *p < 0.05, “*p < 0.01, ™*p < 0.001

home devices, however, strongly influences the willingness to use
a HandyTech. Those who own two or more types of smart devices
are more willing to use a HandyTech compared to those who do
not own any smart devices.

Figure 3 shows the impact of individual concerns about smart
device privacy on willingness to use a HandyTech. Here we break
out the effects for the model with all devices as well as for each
type of device in the vignettes. Compared to those with low privacy
concerns (the referent category), those with medium concerns are
less willing to use a HandyTech overall and across each device,
except for the smart speaker. Those with high concerns are less
willing to use a HandyTech compared to those with low privacy
concerns overall and for each device.

4.3 What factors (i.e., access scope,
transparency, and licensing) influence the
willingness of using a HandyTech?

We also sought to determine whether HandyTech work factors
influenced willingness to use a HandyTech. As shown in Figure 4,
both access scope and transparency affect willingness. On the con-
trary, the HandyTech being licensed had no statistically significant
effect. The full model is displayed as Table 4 in Appendix C.

Willingness to use a HandyTech is lower when the HandyTech
needs access to the entire home network (versus just the broken
device) across all devices, and for the smart CPAP and smart refrig-
erator, but not the smart speaker. This finding indicates that the
more access required by home IoT repair services, the less willing
people are to use them.

Transparency about the HandyTech’s actions taken to fix the
device had the opposite effect, causing greater willingness to use
a HandyTech for each and all devices. The finding indicates that
smart device owners will want to have some information about the
work the HandyTech has done in order to be willing to use them.

Reitinger et al.

Figure 4: Factors impacting willingness
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HandyTech work factors on willingness to use a HandyTech. OLS multi-variable regres-
sion coefficients for HandyTech work factors on willingness to use HandyTech across
all devices and for each separate device (CPAP, Refrigerator, Speaker), controlling for
sociodemographics, family characteristics, number of smart devices in home, privacy
concerns, and regional factors. *p < 0.05, *p < 0.01, ***p < 0.001

4.4 How does a device’s privacy sensitivity and
urgency-to-fix impact a participant’s
willingness to use a HandyTech?

We note that since we included statements about urgency and
privacy with the type of device, we need to evaluate the impact
of those statements on our results. As stated above, we based our
vignettes around devices known to have those features. Here, we
take a detailed look at how participants’ perceptions of urgency
and privacy sensitivity related to the device conditions affect the
results for willingness to use a HandyTech.

The findings above about differences in the willingness to use
a HandyTech between types of devices suggest that differences
in device urgency and privacy may be influencing willingness to
use a HandyTech. Because we hypothesized that the CPAP and
refrigerator are more urgent to fix than the smart speaker, the
CPAP and refrigerator conditions included the phrase “you want it
to be fixed as soon as possible” whereas the smart speaker included
the phrase “you don’t think it is too urgent to fix” We tested the
extent to which participants accepted these characterizations by
asking them to respond to the statement “I feel it is urgent to fix
this device” Participants agreed more strongly in both the CPAP
and refrigerator conditions compared to the speaker condition:
CPAP=3.9 > speaker=2.6, F = 1273.2, p < .001; refrigerator=3.7
> speaker=2.6, F = 831.5, p < .001 in contrast tests of marginal
effects. There is no statistical difference in the perceived urgency
to fix the device between the CPAP and refrigerator conditions.

Turning to privacy, recall that we hypothesized that the CPAP
machine and the smart speaker are more privacy-sensitive than the
refrigerator. For that, we primed the participants in the vignettes by
saying that “you think that something more sensitive or private may
get recorded” in the speaker condition, “you believe [it] includes
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Figure 5: Per-Likert urgency and privacy
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Showing the role of urgency and privacy on willingness to use a HandyTech for each
device type. Average marginal effects of urgency to fix the device and privacy of data
on the device in separate regressions of willingness to use a HandyTech (1=strongly
disagree to 5=strongly agree) by device, controlling for sociodemographics, household
characteristics, number of smart devices in the home, privacy concerns, and regional
factors. “p < 0.05; **: p < 0.01; ***: p < 0.001.

sensitive, private information about you” in the CPAP condition, but
“you don’t think any sensitive or private information is collected by
the device” in the refrigerator condition. We then tested the extent
to which participants accepted these characterizations by asking
them to respond to the statement “I think that the data on this device
is sensitive, private information.” Participants more strongly agreed
with the statement in both the CPAP and speaker conditions, with
both being statistically significantly higher than in the refrigerator
condition: CPAP=3.93, speaker=3.98 > refrigerator=3.5, F = 188.7,
p < .001 in contrast test of marginal effects.

Our findings that participants were more willing to use a Handy-
Tech in the CPAP and the refrigerator conditions than in the speaker
condition suggest that the urgency to fix the device may have a
greater effect on willingness to use a HandyTech than the privacy
sensitivity of the device. We thus run additional tests focusing on
urgency and privacy. We tested these ideas by using the variation
in participants’ agreement with both device urgency and device pri-
vacy to examine their impact on willingness to use the HandyTech.
That is, while we primed participants about these characteristics
related to each type of device, there was still variation on both
urgency and privacy agreement within each type of device. Indeed,
for each type of device, participants gave responses from 1-5 to the
statements about device urgency and privacy, so we used this vari-
ation to test the extent to which urgency and privacy perceptions
influenced willingness to use the HandyTech for each device.

Figure 5 shows that willingness to use a HandyTech is associated
with perceived urgency to fix the device within each type of device.
That is, across each device, those who disagreed that it was urgent
to fix the device (Urgency=1 or 2) were significantly less willing
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Figure 6: Willingness by low-high urgency and privacy
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Showing willingness to use a HandyTech by perceptions of urgency and privacy of the
device. Average marginal effects on willingness to use a HandyTech of the interaction
of urgency to fix the device and privacy of data on the device in separate regressions
by device, controlling for sociodemographics, household characteristics, number of
smart devices in a home, privacy concerns, and regional factors.

to use a HandyTech compared to those who agreed that it was
urgent to fix the device (Urgency=4 or 5). In contrast, the same type
of analysis applied to device privacy showed no significant effect
on willingness to use a HandyTech for any of the devices. That
is, variation in perceived privacy-sensitivity of the device did not
affect willingness to use the HandyTech.

Similarly, Figure 6 shows the results of an interaction between
urgency and privacy on willingness. This analysis confirms the
previous findings for urgency and privacy separately: for each
type of device, those who perceived it was urgent to fix the de-
vice were more willing to use HandyTech regardless of the level
of perceived privacy (i.e., HighUrgency/HighPrivacy and HighUr-
gency/LowPrivacy are always statistically significantly higher than
either of the LowUrgency groups). However, two other interac-
tions are also significant and suggest that device privacy interacts
with urgency in ways that indicate privacy also matters—but that
it varies between high and low urgency. For the CPAP condition,
a high-urgency and high-privacy device, privacy tempered high
urgency, such that those who perceived high urgency and high pri-
vacy were less willing to use HandyTech than those who perceived
high urgency and low privacy (even though high privacy but low
urgency was also lower). In contrast, for the low urgency and high
privacy speaker condition, privacy tempered low urgency: those
who perceived low urgency and high privacy were significantly
less willing to use a HandyTech compared to those who perceived
low urgency and low privacy. These findings indicate that urgency-
to-fix a device strongly influences willingness to use a HandyTech,
but that privacy also matters under some conditions—strong pri-
vacy concerns can dampen willingness for both high-urgency (e.g.,
CPAP machines) and low-urgency devices (e.g., speakers).

Finally, we tested how individual smart device privacy concerns
(high versus low based on mean response to the three statements
about smart home privacy, see Section 3.7.2) influence willingness
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Figure 7: Individual privacy concerns
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Showing individual privacy concerns about smart devices (high versus low). The first
row contains scores for willingness to use a HandyTech. The second and the third
show perceptions of urgency to fix the device and the privacy of the data on the device.
Average marginal effects on willingness to use a HandyTech of the interaction of
urgency to fix the device and privacy of data on the device in separate regressions by
device, controlling for sociodemographics, household characteristics, number of smart
devices in a home, privacy concerns, and regional factors.

to use a HandyTech, as well as how concerns are associated with
perceptions of device urgency-to-fix and device privacy. As noted
previously in Section 4.2 (Figure 3), those with high individual smart
home privacy concerns are less willing to use a HandyTech. Figure 7
shows something similar—greater willingness to use HandyTech
among those with low versus high privacy concerns for each type
of device (top section in Figure 7).

Considering perceptions of urgency to fix the device, people
with high privacy concerns agreed with a higher sense of urgency
to fix the CPAP than those with low privacy concerns. In contrast,
those in the speaker condition with high individual privacy con-
cerns had a lower sense of urgency to fix the speaker. Individual
privacy concerns made no difference in perceptions of urgency
in the refrigerator condition. Considering perceptions of device
privacy (bottom section in Figure 7, “Device Privacy”), those with
high individual privacy concerns perceived device privacy to be
higher across all devices.

In summary, greater perceived urgency to fix a device increases
willingness to use a HandyTech. Perceived device privacy, however,
seems to have a more nuanced effect. On the one hand, participants
were very willing to use a HandyTech for the CPAP machine, even
though it was perceived as a very privacy-sensitive device. But
individual privacy concerns and device-privacy perceptions tem-
pered their willingness, and across each device, individual privacy
concerns lowered willingness to use a HandyTech.

5 Discussion

Our nationally representative study made several important find-
ings. First, demographic and individual characteristics can greatly
influence who is likely to use a HandyTech to fix a broken smart
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device. Those who own more types of smart devices and those
who are younger in age are statistically significantly more likely to
use a HandyTech. Likewise, while those who have greater privacy
concerns are less likely to use a HandyTech for all devices except
the refrigerator (where privacy concerns had no significant effect).

Second, factors like access scope and transparency influence
people’s willingness to use a HandyTech. Across all devices, the
willingness to use a HandyTech is higher when the HandyTech has
a more limited scope of access (i.e., accesses only the broken de-
vice). Similarly, transparency about the actions taken by HandyTech
increases willingness to use a HandyTech. These findings are im-
portant not only because they are actionable to policymakers and
developers, but also because they are likely to generalize to several
other types of third-party repairs on privacy-sensitive devices. We
view the HandyTech as a motivation for assessing issues where a
repair person must access some sensitive data on a device in order
to fix it. As such, these lessons may apply outside of the specific
HandyTech context in which they are posed.

Third, perceived urgency to fix a device has a strong effect on the
willingness to use a HandyTech. In our between-subjects analyses,
we learned that although participants perceived a CPAP machine
as highly private, they were nonetheless more willing to use a
HandyTech to fix it compared to those with a broken smart speaker.
Likewise, a high-urgency-to-fix device like a refrigerator also re-
sulted in a higher willingness to use the HandyTech than the smart
speaker. This finding, that urgency seemed to matter more than
privacy, was actually more nuanced, with individual differences in
privacy concerns and device privacy perceptions also influencing
participants’ hypothetical decision to fix or not fix a device with
a HandyTech. We found that participants who had higher privacy
concerns for devices were mostly less willing to fix those devices
(see Figure 7). Likewise, participants who were more concerned
with smart home privacy were mostly less willing overall to use the
HandyTech (see Figure 3). These questions are further discussed
under the umbrella of privacy as a calculus.

5.1 Privacy as a calculus

In Section 4.4, we found that both the perceived privacy and urgency
of a device can affect one’s willingness to use a HandyTech. The
findings, in a way, reflect the concept of privacy calculus [51], which
suggests that when making privacy-related decisions, people often
weigh their perceived benefits (e.g., fixing devices when urgent)
and their perceived costs (e.g., sharing data on the device). In the
case of HandyTech, we found that when faced with urgent needs,
people may be willing to use a HandyTech despite having privacy
concerns. As aresult, the urgency and necessity of getting the device
fixed create an imbalanced power dynamic between customers and
HandyTechs, forcing customers to share sensitive information, such
as their medical data from the smart CPAP machine, to get their
devices fixed promptly. Whether one’s privacy might be violated
or not solely depends on the integrity and trustworthiness of the
HandyTech, which is not ideal.

Furthermore, our study also shows a significant interaction
between perceived privacy and urgency. Interestingly, although
privacy-conscious participants rated the smart CPAP machine as
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more private and more urgent to fix than the rest, their willing-
ness to use a HandyTech was still significantly lower. On the other
hand, for non-urgent devices like smart speakers, privacy-conscious
participants also rate the urgency to fix the device significantly
lower than the rest, which leads to the lowest willingness to use
HandyTechs across all groups. Without properly addressing privacy
concerns, third-party repairs on sensitive devices may create an ex-
tra barrier for privacy-conscious customers to receive the technical
support they deserve, causing unfair treatment of customers.
Diluting the way someone feels about privacy and focusing on
the utility that third-party repair services provide is not a great
solution to this problem. A better solution may come from past
studies in organization science. Here, researchers suggest that com-
panies enforce procedural fairness, such as disclosing data practices
(i.e., transparency) or providing more control to the customers, to
increase the trust between companies and customers, which, in
return, lowers customers’ perceived cost of sharing their informa-
tion [28]. Therefore, we believe procedural fairness, such as disclos-
ing HandyTech’s practices and enabling customers’ control over the
access, would be a positive avenue of development and regulation
for industries, like the one we envision with the HandyTech, which
rely on the repair of sensitive devices. Establishing such procedural
fairness could be achieved through both technical design and policy
enforcement. We detail our ideas in the following sections.

5.2 Recommendations for developers

5.2.1 Building transparency in smart home systems. Our study
shows that the participants would be more comfortable with a
HandyTech if they could be briefed about the actions that the
HandyTech has taken to fix their devices (Section 4.3). It demon-
strates the importance of having built-in transparency in smart
home systems. Unfortunately, there are still challenges in under-
standing how to build transparency into smart home systems, and
what should be included in the final report that can keep consumers
effectively informed.

Transparency is a rising topic in the smart home domain, but
most past studies focused on data practice transparency [43, 69]
and network behavior transparency [67]. These studies provide
valuable insights into manufacturers’ data collection and usage, but
neglect other potential stakeholders like the envisioned HandyTech
in this paper. Most existing smart home systems provide some
transparency on smart home devices’ activities (e.g., “the lights
turned on at 8 pm”). However, it is rare for these systems to record
configuration changes, not to mention that the HandyTech may
need access to lower-level features (e.g., error logs), disconnect and
reconnect with the network, or even factory reset a device. Some
repairs can also involve making physical changes to the device or
interfering with the home network using external devices. Keeping
the HandyTech accountable throughout these stages requires more
work than recording device activities. Both technical solutions (e.g.,
recording low-level changes, tracing accessed data, and keeping the
integrity of the records) and operational solutions (e.g., providing
ethics training to certified HandyTech) should be simultaneously
considered.

Another challenge is keeping consumers effectively informed
about the repair work. Repairing a smart home device can involve
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many technical details. These details are often complicated and
difficult to process. It is thus critical to understand what key infor-
mation the consumers would like to see from a repair report, so
that such information could be prioritized in the report. In addition,
taking inspiration from the car repair industry, where a report is
prepared when the job is done, we also believe some parts of the
reports are not meant for consumers, but to hold the repair com-
pany accountable when a dispute occurs. Therefore, we suggest
the report contain a summary of the repair, where the consumer
can find the key information they would like to learn, and a fully
detailed log of the actions that have been taken. Consumers should
also be informed promptly of ways to resolve a dispute.

5.2.2  Varied access scope for repair. Our study provides some ini-
tial evidence that reduced access scope increases the participants’
willingness to use a HandyTech. As discussed in Section 4.4, people
do consider privacy, even though people often yield when the re-
pair is urgent. People’s desire for less access further enhances our
argument that people would prefer a privacy-preserving option if
such an option were available.

Providing minimal access would be ideal, but in the context of
a HandyTech, what is considered “minimal” may be up for debate.
Many smart home devices can be interconnected, either inten-
tionally (e.g., home automation) or unintentionally (e.g., physical
channels like temperature or lights [68]), making identifying the
root cause of the failure more challenging. For example, a smart
thermostat may automatically adjust temperatures based on resi-
dents’ presence, provided by the smart lock. When the thermostat
stops adjusting temperatures, it is easy to attribute the fault to the
thermostat. However, it is also possible that the smart lock is faulty
and sends the wrong information to the thermostat, causing the
failure. In this case, the repair person must have access to both de-
vices to determine the cause and resolve it. As a result, the desired
access scope can be more complicated than the two options tested
in our study.

We thus make a recommendation on the design of access grants
for third-party IoT repairs. Granting access should be based on the
relations between devices. The reason why the HandyTech may
need access to multiple devices is that the failure on one device can
be caused by another. Therefore, it is natural to think that the system
could help the user to find all related devices in the first place, and
grant HandyTech access to all the related devices upon approval. To
find all potential devices, however, the system must consider both
user-written automation and automation enabled through physical
channels (e.g., turning on the oven can increase temperature, which
triggers the AC to be turned on, even though the user has never
written a rule to connect the two devices). Existing work has already
explored ways to model possible interactions among smart home
devices [68, 95]. How to leverage such techniques for an access
control system is a question left for future work.

5.2.3 lterative access granting through negotiation. 1t is fairly com-
mon for a traditional handyperson to request access to certain parts
of the home, provided the handyperson explains, or it is known, why
access is needed. Therefore, it could be natural for a third-party IoT
repair person’s initial access to be limited to the non-functioning
device—it is assumed that this device needs to be accessed in order
to be fixed. During the examination, however, if the repair person
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believes additional access is needed, a request could be made to the
customer that specifies the request and provides an explanation.
This, however, brings up a challenge. Unlike a traditional handyper-
son, who must be on-site, often accompanied by the consumer,
an IoT repair person can conduct their work remotely, and the
consumer may not be present to provide timely feedback. Simi-
lar to challenges in privacy negotiation among homeowners and
guests [98], how the system could assist in reducing the communi-
cation overhead (e.g., automatically granting access if the device is
not privacy-sensitive) can be another research direction to explore.

5.3 Recommendations for policymakers

Our findings highlight a power imbalance in the relationship be-
tween a technical IoT repair person and a consumer with a broken
device. Imagine, for example, that a user feels it is urgent to fix
their smart baby monitor because they feel a need to ensure that
their infant is sleeping well at night. Further imagine that this video
camera stores local footage from the past 48 hours and that the
user knows it is likely that a repair person would be able to see all
of that footage in the course of a repair. Parents are often highly
privacy conscious and so the user may desire to limit access to the
footage at all costs—but the device has to be fixed.

The user, just as in the case of a CPAP, is then likely to opt to
have a HandyTech fix their device, even though a fix is to the detri-
ment of their privacy. The real problem, however, is that the repair
person is not necessarily incentivized to consider or accommodate
those privacy concerns. The user is likely going to go forward with
the repair anyway. Even if some of the technical measures discussed
in Section 5.2 existed, the HandyTech may not have to follow those
technical restrictions because the user wants the repair done. Ad-
ditionally, similar to auto repairs, a user is unlikely to be able to
watch or understand what exactly a repair person is doing, opening
up avenues for abuse. Finally, smart home manufacturers, as over-
arching players in the IoT economy, may be indifferent, or even
have opposite interests, when considering supporting this type of
HandyTech industry. Better third-party repair means customers
may be less likely to buy new products or pay for increased protec-
tion options often associated with new, rather than fixed, devices
(e.g., Apple Care). Therefore, manufacturers may be disinclined to
default to the type of privacy protections users desired in our study,
namely, reduced access scope and increased transparency.

In turn, we make several recommendations for policymakers
who could encourage or mandate that the IoT repair person industry
follow best practices and balance out these relationships.

5.3.1
smart home manufacturers (i.e., device manufacturers) to imple-
ment necessary access control and logging mechanisms to enable
features like limited access and transparency. However, similar to
regulations like the General Data Protection Regulation (GDPR) or
the California Consumer Protection Act (CCPA), enforcing such
requirements could take a long time and require years of multi-
stakeholder effort. One potential solution, then, is to enforce such
requirements only to smart home platforms (e.g., Google Home,
Samsung SmartThings) instead of specific devices. Compared to the
number of companies that produce smart home devices, the number
of companies that develop smart home platforms is much lower. In
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addition, these new features could be released through software up-
dates, instead of requiring consumers to buy new devices, reducing
the potential friction during the process.

5.3.2  Policies for HandyTechs. From a policy-making perspective,
it is hard to require a HandyTech to use limited access, as repairing
smart home systems may require access to multiple devices or even
the central system. What access is required must be evaluated on a
case-by-case basis. However, transparency is much more straight-
forward to enforce. The HandyTech should provide customers with
a list of actions they have taken on the smart home system and data
they have viewed. It would be desirable that such logs are provided
by the smart home system itself, so that there is no need for the
HandyTech to acquire any extra devices for the logging process.
Pushing this process onto the smart home itself also ensures the
integrity of the log, as smart home systems do not have a vested
interest in incorrect information. Of course, as mentioned in the
previous paragraph, manufacturers must provide such functional-
ities to enable transparency, and a HandyTech would be unlikely
to take this additional step without also being required to produce
these logs.

In addition to limited access and transparency, we also think it
is fruitful to further consider the possibility of enforcing licensing
for the IoT repair industry. Although our study did not find that
licensing had a significant effect on people’s willingness to use a
HandyTech, we believe it may have positive effects in protecting
consumers’ rights, and that the survey may not have shown this
based on ambiguous understandings of what being a “licensed”
HandyTech means. We opted for this design because we wanted
to explore these topics in a nationally representative survey, and
including all of the nuanced conditions we wished would have been
difficult. Further studies, however, could further analyze licens-
ing, exploring the ways a licensing scheme could neatly package
many of our recommendations: (1) itemized receipts and actions
taken in repair, which could be tied to a tiered type of access-based-
transparency that presents a high-level perspective on how much
of the home network the repair person pursued; and (2) require-
ments to carry insurance and have in-service training to ensure
competency, encourage trust, and reduce abuse by adding friction
to becoming an IoT repair person.

6 Conclusion

Smart devices are becoming increasingly prevalent in the home—a
long-standing zenith of privacy protection [21, 27, 41, 76, 91]. These
smart devices, interacting and storing some of the home’s most
intimate moments, will inevitably break. Looking to prior work,
we investigate the role of a HandyTech, a skilled technician who
is uniquely positioned to access and fix smart home devices, in
turn also accessing the potentially sensitive data these devices con-
tain [8]. We set out to understand how participants would perceive
this privacy concern, using a series of vignettes with a nationally
representative sample of adults in the United States: Who would
use a HandyTech and why they would make that decision? We
found that demographic groups, privacy-adjacent factors like scope
of access, and a device’s privacy sensitivity or urgency-to-fix are
all relevant in a participant’s determination to use a HandyTech.
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A  Survey Instrument

A.1 Definitions

[DEFINITIONS to be shown at beginning of survey, and available
(via embedded popup) when the <term> is used.]

Throughout the survey, the following terms are used:

Smart home device: A smart home device is an internet network-
connected device (connected via Wi-Fi, Bluetooth, or similar proto-
cols) that is used to remotely control functions or physical aspects
of the home. Smart devices can include appliances, thermostats,
lights, and other devices, including personal and wearable health
devices. Smart systems in homes can be set up through wireless or
hardwired systems.

Smart home device app: A smart home device app is an applica-
tion on your smartphone, computer, laptop, or tablet that is used to
remotely control or access your smart home device.

CPAP machine: Continuous positive airway pressure (CPAP) is a
form of therapy for managing health conditions such as obstructive
sleep apnea or acute heart failure. CPAP therapy uses machines
specifically designed to deliver a flow of air at a constant pressure
through a hose connected to a mask or tube worn by the patient
(often at night to treat obstructive sleep apnea).

Smart CPAP machine: Smart CPAP machines use your heart rate
or breathing patterns to detect apneas and other irregularities in
your sleep and record the amount of sleep you get and the quality
of your sleep. Smart CPAP machines can store and transmit data
and measurements about how often you use it, as well as about
your sleep, and the device effectiveness. Insurance providers often
require that data be transmitted to them in order to pay for the
use of the CPAP machine. Your doctor may also receive the data to
monitor your treatment.

Smart light: Smart lights are lighting fixtures and light bulbs that
can sense and interact automatically with their environments, other
smart devices, and with users. Depending on the type, users can
control smart bulbs with a remote control, or from an app on your
phone, or by giving voice commands via a digital voice assistant or
smart display.

Smart speaker: an internet-enabled speaker that is controlled by
spoken commands (with the help of a "hot word") and is capable of
streaming audio content, relaying information, and communicating
with other devices. The built-in microphone in smart speakers is
continuously listening for "hot words" followed by a command,
[but it is not always clear what is being recorded, how recorded
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data will be used, or how it will be protected.]

Smart system: A smart system in a home allows users to con-
trol certain “smart” devices remotely using a smartphone or tablet
through an internet connection. Smart devices can include appli-
ances, thermostats, lights, and other devices, including personal
and wearable health devices. Smart systems in homes can be set up
through wireless or hardwired systems.

Data/Information broker: A data broker, sometimes called an
information broker, is a business that collects personal data from
various sources, processes it, and sells it to individuals or companies
for marketing, risk mitigation, and other purposes, such as data to
screen potential tenants for landlords and real estate companies.

The privacy of smart home devices refers to the right of a party to
maintain control over and be assured confidentiality of personal
information that is collected, transmitted, used, and stored during
the use of smart home devices.

The security of smart home devices refers to the prevention of
damage to, unauthorized use of, and exploitation of smart home
devices and the information they contain, in order to strengthen the
confidentiality, integrity, and availability of these devices. In this
survey, “security” is equivalent to “cybersecurity” Physical security
related to the home or its occupants is different and will be referred
to as “home security””

[vignette conditions: First randomization]

[1. Device type: A=smart speaker/voice assistant; B=refrigerator;

C=CPAP machine] randomized]
Imagine you have [A | B | C]

A (a <smart speaker> like Amazon Alexa or Google Home,
with a voice assistant built-in. You can ask it questions or
give it commands and it will provide responses to you. The
speaker records your past conversations with it and listens
for your commands. Although you generally ask it common
questions, you do think that something more sensitive or
private may get recorded. One day, you notice the smart
speaker is not working. Since your daily routines do not
rely on the speaker, you don’t it is too urgent to fix, but you
would like it fixed anyway.)

B (a <smart refrigerator> which has an online interface that
can show you recipes and track your shopping list. Because
you picked a version that does not contain any cameras
or microphones, you don’t think any sensitive or private
information is collected by the device. One day, you notice
the smart refrigerator is not working. Worrying the food
inside could spoil, you want it to be fixed as soon as possible.)

C (a <smart CPAP machine> that helps you breathe properly
during your sleep. Due to your physical condition, you use it
every night. The machine records your sleep time and some
medical information about your sleep, which you believe
includes sensitive, private information about you. One day,
you notice the CPAP machine is not working. Since you rely
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on it to help you sleep in a healthy way, you want it to be
fixed as soon as possible.)

You recently heard about something called a HandyTech - some-
one who specializes in fixing smart home devices. Once hired, this
person can inspect your smart home device remotely and then fix
any smart home devices that are not working.

[vignette conditions: second randomization]
[2. License A=no license; B=license]

A (You looked up a HandyTech available in your local town.
You contact the HandyTech to fix [the device].)

B (You looked up a HandyTech available in your local town,
and find one who is licensed. You contact the HandyTech to
fix [the device].)

The HandyTech said that you won’t be charged if the device is not
fixed. Before you pay, you will be able to check if the device is fixed
by turning it on and off to see if it has been fixed.

[3. Transparency A= no info on actions; B= info on actions/log]

A You can observe whether the HandyTech has fixed the de-
vice or not, but not any of the specific actions taken by the
HandyTech. You agree that the amount to be charged to fix
[the device] is fair and acceptable to you.

B The HandyTech also told you that once the job is done, you
will receive a list of all the actions taken to fix the device.
You agree that the amount to be charged to fix [the device]
is fair and acceptable to you.)

[4. Access scope A=access data from only affected device;
B= Access data from any smart home drive on the home
network]

A The HandyTech tells you they will need access to data recorded
by [the device] only. No data from any other smart home
devices on your home network would be accessed to identify
the problem and fix the device.

B The HandyTech tells you they will need access to data recorded
by [the device] and any other smart home devices on your
home network to identify the problem and fix the device.

[Survey Questions — asked after the vignette]

Having now read about the HandyTech in this scenario, how
much do you agree or disagree with the following statements:
[same response items for each question]

1. I am willing to use this HandyTech to fix this device.

2. I'feel it is urgent to fix this device.

3. Ithink that the data on this device is sensitive, private infor-
mation.

RESPONSE OPTIONS:

e Strongly disagree

e Disagree

o Neither agree nor disagree
e Agree

o Strongly agree
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A.2 Next are some questions about your use of
smart devices

Which of the following <smart home devices> do you have in your
home? RESPONSE OPTIONS

(1) no

(2) yes
(3) not sure

(Select all that apply.):

e Virtual voice assistants and smart speakers (e.g., Amazon
Echo/Alexa, Google Nest Home Hub, Apple HomePod)

e Thermostats (e.g., Nest, Ecobee)

e Video doorbell (e.g., Ring Video doorbell)

o Home security devices (e.g., cameras, door locks, garage door
openers)

e Smart Lighting (e.g., lightbulbs, lighting systems)

e Home environment sensors (e.g., smoke and leak detectors)

e Appliances (e.g., refrigerators, washing machines/dryers,
ovens, coffee makers/espresso machines)

o Entertainment (e.g., TVs, streaming devices such as AppleTV
or Roku)

e Plugs or outlets (e.g., Wemo Mini, Wyze Plug)

e Domestic robots that do household chores (e.g., robot vacu-
ums such as iRobot Roomba, smart lawn mowers)

e Smart health devices (e.g., wearable fitness device like Fit-
bit, internet-connected Glucose monitor or blood pressure
monitor or CPAP machine)

o Smart home hubs (e.g., Samsung SmartThings, Hubitat Eleva-
tion, AppleHomeKit) *Does not include voice assistants/smart
speakers like Google Nest Hub or Amazon Echo. Those
would be considered virtual voice assistants/smart speakers
(#1)

e Other (e.g., smart windows solutions, smart watering system,
smart pet feeder) (please specify):

A.3 How much do you agree or disagree with
the following statements about smart home
devices: [Randomized grid]

RESPONSE OPTIONS:

(1) Strongly disagree

(2) Disagree

(3) Neither agree nor disagree
(4) Agree

(5) Strongly agree

e I worry about how the data gathered by smart home devices
could be used.

o Ithink that my smart home devices are vulnerable to security
breaches.

o I think that organizations or people could track me through
my smart home devices.

Full Demographics Table
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Table 2: Participants

Unweighted Weighted

Characteristics
N % 95% CI
Binary Gender
Male 2304 48.6 47.2 50.1
Female 2594 514 499 5238
Race/Ethnicity
Asian/Asian American 179 37 31 43
Hispanic 704 159 148 17.2
Native American 50 1.0 08 14
Non-Hispanic Black 606 125 115 136
Non-Hispanic White 3145 62.9 614 643
Two+ Races 121 23 19 28
Other 93 1.7 1.3 2.0
Education
Not a College Graduate 3180 66.3 649 67.7
College Graduate 1718 33.7 323 351
Age
18-29 years 836 209 19.7 223
30-39 years 783 l6.4 153 17.6
40-49 years 781 151 141 16.2
50-59 years 849 157 147 16.7
60-69 years 965 185 174 197
70+ years 684 133 124 143
Annual Family Income
Less than $30,000 1166 239 22,6 252
30,000—-49,999 747 153 142 164
50,000-99,999 1435 29.1 27.8 305
100, 000—149,999 668 13.6 12.7 147
150,000—-199,999 220 4.4 3.8 5.0
$200,000 or more 206 43 37 49
Prefer not to say 456 94 85 103
Children
Does Not Have Children 3804 713 76.1 78.6
Has Children 1094 22.7 214 239
Marital Partner
Married 2449 48.6 47.1 50.1
Unmarried 2449 514 499 529
Home Type
Single Family Home 3758 79.1 77.8 80.3
Multifamily 983 20.0 18.8 21.2
Other 46 09 07 1.2
Homeowner
Non-Owner 1710 334 32 348
Owner 3188 66.6 652 68
Number of Smart Home Device Types
None 659 13.2 123 143
1 679 13.7 12.7 147
2-4 1678 343 329 357
5+ 1882 388 374 403
Neighborhood Type
Metropolitan 4155 85 84  86.1
Micropolitan 408 83 75 91
Rural 335 6.7 6 7.5
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Table 3: Average marginal effects of Individual Characteristics on Willingness to Use a HandyTech, across all and for each
smart device, weighted OLS regression models.

ALL Devices Smart CPAP Smart Refrigerator Smart Speaker
Individual
CI CI CI CI
Characteristics AME AME AME AME
Lower Upper Lower Upper Lower Upper Lower Upper
Gender (ref: Male)
Female -0.08* -0.15 -0.01 -0.14” -0.25 -0.03 -0.03 -0.14 0.09 -0.06 -0.18 0.06
Age (ref: 18-29 years)
30-39 years -0.12* -0.24 -0.002 -0.19* -0.38 -0.002 -0.11 -0.32 0.11 -0.08 -0.30 0.14
40-49 years  -0.16"  -0.28  -0.05  -0.24*  -044  -0.05  -0.13  -034  0.07 015  -036  0.06
50-59 years  -0.44™** -0.56 -0.32 -0.47*** -0.66 -0.27 -0.40™** -0.61 -0.18 -0.46™* -0.67 -0.25
60-69 years  -0.52"**  -0.64  -040 -0.61"** -0.81  -042 -0.50"** -070  -0.30 -0.46"*  -0.68  -0.25
70 years or older  -0.65"** -0.78 -0.53  -0.68"**  -0.89 -0.46  -0.75"*  -0.97 -0.53  -0.54"*  -0.76 -0.33
Education (ref: less than college)
College Degree 0.004 -0.07 0.08 0.07 -0.06 0.19 0.01 -0.04 0.07 -0.01 -0.14 0.11
Race/ethnicity (ref: non-Hispanic White)
Hispanic -0.03 -0.13 0.08 -0.02 -0.18 0.15 -0.12 -0.31 0.32 0.05 -0.14 0.25
Native American 0.11 -0.27 0.50 -0.0002 -0.51 0.51 0.26 -0.44 0.96 0.06 -0.49 0.60
Non-Hispanic Asian 0.10 -0.06 0.26 0.10 -0.16 0.37 0.18 -0.12 0.48 -0.21 -0.29 0.25
Non-Hispanic Black 0.12* 0.01 0.23 0.17 -0.01 0.36 0.15 -0.03 0.33 0.03 -0.16 0.24
Non-Hispanic Other race  -0.43*** -0.67 -0.19 -0.63** -1.01 -0.25 -0.39 -0.80 0.02 -0.29 -0.78 0.20
Two+ Races -0.08 -0.29 0.13 -0.27 -0.64 0.09 0.09 -0.23 0.42 -0.09 -0.47 0.30
Marriage (ref: not married)
Married/Partner -0.17*** -0.24 -0.09 -0.08 -0.21 0.05 -0.14* -0.27 -0.01 -0.26™**  -0.40 -0.12
Child/Children under 18 in home (ref: none)
Have child/children under 18  0.11* 0.01 0.20 0.15* 0.0003  0.31 0.002 -0.17 0.17 0.16 -0.01 0.33
Homeowner (ref: renter)
Other 0.03 -0.06 0.12 0.16" 0.01 0.31 -0.10 -0.25 0.05 0.04 -0.13 0.20
Annual Income (ref: <$30,000)
$30-49,999 0.06 -0.05 0.18 0.09 -0.09 0.28 0.17 -0.02 0.36 -0.08 -0.29 0.12
$50-99,999 0.12* 0.02 0.22 0.09 -0.07 0.25 0.31*** 0.14 0.47 -0.03 -0.21 0.15
$100-149,999 0.08 -0.04 0.21 -0.04 -0.25 0.17 0.30"* 0.09 0.52 -0.01 -0.24 0.21
$150-199,999 -0.03 -0.20 0.14 -0.19 -0.49 0.10 0.07 -0.24 0.38 0.03 -0.25 0.30
$200,000 or more -0.13 -0.32 0.05 -0.21 -0.55 0.13 0.03 -0.30 0.36 -0.22 -0.51 0.07
Prefer not to say ~ -0.32"** -0.46 -0.19 -0.29* -0.52 -0.06 -0.24* -0.48 -0.001  -0.41** -0.65 -0.17
Home Type (ref: single-family)
Multi-unit -0.03 -0.06 0.12 0.22** 0.07 0.37 -0.13 -0.29 0.04 -0.19% -0.37 -0.01
Smart Devices in Home (ref: none)
1 Type 0.08 -0.05 0.21 -0.05 -0.27 0.18 0.24* 0.01 0.46 0.04 -0.19 0.26
2-4 Types 0.19** 0.08 0.30 0.04 -0.14 0.23 0.31** 0.12 0.49 0.26** 0.06 0.46
5 or more Types 0.30™** 0.19 0.41 0.15 -0.04 0.34 0.40*** 0.21 0.60 0.33*** 0.13 0.53
Privacy concerns about smart homes ~ -0.28"**  -0.32 -0.23 -0.22***  -0.29 -0.15 -0.28"*  -0.36 -0.21 -0.32°*  -0.41 -0.24
Neighborhood Owner-occupancy rate  -0.003***  -0.006  -0.002  -0.002 -0.005  0.001 -0.003 -0.01 0.001 -0.017**  -0.01 -.003
Location (ref: metropolitan)
Micropolitan 0.02 -0.11 0.14 -0.04 -0.24 0.16 0.06 -0.15 0.28 -0.01 -0.24 0.23
Rural -0.001 -0.15 0.15 -0.20 -0.48 0.07 0.17 -0.06 0.40 -0.05 -0.30 0.22
R* 0179 0.168 0.187 0.188
N 4,692 1,578 1,554 1,560

Source: Author-designed vignette study with YouGov representative panel survey.

Note: AME=average marginal effect; CI=confidence interval; Ref: referent category.

All models include variables controlling for the vignette conditions.

*:p < 0.05; " p < 0.01; **: p < 0.001
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Table 4: Coefficients of Vignette factors (types of devices, and HandyTech work features) on Willingness to Use a HandyTech,
across all and for each smart device, weighted OLS regression models.

ALL Devices Smart CPAP Smart Refrigerator Smart Speaker
Vignette
CI CI CI CI
Characteristics AME _~— == AME -~ === AME _____~ = AME __~
Lower Upper Lower Upper Lower Upper Lower Upper

Vignette Device Type (ref: smart speaker)
Smart Refrigerator ~ 0.27***  0.19 0.35 — — -
Smart CPAP  0.34*** 0.26 0.42 - - -

Licensing (ref: not licensed)
Licensed 0.03 -0.03 0.10 0.03 -0.08 0.13 -0.01 -0.12 0.10 0.07 -0.05 0.18

Transparency (ref: none provided)
Provided 0.16™* 0.10 0.23 0.17** 0.06 0.28 0.18** 0.07 0.29 0.13* 0.02 0.25

Access (ref: limited access)
Full access -0.23"**  -0.29 -0.16  -0.30""*  -0.41 -0.19  -0.32"**  -0.43 -0.21  -0.03  -0.15 0.08
Source: Author-designed vignette study with YouGov representative panel survey.
Note: AME=average marginal effect; CI=confidence interval; Ref: referent category.
All models include variables controlling for individual and household characteristics.
*:p < 0.05; ": p < 0.01; ***: p < 0.001
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