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Abstract
Rapid technological advancements, evolving legal frameworks, and
increasingly heightened public concern over personal data have cat-
alyzed the emergence of privacy engineering as a critical discipline.
However, the “privacy engineer” role remains loosely defined, with
significant variability in responsibilities, required competencies,
and organizational positioning. This paper presents a qualitative
investigation into the practices, challenges, and professional pro-
files of privacy engineers through 27 semi-structured interviews
with US-based practitioners from diverse organizational contexts.
Our thematic analysis reveals four primary themes: (1) the con-
ceptual ambiguity surrounding privacy engineering roles, (2) a
blend of ethical motivation, intellectual curiosity, and the desire
for career growth driving professionals into the field, (3) organi-
zational and regulatory challenges, such as misaligned incentives
and the difficulty of translating abstract legal requirements into
actionable technical solutions, and (4) the critical competencies re-
quired, including robust technical skills, effective cross-functional
communication, and risk management expertise. Our findings con-
tribute to a deeper scholarly understanding of privacy engineering
as a multidisciplinary practice and offer practical guidance for or-
ganizations aiming to integrate privacy more effectively into their
product development cycles.
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1 Introduction
The field of privacy protection has undergone a profound trans-
formation in recent years, driven by fast-paced technological inno-
vation, evolving legal frameworks, and changing public attitudes
toward personal information. Advances in data analytics, cloud
computing, and artificial intelligence have enabled companies to
collect and derive insights from vast volumes of user data. At the
same time, consumers and advocacy groups have become more
vocal about the need for clear, effective, and enforceable safeguards
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that protect individual rights and prevent misuse of sensitive infor-
mation.

As a result, today’s data protection environment imposes in-
creasingly stringent requirements on companies collecting and
processing personal information, with many laws and regulations
in different jurisdictions. In early 2025, the International Associ-
ation of Privacy Professionals (IAPP) reported that 144 countries
had enacted some form of national data privacy legislation, cover-
ing approximately 82% of the world’s population, an increase of
3% in less than a year [2]. In the United States, a total of twenty
states have passed comprehensive privacy laws [51]. This regula-
tory complexity is further supported by robust enforcement actions,
as exemplified by the record-breaking €1.2 billion fine imposed on
Meta in 2023 for violating international data transfer requirements
of the EU General Data Protection Regulation (GDPR) [18].

Beyond regulatory pressures, privacy protection has become
a critical factor in maintaining consumer trust and competitive
advantage. A 2023 Pew Research Center survey found that 81%
of American adults expressed concern about how companies use
the data collected about them [45]. Scholarship has also noted that
consumers are willing to pay a premium for privacy protection,
particularly on Internet of Things (IoT) devices [24, 65] or when
privacy information is available to them [64].

Consumer privacy preferences have direct implications for busi-
ness strategy and outcomes. For example, the Cisco 2024 Consumer
Privacy Survey reported that 75% of respondents “would not pur-
chase from an organization they do not trust with their data” [17].
The competitive implications of privacy practices were further illus-
trated by the mass exodus of millions of users from WhatsApp to
Signal following a global backlash over WhatsApp’s privacy prac-
tices that allowed data sharing with its parent company, Meta [31].

Despite the growing importance of embedding privacy into soft-
ware products by design, addressing legal requirements and user
privacy concerns has proven challenging in practice. This challenge
has led researchers and practitioners to develop various methods,
techniques, tools, and other solutions that consider privacy through-
out the software engineering process. Many of these approaches
eventually formed the basis for an emerging and rapidly expanding
field of privacy engineering, receiving significant attention from
industry, government, and academic stakeholders.

Rapid growth and recognition have contributed to an increase in
scholarship on privacy engineering goals (the “what”) and methods
of achieving them (the “how”). However, a critical gap remains
in understandingwho is, or should be, responsible for putting
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these methods into practice and achieving these goals within
organizations. Although the need for embedding privacy into the
design and implementation of software and systems is clear, little
is known empirically about the professionals who perform this
function and how they do so effectively in practice.

Historically, societies held engineers responsible for ensuring
that their products embody collectively desired values, including
safety, quality, and reliability [26]. Beyond basic functional require-
ments, quality attributes such as performance, security and privacy
are values for which engineers are responsible and are considered
essential to consumer choices, to the extent that they may even
be taken for granted as included in products they purchase [24].
Consequently, today’s consumers reasonably expect engineers to
design software products and applications with their privacy and
security in mind from the outset.

Researchers have consistently shown that software developers
struggle to meet these expectations for various reasons, includ-
ing misplaced responsibility for privacy protection [58], lack of
awareness around privacy principles, frameworks and laws [53],
communication gaps with other stakeholders [34], and the inherent
complexity and context dependence of privacy itself [46, 47]. Given
these difficulties, some have even questioned whether it is realis-
tic to expect system engineers to address the challenge of privacy
engineering on their own [5].

This combination of factors—the increasing complexity of pri-
vacy demands and the documented struggles of general developers
to address privacy protection requirements—has fueled speculation
and nascent efforts around the need for a dedicated specialist: the
privacy engineer [20, 29, 55]. While the demand for professionals in
this area continues to surge, and prior work has examined related
roles like privacy officers [4] or privacy champions [60], or studied
practitioners involved in privacy tasks more broadly [38, 40], a
fundamental knowledge gap persists regarding the specific nature
of the self-identified “privacy engineer” role. Specifically, there is a
lack of empirical understanding around the following questions:

(1) What are the day-to-day responsibilities and activities un-
dertaken by those who identify as privacy engineers?

(2) What are the core competencies, skills (both technical and
non-technical), and experience required or valued in this
role?

(3) How is this role defined, integrated within organizational
structures, and differentiated from adjacent roles like secu-
rity engineering or legal compliance?

(4) What are the practical challenges privacy engineers face and
what methods do they actually employ, particularly given
the acknowledged gap between theoretical frameworks (like
PbD) and practical implementation [52, 56]?

To address this knowledge gap, we conducted 27 semi-structured
interviews with privacy engineers and other professionals working
in privacy engineering. We designed our interview protocol to
investigate the roles, responsibilities, skill sets, deliverables, metrics,
reporting structures, daily practices, and challenges associated with
the privacy engineer role from the perspective of the practitioners
themselves.

Our analysis provides a practitioner-driven account that moves
beyond broad industry surveys, offering novel, qualitative insights

into the lived experiences, core competencies, and day-to-day reali-
ties of self-identified privacy engineers. We observe that these in-
sights describe privacy engineering in a way which is substantially
different from broadly accepted definitions used by organizations
such as IAPP [36] and ISACA [37]. Specifically, our work addresses
the research questions by revealing how these professionals use
strong technical skills, cross-functional communication, and risk
management expertise to effectively translate legal requirements,
conduct privacy reviews, and bridge communication between legal
and engineering teams. We illuminate the practical challenges they
face, including conceptual ambiguity, misaligned incentives, and
regulatory complexity. Furthermore, we demonstrate that privacy
engineers perceive their roles as highly variable, fundamentally
technical yet requiring broad legal awareness, and distinct from
adjacent functions like security engineering or legal compliance. Fi-
nally, we also provide the de-identified and anonymized transcripts
from our interviews, so that future researchers will be able to per-
form additional analysis (including reproducing our results and
performing comparisons over time with new data in the future)1.

Specifically, we found that the majority of our interviewed par-
ticipants view the privacy engineering role as not strictly defined
or used to mean different roles in different organizations in context.
However, we observed several commonalities in the responsibilities,
challenges, and motivations of the participants. We found that al-
most all of the participants regularly communicate and engage with
various stakeholders, including legal and product teams, to achieve
the incorporation of privacy requirements in product design. This
strong emphasis on cross-functional communication corroborates
and extends the findings of Kilhoffer et al., who recently identified
privacy engineers as a crucial link between legal and engineering
teams [40].

We observed other commonalities among our interview partic-
ipants. For example, the participants stressed the importance of
software engineering skills and processes as part of their role, high-
lighting the engineering part of privacy engineering. Themajority of
the participants also mentioned several other core competencies in
their role, including understanding and translating legal principles
into privacy requirements, conducting privacy risk assessments
and threat analysis, and being able to make privacy visible within
their organizations. Finally, almost all of the participants discussed
the informal nature of their evaluation of their work and expressed
the need for better metrics and evaluation techniques.

Key Contributions. Our analysis of the interviews revealed the
following key findings.

• Bridging legal and technical domains: Privacy engineers
serve as intermediaries between legal, compliance and en-
gineering teams, translating privacy laws and policies into
actionable technical implementations.

• Differentiating from security roles: Although it overlaps
with security, privacy engineering focuses on data gover-
nance, regulatory compliance, and privacy-enhancing de-
signs rather than preventing unauthorized access.

• Core technical competencies: The role requires a mix of soft-
ware engineering, knowledge of system architecture, data

1The dataset is available at https://github.com/blues-lab/priv-eng-dataset/.
550

https://github.com/blues-lab/priv-eng-dataset/


Defining Privacy Engineering as a Profession Proceedings on Privacy Enhancing Technologies 2025(4)

protection strategies, and the ability to evaluate technical
implementations for privacy risks.

• Cross-functional collaboration: Privacy engineerswork closely
with legal, product and engineering teams, requiring strong
communication, negotiation, and influence skills to advocate
for privacy priorities.

• Lack of standardization in an evolving profession: Privacy en-
gineering is an emerging field with varying definitions across
industries, requiring adaptability, continuous learning, and
often a self-directed approach to defining responsibilities.

Our work contributes to a scholarly understanding of privacy en-
gineering as an emerging discipline and offers guidance reflecting
the essential skills, knowledge, and considerations that underpin
an effective privacy engineering capability in an organizational set-
ting. This guidance holds crucial lessons for academic, industry, and
policy stakeholders. By providing a more explicit definition of pri-
vacy engineering roles and responsibilities, organizations can better
align their privacy strategies, improve recruitment processes, and
improve the integration of privacy engineering functions within
their existing structures. Individuals interested in pursuing privacy
engineering as a career will gain valuable insight into the skills,
experience, and knowledge required to succeed in this field.

The findings of this study also create opportunities to address
knowledge gaps by incorporating observed practices and skill sets
into the academic curricula of engineers-in-training, as well as de-
signing tools, solutions, and other interventions to assist engineers
in privacy protection. Defining privacy engineering roles enables
privacy engineers to be more effective conduits for regulators to
interact with engineers and product developers. Privacy engineers
can help give policymakers a clear view of technical privacy prac-
tices. Bridging the gap between engineering and policy helps ensure
that regulations are technically feasible to implement and achieve
their policy aims more precisely without knock-on effects. This clar-
ity also improves compliance assessment and reduces ambiguity,
leading to more effective and enforceable privacy laws.

2 Background and Related Work
This section explores the evolving landscape of privacy engineering,
the challenges associated with implementing high-level privacy
principles, and the role of a privacy engineer as a professional
tasked with addressing privacy concerns and protections.

The notion of systematically embedding privacy considerations
in technological systems has conceptual roots dating back decades
[32], yet “privacy engineering” as a formalized term gained trac-
tion relatively recently in academic circles, such as the work of
Gürses et al. [28]). Early scholarly discourse on privacy focused
on legal frameworks and ethical theories rather than explicit en-
gineering practices. However, as technologies became more data
intensive and regulations like the Health Insurance Portability and
Accountability Act (HIPAA) in the United States and the General
Data Protection Regulation (GDPR) in Europe introduced stringent
controls, academics began to investigate methods to ensure pri-
vacy was addressed throughout the systems development life cycle
(SDLC).

Other recent work has attempted to describe the privacy en-
gineer as a profession using an assumed definition2 of privacy
engineering [36, 37]. In contrast, our work seeks to define privacy
engineering based on the experiences and opinions of self-described
privacy engineers, without making such assumptions.

2.1 The Evolution of the Privacy Engineering
Concept

Over the past three decades, researchers have tackled the challenge
of “engineering privacy” using various approaches. In what follows,
we describe several ways that the scholarship has framed “privacy
engineering” that are most pertinent to our work.

Early academic efforts viewed “privacy engineering” as an ac-
tivity within the requirements engineering process. Requirements
engineering involves defining, implementing, and validating the re-
quirements of software systems [10]. Kenny and Borking defined pri-
vacy engineering “as a systematic effort to embed privacy-relevant
legal primitives into technical and governance design” from the
outset of system development [39]. They proposed a framework for
generating technical requirements from the articles of the EU Direc-
tive 95/46/EC (“Data Protection Directive”) [50]. Similarly, Breaux
et al. proposed a methodology for extracting rights and obligations
from legal and regulatory documents using formal models [8]. They
applied their methodology to derive software requirements from
legal rules to comply with privacy [8] and accessibility [9] regula-
tions in the United States. Spiekermann and Cranor analyzed user
perceptions and user privacy expectations to derive system require-
ments to address user privacy concerns and proposed architectural
and governance guidelines to build privacy-friendly systems [57].

Subsequent research also framed “privacy engineering activi-
ties” under the broader umbrella of “Privacy by Design” (PbD) [29].
The PbD framework consists of high-level principles that, taken to-
gether, promote the incorporation of privacy considerations through-
out the entire system engineering process [14]. However, the PbD
framework does not offer prescriptive guidance on embedding
its principles into traditional SDLC activities. In fact, Cavoukian,
who developed and popularized the concept of “Privacy by De-
sign” in the 1990s [12], has emphasized that there is “no single way
to implement, operationalize, or otherwise roll out a PbD-based
system” [13]. Other researchers have also noted the challenge of
translating abstract privacy principles into real-world systems en-
gineering [15, 43, 52, 56]. Through this lens, “privacy engineering”
conceptually can be seen as a set of methods and activities aimed
at integrating abstract privacy principles into systems using appro-
priate design patterns, models, and mechanisms.

Regardless of the specific problem context, there is a long-standing
consensus that “engineering privacy” into systems is a challenging
problem. In 2001, Feigenbaum et al. proposed a privacy engineering
framework for digital rights management systems based on the Fair
Information Principles (FIPs), noting that the research community
“could make its largest contribution through the development of a
practical methodology for privacy engineering” [25]. During the
past two decades, academic, government and industry stakeholders

2Nadita Rao Narla, one of the co-authors of this paper, was a member of the IAPP
board that created this definition.
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have responded to this call by investing time and effort in devel-
oping various approaches to address privacy concerns under the
collective heading of “privacy engineering” [11, 21, 35, 48].

2.2 The Role of the Privacy Engineer
Despite recent meta-studies on different privacy engineering meth-
ods and activities [1, 33, 44, 66], little is known about the desired
knowledge, skills, and qualities of a professional tasked with per-
forming the activities prescribed by these and other privacy engi-
neering methodologies. Instead, scholarship has mainly focused
on the barriers that have prevented engineers and developers from
effectively considering privacy throughout early system design
and into implementation. In addition to the absence of established
tools and methodologies [54, 61] or their inapplicability to modern
software development practices [42], researchers have identified
other factors that impact the ability of system engineers to ade-
quately embed privacy throughout SDLC activities. These factors
include developers’ inability to design requirements based on a
concept as contextual and ambiguous as privacy [46, 47], their lim-
ited knowledge of privacy principles, frameworks and laws [53],
misplaced responsibility for privacy protection [58], misaligned in-
centives around privacy [23], and the lack of organizational culture
and support around privacy [30]. These challenges have prompted
some researchers to question whether the expectations placed on
engineers to take responsibility for privacy were unrealistic, yet
engineers were assuming this responsibility nonetheless [5].

We can also acknowledge the inherent complexity of privacy
engineering methods and activities without minimizing efforts to
develop better education, tools, and approaches for systems engi-
neers to address the most common or problematic privacy issues.
Scholarship has speculated that addressing this complexity requires
specialized knowledge, distinct career paths, and professional devel-
opment that might not yet be representative of the average system
engineer. In 2010, Shapiro noted that there “doesn’t yet appear to
be such a thing as a privacy engineer” when discussing the need
for appropriately trained specialists akin to security engineers [55].
Gürses et al. also noted that engineering privacy requires “a spe-
cific type of expertise,” which could be achieved by “training future
experts who are informed about the state-of-the-art research in
security and privacy technologies, legal frameworks and the cur-
rent privacy and surveillance discourses” [29]. Around the same
time, Cranor and Sadeh noted that companies that embrace the
PbD approach struggle to fill vacant positions for privacy engineers,
which they described as “technologists responsible for ensuring
that privacy is an integral part of the design process” [20].

Subsequent scholarship eventually recognized the presence of
a “privacy engineer” as a practitioner in the emerging field. How-
ever, descriptions of this role remain vague or anecdotal. Several
commonalities emerged between these descriptions, such as the
prerequisite ability to work in multidisciplinary teams [19, 20],
navigate complex legal and policy mandates [67], participate in
communities of practice [7] and engineer (primarily technical) so-
lutions for privacy protection [41]. Despite these descriptions, few
academic papers have described the role of a privacy engineer in
practice based on the accounts of actual practitioners in the field.

2.3 Privacy Engineering in Practice
Most existing studies have focused on the perceptions and behaviors
of system engineers and software developers about privacy, rather
than specialists who explicitly self-identify as privacy engineers. In
what follows, we discuss the prior work most relevant to our study
of the privacy engineer’s role.

Bamberger and Mulligan conducted semi-structured qualitative
interviews with 53 corporate privacy officers identified as “indus-
try leaders” to understand their role in privacy compliance and
protection [4]. They found that organizations had better privacy
outcomes when they embedded staff with specialized privacy pro-
tection expertise and personal responsibility for privacy into their
business units. Tahaei et al. conducted 12 interviews with “pri-
vacy champions,” defined as professionals within software develop-
ment teams who advocated for privacy and could influence privacy
decision-making [60]. They found several approaches that privacy
champions found effective in promoting better privacy protection,
including privacy-focused meetings, informal discussions, manage-
rial support, and cross-functional stakeholder communication (e.g.,
between legal and product teams). Horstmann et al. interviewed 30
participants involved in communicating and implementing privacy
requirements in a company setting, including 10 privacy experts
described as “individuals with a high level of knowledge or skill
in data protection law and data privacy practices” [34]. They iden-
tified significant communication issues between privacy experts
and software engineers. These issues were found to have the po-
tential to degenerate into adversarial relationships, as developers
may perceive privacy requirements as a hindrance during software
development. Iwaya et al. interviewed 30 privacy engineering prac-
titioners, individuals who met the following criteria: first, they are
software practitioners, and second, they work with systems that
process personal data. Participants, from nine countries, were in-
terviewed to understand their perspectives, organizational aspects,
and current privacy-relevant practices [38]. They found that the use
of well-known or industry-standard privacy methodologies was
not a typical practice among the interviewed practitioners; rather,
their organizations’ own privacy culture influenced their behavior.

A recent study by Kilhoffer et al. interviewed 14 privacy engi-
neers who met the following criteria: two or more years of experi-
ence in privacy engineering, active in privacy engineering, and a
high level of familiarity with privacy and security standards, guide-
lines, and controls [40]. They found that privacy engineers spent
significant time educating others in the organization about the im-
portance of privacy and acted as a crucial link between the legal
and engineering teams.

Our study’s findings both corroborate and extend the insights
from prior research on privacy professionals. For example, the crit-
ical role of privacy engineers in bridging communication between
legal, product, and engineering teams, a central theme in our re-
sults, resonates strongly with Kilhoffer et al.’s [40] portrayal of
privacy engineers as crucial links and Tahaei et al.’s [60] work on
the cross-functional communication approaches of privacy cham-
pions. Furthermore, our observation that the privacy engineering
role often lacks a strict definition and is significantly shaped by
organizational context aligns with Iwaya et al.’s [38] findings on the
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prevalence of organization-specific privacy cultures over standard-
ized methodologies. However, our research distinctively contributes
by focusing explicitly on individuals who self-identify as privacy en-
gineers. This allows us to move beyond functionally-defined roles,
as seen in studies by Bamberger and Mulligan [4] on privacy offi-
cers or Horstmann et al. [34] on broader groups of privacy-involved
professionals, to provide a practitioner-driven account of the pri-
vacy engineer’s specific responsibilities, core competencies (such
as the stressed importance of software engineering skills and the
ability to conduct privacy risk assessments, as highlighted by our
participants), and the practical challenges they encounter.

It is further important to note that the aforementioned studies
adopt a sampling frame functional, selecting participants only based
on the tasks they perform, rather than on self-identified participa-
tion as privacy engineers. This imposes limits on the ability to draw
from skills and tasks that may not have been defined as related to
privacy engineering in prior work. In contrast, our study purposely
foregrounds self-identification, allowing practitioners themselves
to define the boundaries of the emerging privacy engineering pro-
fession.

3 Methodology
In this section, we explain our IRB-approved interview studymethod-
ology, including data collection, analysis, and validation.

We chose semi-structured interviews because of the open-ended
nature of our research questions. Furthermore, semi-structured in-
terviews allowed us to further investigate participants’ responses
and skip questions as needed while maintaining the structure of
our interview guide. We limited the interviews to US-based profes-
sionals who self-identified as working as privacy engineers or in a
privacy engineering role (hereafter simply referred to as “privacy
engineers”) irrespective of their official job titles. This geographic re-
striction followed our IRB protocol, which approved only US-based
participants. The interviews were held between late 2023 and late
2024, concurrently with the analysis. We designed our interview
protocol to address the following general research questions:

RQ1: How do privacy engineers conceptualize their roles?
RQ2: What motivates individuals to pursue privacy engineering?
RQ3: What are the core competencies associated with privacy

engineering?
RQ4: What do privacy engineers find challenging in their roles,

and what strategies do they find effective in overcoming
these challenges?

To support generalizable and rigorous qualitative results, we
conducted interviews until new themes stopped emerging and we
reached saturation [16]. Our subject pool was larger than the 12-20
participants recommended as best practice in the prior qualitative
research methodological literature [27]. Therefore, our work can
provide a foundation for future quantitative research and general-
izable design recommendations.

3.1 Instruments
In this section, we describe the process of iteratively developing
our screening survey and the interview guide.

Screening survey. The screening interview was aimed at identi-
fying participants based in the United States who work full-time
as employees or consultants in a privacy engineering role. To gain
a better understanding of the context in which the participants
worked, we included questions about employment status, job title,
years of experience, sector and area of employment, privacy and
cybersecurity certifications, and membership in relevant industry
associations. It also included basic demographic questions, which
were optional. After conducting the pilot interviews (which we de-
scribe later), we adjusted the text of the questions and emphasized
the optional nature of the demographic questions. We include the
final set of survey questions in Appendix B.

Interview guide. We developed our interview guide to high-
light the unique characteristics of a privacy engineering role and to
enable comparison with other similar but distinct privacy roles. To
achieve this goal, we divided the interview into six distinct sections
that cover: (1) participants’ understanding of privacy engineering,
(2) their motivation to pursue privacy engineering as a profession,
(3) responsibilities and skills, (4) reporting and deliverables, (5) chal-
lenges and strategies, (6) evaluating success. All authors reviewed
and provided suggestions for the interview protocol, including two
authors with extensive experience as privacy engineering practi-
tioners within their respective organizations. We include our final
interview guide in Appendix C.

Pilot interviews. Before recruiting participants for the main
study, we conducted three pilot interviews with privacy engineers
from our personal networks. We tested and iteratively adapted
both the screening survey and the interview guide after each pilot
interview. These pilot interviews, although not included in the final
analysis, were used to validate our interview script, timing, and
overall approach, leading to refinements in our interview script
and improved consistency among the different interviewers.

3.2 Recruitment
The goal of our recruitment efforts was to identify privacy engineers.
In our recruitment messages, we invited prospective interviewees
to participate in our study if they “work in privacy engineering” or
were “privacy engineers or a professional in a similar role.” There-
fore, we relied on participants to self-identify as privacy engineers
to avoid imposing our definition of the role of a privacy engineer.
This inclusive criterion follows social identity theory, which holds
that group membership is principally defined by self-categorization
and shared meaning rather than externally imposed labels [3, 63].
Accepting participants on the basis of self-identification therefore
allowed us to capture the emergent, practitioner-defined identity of
“privacy engineers”, even when employers still use disparate titles.

Recruitment messages were posted on LinkedIn to reach a broad
segment of the professional privacy community. Furthermore, we
used snowball sampling [6] and encouraged participants to rec-
ommend other potential participants within their professional net-
works (both offline by word of mouth and on social media). This
method proved particularly effective in accessing privacy engineers
who might not have seen our online recruitment messages. The
recruitment message included a link to a landing page informing
the candidates about the study purpose and providing them with
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our study consent form (Appendix A) and our contact details. The
participants who consented were then directed to complete our
screening survey, which took an average of 4.6 minutes to complete.
Furthermore, we asked eligible candidates to provide their email
addresses to schedule a 60-minute remote interview through Zoom.

We excluded candidates who were students or worked part-time
and invited eligible participants for an interview. We expressed
our thanks to survey respondents who did not meet our selection
criteria for their interest in our research and asked them to share
information about our study with other potential candidates.

3.3 Interviews
We performed semi-structured video interviews via Zoom, each
lasting approximately 60 minutes, though we remained flexible to
extend this time if participants had more to share. A team of four
interviewers, all extensively trained in qualitative research methods
and privacy concepts, conducted the interviews. As discussed pre-
viously, we conducted three pilot interviews to ensure consistency
before starting the main study.

Before starting each interview, we read the key information in
the consent form aloud as a reminder, ensuring that the partici-
pants fully understood the nature of the study and how their data
would be used and protected. We started the audio recording and
the interview after receiving the verbal consent of the participants.
The interview covered a wide range of topics, including the def-
inition of privacy engineering, motivation and interest, required
skills and responsibilities, reporting and deliverables, challenges
and strategies for overcoming them, and evaluation metrics. Our
complete interview guide is in Appendix C.

3.4 Qualitative Analysis
A qualitative approach was chosen for this study because it priori-
tizes depth of understanding over numerical measurement, mak-
ing it well suited for exploratory research aimed at conceptually
defining the profession of privacy engineering. Unlike quantitative
methods that focus on statistical frequency, qualitative analysis
allows for a nuanced exploration of the lived experiences, perspec-
tives, and expertise of privacy engineers, capturing the complex-
ity of their roles in ways that predefined categories or numerical
data might overlook. This approach is particularly advantageous
when studying emerging or evolving professions, as it enables the
identification of subtle distinctions, implicit expectations, and un-
derlying competencies that may not yet be standardized or widely
recognized. By emphasizing rich, contextual insights rather than
quantifiable trends, this method facilitates a more comprehensive
and flexible definition of privacy engineering, accommodating the
diversity of perspectives across different organizations, industries,
and professional backgrounds.

Our data analysis process was iterative, employing a qualitative
open-coding process that allowed the organic emergence of core
concepts [59]. First, we used Zoom’s audio transcription service3
to obtain interview transcripts, which we manually reviewed for
transcription errors, then manually de-identified and anonymized
to mitigate the risks of participant identification. All transcripts
were reviewed by at least two researchers, and all references to
3https://support.zoom.com/hc/en/article?id=zm_kb&sysparm_article=KB0064927

identifiable concepts (such as names, organizations, roles, etc.) were
redacted. Indirect identifiers were also redacted. De-identified and
anonymized transcripts were reviewed a final time before load-
ing into MAXQDA4 for analysis. All researchers coded the first
transcript independently before meeting to create an initial code-
book. To reduce attentional fatigue, we divided each subsequent
interview script into two parts, each containing three sections (see
Appendix C for the questions in each section). Two pairs of re-
searchers then independently expanded on the initial codebook
based on a detailed analysis of their assigned section of the inter-
view transcript. These codebooks were then compared by both pairs
of researchers after coding 2-3 transcripts per iteration, discussed
in depth, and merged. Any disagreements were resolved through
careful consideration and consensus building [16].

The same two pairs of researchers independently coded addi-
tional transcripts to test and refine this consolidated codebook. This
step led to further refinement of the codebook, with codes being
added, merged, or clarified as needed to capture the nuances in
the data. The final codebook was then applied to the remaining
interviews, with both pairs of researchers coding all their respec-
tive interview segments to ensure consistency and reliability. Dis-
agreements in coding were resolved through in-depth discussions
between the coders.

Saturation and final validation. We determined that theo-
retical saturation had been reached when all the themes raised in
new interviews fit within the existing codebook structure without
requiring significant additions or modifications. At this point, we
stopped further recruitment and revisited the initially coded inter-
views, recoding them with the final comprehensive codebook to
ensure uniform analysis across all data.

After the interview transcripts had undergone grounded analysis
(manually performed by human researchers with the assistance
of the MAXQDA tool), a large language model (LLM) was used to
validate that saturation had been reached, improving confidence
that no further findings could be extracted which had not already
been extracted through the manual analysis. OpenAI’s GPT-4o LLM
was chosen for this purpose, as GPT-type models have previously
been shown to be effective in extractive analysis tasks of textual
and interview data [22, 49, 62]. In order to comply with our data
protection obligations, the OpenAI model execution environment
was configured to prohibit sharing, training, and other secondary
use of the de-identified interview data. In our approach, this addi-
tional validation step was used to provide greater assurances that
the manual analysis which had already been performed was suffi-
ciently rigorous, and that saturation had indeed been reached. The
themes extracted using the LLM prompt were compared with those
extracted through manual analysis to provide further assurance
that the coding manual was complete. A complete coding manual
meant that all themes had been extracted to the point of satura-
tion and no additional themes would emerge through additional
analysis. First, each of the interview transcripts was individually
processed using a standardized LLM prompt designed to extract
five concise bullet points summarizing the most important findings
on the skills, competencies, expectations, and distinguishing char-
acteristics of privacy engineers. The following prompt was used,
4https://www.maxqda.com/
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with the de-identified interview transcript attached to the prompt:
I’m working on a research project which aims to define the profession
of "privacy engineer". Attached is a transcript from an interview be-
tween a researcher and a self-proclaimed privacy engineer. Extract 5
bullet points with the most important findings from the interview as
it pertains to the definition of a privacy engineer; focus on the skills,
competencies, and expectations that exist for these professionals, as
well as what makes them distinct from other disciplines. Keep the
points extremely succinct. Additional prompts varying the number
of bullet points (from 3 up until 10) were also used, but none of
the prompts yielded any new themes which had not already been
identified in the manual analysis.

Once all transcripts had been analyzed in this way, a second
prompt was applied to synthesize the extracted bullet points gener-
ated across all interviews. This step identified the fivemost common
themes emerging in the data set, while also isolating ten outlier
findings that did not align as closely with the dominant themes.
The following prompt was used, with the outputs from the previ-
ous prompts appended together and attached to the prompt: I’m
working on a research project which aims to define the profession of
"privacy engineer". Attached is a file containing bullet points extracted
from a series of interviews between a researcher and a self-proclaimed
privacy engineer. Each interview was with a different set of people,
and each interview resulted in 5 bullet points. Extract the 5 key bullet
points that are common across all of the interviews. If there are any
bullet points which seem not to fit with the rest, list them separately,
limit 10 in total.

By integrating this LLM-assisted approachwith the initial human-
led grounded analysis, both the depth and efficiency of the the-
matic synthesis were enhanced, providing a structured and scalable
method for defining the profession of privacy engineering. If addi-
tional findings that had not been revealed during the manual analy-
sis were synthesized, they would serve as evidence that saturation
had not been reached. If no additional findings were synthesized,
that is, all the findings synthesized by the LLM simply repeated
those that had been generated previously through manual analysis.
LLM-assisted analysis provides further assurance that saturation
had been reached and that there were no additional findings to
extract.

Crucially, the LLM-assisted analysis was performed only after
the human researchers had completed their grounded analysis of
the interview transcripts. This sequential approach ensured that the
initial identification of key themes was driven by human expertise,
minimizing the risk of overlooking nuanced or context-dependent
insights. By first establishing a well-founded understanding of the
data, we were able to critically assess the accuracy and relevance of
the LLM output, ensuring that no hallucinated responses were intro-
duced into our findings. Rather than relying on the LLM to generate
novel insights, the role of LLM-assisted validation was to synthesize
patterns that we had ideally already found in the data, highlighting
potential gaps in our manual analysis if new themes were identi-
fied that had not been documented during manual analysis. This
allowed us to cross-check our findings and determine whether any
important themes had been underemphasized or missed, ultimately
strengthening the rigor and comprehensiveness of our analysis.

3.5 Ethical Considerations
We took great care to ensure the confidentiality of the study par-
ticipants. An institutional review board (IRB) at the University
of California, Berkeley reviewed and approved the study proto-
col, including the analysis approach, data collection and retention
practices, and the consent process. All participants provided their
informed consent before collecting any personal information. No
compensation was provided to participants to avoid any potential
bias. All findings were rigorously de-identified and anonymized to
ensure that disclosure of interviewee affiliations or reidentification
of participants would be mitigated, thus mitigating potential harm
upon public release of the redacted interview transcripts. To ensure
anonymity, each participant was assigned a unique identifier (e.g.,
P1) which served as the only way to identify the interview.

As we previously mentioned in 3.4, we validated the results of
our manual analysis by using an LLM on the de-identified and
anonymized transcripts. This LLM analysis was conducted exclu-
sively on the de-identified data, after the multi-pass manual redac-
tion process described above. We acknowledge that while partic-
ipants consented to the indefinite use of their de-identified data
for future research by ourselves or others, as stated in the consent
form and approved by the IRB, the consent form did not explicitly
specify the potential use of AI or LLM-based analysis tools. The
application of tools to analyze the de-identified transcripts, as well
as share the transcripts, aligns with the consent provided under
our IRB-approved protocol. All measures were taken to ensure par-
ticipant confidentiality and prevent re-identification throughout
our study.

We carefully removed any identifying information from our data
and results. We replaced specific responses to the demographics
survey (e.g., age or years in role) with ranges, each containing
an approximately equal number of observations. Additionally, a
senior privacy and data ethics researcher from the Future of Pri-
vacy Forum reviewed Tables 1 and 2 was consulted to ensure that
the presented information is not identifying. Each transcript was
manually analyzed and de-identified by multiple researchers in
multiple sequential passes. We ensured that no facts or phrases that
could serve as a way to identify the participant were mentioned.
Identifiable facts and phrases were replaced with placeholders (e.g.,
[INSTITUTION], [LOCATION], [PROJECT] and so forth) and any
responses from interviewees in which identifiable information was
self-disclosed were fully redacted.

4 Results
In this section, we present an overview of the demographics and
professional experience of the participants. We also remark on the
results of the analysis process, including the number of interviews
which were analyzed before reaching saturation, as well as the
resulting interview recruitment and participation statistics. Finally,
we detail the themes we observed after analyzing the interview
transcripts.

4.1 Participants
All participants first completed a screening survey consisting of
demographic and professional history questions. These questions
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Table 1: Summary of participants’ demographics.

ID Age Education Gender Income
P1 26-32 Bachelor’s M $200,001-300,000
P2 N/A Ph.D./Equiv. M N/A
P3 40+ Bachelor’s M $300,001-500,000
P4 N/A Master’s M N/A
P5 N/A Master’s M $200,001-300,000
P6 N/A Master’s M $150,001-200,000
P7 N/A Bachelor’s M $300,001-500,000
P8 26-32 Ph.D./Equiv. W $500,001+
P9 40+ Associate’s M $100,001-150,000
P10 26-32 Master’s M $200,001-300,000
P11 33-39 Master’s W $75,001-100,000
P12 26-32 Master’s M $200,001-300,000
P13 40+ Ph.D./Equiv. M $500,001+
P14 40+ Ph.D./Equiv. W $200,001-300,000
P15 26-32 Master’s W $150,001-200,000
P16 33-39 Master’s M $300,001-500,000
P17 N/A Master’s M N/A
P18 N/A Ph.D./Equiv. M $500,001+
P19 33-39 Bachelor’s M $500,001+
P20 33-39 Bachelor’s M $500,001+
P21 26-32 Master’s M $300,001-500,000
P22 N/A N/A NB N/A
P23 33-39 Ph.D./Equiv. N/A $500,001+
P24 N/A N/A N/A N/A
P25 40+ Ph.D./Equiv. M N/A
P26 N/A Master’s W N/A
P27 N/A Master’s W $200,001-300,000

‘ID’ column refers to participant ID. No response or ‘pre-
fer not to disclose’ option is abbreviated as ‘N/A.’ Values in
‘Gender’ column: ‘NB’ = non-binary, genderqueer, or gender
nonconforming; ‘W’ = woman; ‘M’ = man.

focused on the professional history and workplace of the respon-
dents (e.g., their industry of employment, years of experience in
privacy, size of the organization) and their demographics (e.g., age,
education, income). In total, 27 participants completed the inter-
views before the recruitment was closed.

Demographics. Table 1 presents information on the demograph-
ics of the participants. The results of our survey indicated that the
median age of the respondents was 39 years and the majority of the
participants (64%) self-identified as men. Furthermore, most of the
respondents (68%) had advanced degrees, including master’s and
doctorate degrees, and 35% reported earning $300,000 or more as
their total annual compensation. We also found that 32% identified
as being part of communities known to be historically disadvan-
taged; we refer the reader to Appendix B for a complete formulation
of these questions.

Professional context. We found that all except one of the par-
ticipants work in the industry full-time, of which the majority (93%)
indicated working in the ‘technology and software’ sector. Other
participants indicated, in addition to other areas of work, to work
in ‘consulting’ (five participants), ‘e-commerce’ (four participants),
and ‘banking and finance’ (four participants). Two participants

also indicated working for federal government agencies within the
United States. Furthermore, half of the respondents work in large
organizations employing at least 100,000 people, and most (56%)
of the participants are based in California, where the most promi-
nent technology companies are headquartered. We did not retain
information on the specific companies in which the interviewees
worked.

In terms of role titles, we found that 78% of the respondents had ti-
tles that contain the word “privacy” and 63% have titles that include
the phrase “privacy engineer”. 44% of the respondents had roles
that explicitly indicate seniority (e.g., “senior”, “lead”, or “leader”).
We also found that participants had on average 7.5 years of privacy
experience working with teams of an average size of approximately
20 individuals. 60% of the participants belong to the International
Association of Privacy Professionals (IAPP), and 48% held IAPP
Certified Information Privacy Technologist (CIPT) certifications.
None of the participants made specific references to other forms of
legal training. Table 2 presents information on the demographics
of the participants and their professional context.

4.2 Interviews
Twelve interview transcripts were analyzed before we determined
that saturation was reached. Further manual analysis of 15 addi-
tional transcripts that did not result in any changes to our codebook
increased our confidence in this finding. The interview recruitment
was then closed with 27 interviews completed and the corpus of
transcripts was frozen. Finally, all interviews were examined using
LLM-assisted analysis to attempt to reveal findings that did not
match those extracted by manual analysis. The LLM-assisted analy-
sis did not identify any additional themes or findings beyond those
already identified through manual analysis. The lack of new find-
ings further provided evidence that saturation had been reached
after 12 interviews.

Our interview findings are centered on the common themes that
emerged during the analysis of the interview transcripts. Our anal-
ysis revealed four main themes characterizing the experiences and
perspectives of privacy engineers: (1) conceptualizing privacy engi-
neering, (2) motivations to become privacy engineers, (3) common
challenges faced in their roles, and (4) competencies and evaluation.
These themes illuminate how privacy engineers understand their
profession, what drives them to enter and remain in the profession,
the obstacles they encounter, skills, and practices they rely on to
fulfill their responsibilities. In the following subsections, we present
each theme along with a selection of illustrative examples extracted
from interview transcripts.

4.3 Conceptualizing Privacy Engineering
During interviews, participants were asked to provide definitions
of privacy engineering and described various related professional
roles. We found that two themes emerged among the responses
to these portions of the interviews: the variability of the privacy
engineering role and the importance of having strong technical and
software knowledge.

Not strictly defined and highly variable. The majority of
participants consistently emphasized that there is no universally
agreed-upon definition of privacy engineering. For example, P4
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Table 2: Summary of participants’ professional context.

ID
‘privacy
engineer’
job title?

‘senior’
or ‘staff’
job title?

‘manager’
or ‘lead’
job title?

Sector Area
Years,
privacy

Years,
role Org size

Team
size Associations Certs. Loc.

P1  # # I, N T,E,B,C 3-4 1-3 1-1,000 2-7 N/A N/A WA
P2   # I T 9+ 4-5 10,001-50,000 13+ IAPP CIPT N/A

P3  #  I T 9+ 1-3 100,001+ 2-7 IAPP CIPP/T/M,
CISSP,CISM WA

P4 # #  I T 5-8 6+ 1,001-5,000 2-7 N/A N/A CA
P5 #  # I B 5-8 1-3 100,001+ 8-12 IAPP CIPT NC
P6  # # I T 9+ 1-3 1-1,000 2-7 IAPP CIPP/T/M CA
P7  # # I T,E,B,O 3-4 1-3 100,001+ N/A N/A OSCP,OSCE CA
P8  # # I T 5-8 4-5 5,001-10,000 8-12 IAPP,USENIX N/A CA

P9 #  # I T, E, B,
C, O 5-8 4-5 1,001-5,000 2-7 IAPP, (ISC)2 CIPP/T,

Security+ MI

P10  # # I T 3-4 1-3 100,001+ 8-12 N/A N/A CA
P11 # # # I, G T, C 3-4 1-3 100,001+ 8-12 IAPP CEH TX
P12  # # I T 3-4 1-3 1-1,000 2-7 IAPP CIPT CA

P13 # # # I, A T 9+ 6+ 100,001+ N/A IAPP, ISACA,
(ISC)2 CIPP, CISM MD

P14  # # I T 5-8 6+ 100,001+ 13+ N/A N/A CA
P15   # I T, O 3-4 1-3 5,001-10,000 2-7 IAPP CIPT NY
P16 # # # I T 5-8 6+ 1,001-5,000 N/A N/A N/A CA
P17   # I, A T, E, O 3-4 1-3 100,001+ 13+ IAPP,USENIX CIPP/T/M WA

P18   # I T 5-8 1-3 100,001+ 8-12 IAPP, ISACA,
USENIX CIPT/M CA

P19   # I T 9+ 6+ 100,001+ 13+ N/A CIPT CA
P20 # # # I T 5-8 6+ 50,001-100,000 8-12 IEEE, ACM N/A CA
P21  # # I T 3-4 4-5 100,001+ 13+ IAPP CIPT CA
P22  # # I, N T 9+ 1-3 100,001+ 13+ IAPP CIPT WA
P23   # I T, O 9+ 1-3 100,001+ 8-12 N/A N/A CA
P24 #  # G N/A N/A N/A N/A N/A N/A N/A N/A
P25 # # # I T, C 3-4 6+ 1-1,000 N/A IAPP N/A WA
P26 # #  I T, C 9+ 6+ 1-1,000 N/A N/A N/A CA
P27  # # I T 5-8 4-5 100,001+ 13+ IAPP CIPP/T CA

‘ID’ refers to participant ID; ‘job title?’ refers to phrases appearing ( ) or not appearing (#) in a participant’s job title; ‘Sector’
and ‘Area’ refer to participant’s employment. No response or ‘prefer not to disclose’ option is abbreviated as ‘N/A.’ Values in
‘Sector’ column: ‘I’ = Industry, ‘G’ = Government, ‘A’ = Academia, ‘N’ = NGO. Values in ‘Area’ column: ‘T’ = Technology and
Software; ‘B’ = Banking and Finance; ‘C’ = Consulting; ‘E’ = E-commerce; ‘O’ = Other (multiple choices allowed). Values in ‘Loc.’
column refer to U.S. states. For ‘Associations’ and ‘Certs.’ columns refer to Appendix B.

stated that “the role of a privacy engineer [...] is also very nebulous
and has not been strictly defined.” Other participants reported that
job titles and responsibilities vary widely between organizations,
even when these roles share the label of “privacy engineer”. For
example, some respondents described their work as deeply techni-
cal: writing code, designing systems, or conducting architectural
reviews. Others considered their remit as more advisory, focused on
communicating policy requirements and providing internal guid-
ance. Several participants noted that this lack of standardization
led to confusion both internally and externally, with colleagues
sometimes misunderstanding the scope of their role or conflating
it with more familiar functions like security engineering. Partici-
pants who mentioned this idea framed the ambiguity as a natural
outcome of a relatively new field that continues to evolve, making
role boundaries fluid and subject to ongoing negotiation.

Requires technical expertise. Across the interviews, almost
all participants stressed that effective privacy engineering is based
on a strong technical foundation: ”I think it’s definitely a technical
role. I think it’s someone who helps solve technical challenges related
to privacy which can be wide-ranging. But like it’s an engineer for
a reason” [P9]. They highlighted the need to understand complex
systems, data flows, and software architectures to identify privacy
risks and integrate privacy-enhancing measures. Many participants
recounted instances where their ability to navigate code, evaluate
cryptographic tools, or design novel data minimization strategies
allowed them to propose practical and implementable solutions.
However, participants noted that while technical skill is critical, it
must often be combined with broader knowledge of privacy, includ-
ing familiarity with legal frameworks and organizational policies.
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This combination, they suggested, is what distinguishes privacy
engineers from purely legal or purely technical professionals.

4.4 Interest and Motivations
The participants described a variety of reasons for entering the field
of privacy engineering. These motivations often reflected personal
interests and values, as well as a desire for career growth and
intellectual stimulation. Three themes stood out: viewing the field as
novel and exciting, enjoying continuous learning and opportunities
to educate others, and acting upon moral and ethical convictions
related to user privacy.

Novel and exciting field. A prominent theme among almost all
participants was the attraction of privacy engineering as a dynamic
and emerging discipline. Participants described the role as con-
stantly evolving, with frequent changes in technologies, regulations,
and user expectations. This state of flux was seen as intellectually
stimulating and drove individuals to stay up-to-date with emerging
standards and tools. The participants remarked that privacy engi-
neering never feels boring, as each new project presents unique
technical puzzles: “It’s always an interesting problem, because [...]
it’s always changing. But then how each company deals with it is
kind of unique.” [P8]. The perceived newness of the field also gave
the participants a sense of pioneering work, compared to working
in security: “I feel like cybersecurity in a lot of cases has been figured
out. [...] Privacy is very much still being developed and understood.”
[P4].

Moral and ethical values. Several participants cited moral
and ethical considerations as major drivers for pursuing careers in
privacy engineering. They viewed privacy as a fundamental human
right and expressed a sense of responsibility to protect user data.
This framing with respect to moral virtues inspired participants to
navigate organizational pressures that could deprioritize privacy
considerations. Participants sometimes linked their commitment to
privacy with broader ethical principles, noting that their desire to
protect personal information was part of a larger personal ethos.
Suchmotivations underscored a sense of purpose, setting their work
apart from more purely commercial or technical undertakings.

4.5 Skills, Responsibilities, and Competencies
Finally, participants also discussed various competencies they be-
lieved were essential for privacy engineers. They also reflected
on how their performance was assessed, both formally and infor-
mally. Four key themes emerged: the common reliance on informal
evaluation methods, the need for cross-functional stakeholder man-
agement, the importance of risk and threat management expertise,
and the centrality of conducting privacy reviews and offering in-
formed advice.

Cross-functional stakeholder collaboration. Almost all par-
ticipants emphasized the importance of working effectively with a
wide range of stakeholders, including product teams, legal counsel,
marketing departments, user researchers and external clients. They
detailed how successful privacy engineering requires not only tech-
nical acumen, but also communication, negotiation, and diplomacy.
These interactions required them to explain complex technical con-
cepts to non-technical audiences, manage conflicting priorities,

and, at times, negotiate compromises that balance privacy with
other organizational needs. Ensuring broad alignment and shared
understanding was considered a critical competency that directly
influenced their impact and the success of privacy initiatives. P1
said it plainly: “A lot of my time is spent on stakeholder management.
So it’s both understanding kind of what my team is doing, removing
roadblocks, helping them. [...] So it’s, you know, a range of things. But
I would say a lot of what I do is really influencing, understanding,
and influencing.”

Risk and threat management. Handling privacy threats and
assessing potential risks emerged as central responsibilities. With
only a few exceptions, all participants described their work as iden-
tifying vulnerabilities, evaluating data handling practices, and rec-
ommending mitigations before issues escalated: “I focus on looking
at perspective features and products and working with the engineering
and product teams to understand what are the privacy risks. How can
we mitigate them? And then verifying that they actually did mitigate
the risks” [P2]. Some used privacy threat modeling or “red teaming”
exercises to anticipate potential problems. Their competence in
risk management was closely related to their ability to translate
abstract threats into concrete technical recommendations. Some
participants recounted how demonstrating foresight and providing
actionable solutions contributed significantly to their credibility
within the organization.

Perform reviews and offer advice. With only a few exceptions,
all participants mentioned that a significant part of their workload
involved conducting privacy reviews, performing systems or prod-
ucts assessments, and offering customized advice. These activities
often took the form of providing input on design documents, review-
ing feature proposals, or helping product teams understand privacy
implications. Participants reported that offering timely, accurate,
and actionable guidance was one of their most visible contributions,
serving as a tangible sign of their value as internal privacy experts.
They emphasized the importance of clarity, accessibility, and prac-
ticality in their advice, ensuring that stakeholders could implement
the recommended changes with minimal confusion.

Learning and teaching. Many respondents found personal
fulfillment in the opportunity to learn and teach others about pri-
vacy. Some highlighted the satisfaction they derive from gaining
new skills or deepening their understanding of privacy techniques,
privacy law, and human-centric design considerations. Others de-
scribed their role as educators within their organizations, helping
development teams understand privacy requirements and coach-
ing them in implementing controls effectively. Participants noted
that as they gained expertise, they became key knowledge brokers,
sharing insights and fostering awareness that went beyond the
day-to-day engineering tasks.

4.6 Challenges and Strategies
Although participants expressed enthusiasm for their work, they
also highlighted persistent challenges. These ranged from broader
organizational and market forces to difficulties in translating com-
plex regulations into actionable technical requirements. Three main
themes emerged: misaligned incentives that undermine privacy
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efforts, the complexity of translating laws and regulations into tech-
nical standards, and structural obstacles posed by reporting and
organizational hierarchies.

Informal evaluation. When asked how their performance was
evaluated, with only a few exceptions, participants described in-
formal ad hoc evaluation processes. Rather than a standardized set
of metrics, many said that their work was gauged through conver-
sations, internal feedback, or their ability to respond effectively
to emerging privacy risks. For example, P4 stated that “So how a
manager would look at [this work deliverable] is like: is this something
that I completely agree with? Or how can we get it to a state that we
can both agree on what this means?” Some participants noted that
their success was measured by the absence of privacy incidents, an
outcome that can be difficult to attribute directly to their interven-
tions. Others mentioned that peer recognition, project successes,
and positive stakeholder feedback were the leading indicators of
meeting organizational expectations: “One of the things is impact.
But also how peers perceive you” [P6].

Misaligned incentives. A recurring challenge that the partici-
pants mentioned was the misalignment of incentives within their
organizations. Many felt that privacy engineers are tasked with
championing user data protection even when it may conflict with
short-term business goals, such as quickly releasing new features or
collecting more user data to enhance services: “And how do you like
deal with like the business struggles of trying to collect more versus
protect? [...] It’s almost like a political struggle” [P9]. Participants
shared accounts of struggling to convince product managers or
other stakeholders to invest time and resources in proactive pri-
vacy initiatives. Some participants described a reality where privacy
gains visibility only after an incident or regulatory inquiry, thus
incentivizing reactive rather than preventive measures. For exam-
ple, P11 believed that other functions, such as security, are taken
more seriously: “The repercussions are questionable compared to if
you have a security incident. It’s much more severe. The CSO can land
up in prison. In that sense, I feel security is taken still more seriously
than privacy.”

Translating law and regulation. The majority of participants
consistently indicated that navigating the legal and regulatory en-
vironment was a complex aspect of their work: “I think one of
[challenges] is like just the sheer fragmentation of all the different
privacy laws and what’s involved. [...] Are you healthcare? Are you for
profit? How many customers do you have? I need to know all of this”
[P8]. They often felt responsible for transforming high-level rules,
such as those in GDPR or CCPA, into actionable technical require-
ments. This translation process was not straightforward. Many
described lengthy interpretations, negotiations with legal teams, or
trial-and-error attempts to incorporate policies into system designs.
The shifting legal landscape exacerbated this challenge. Participants
noted how new or evolving regulations required them to continu-
ously adjust their interpretations and solutions, contributing to a
sense of uncertainty.

Reporting structures. Interviewees highlighted how organi-
zational positioning affected their ability to implement privacy
measures. Some privacy engineers were embedded within secu-
rity teams, while others reported to legal or product units. The

participants observed that the department they were housed in
influenced the kind of support they received, as well as their per-
ceived authority. For example, privacy engineers embedded in legal
teams found it easier to leverage regulatory mandates but struggled
when proposing technical changes. In contrast, those in engineering
departments found it easier to influence system design, but more
challenging to secure the approval of legal experts. Ultimately, these
structural arrangements shaped their day-to-day interactions and
determined how readily they could advocate for privacy initiatives.

Privacy championing. Interviewees consistently emphasized
the importance of championing privacy within their organizations
to address complex engineering challenges. Many privacy engi-
neers reported that proactively increasing the visibility of privacy
issues enabled them to secure critical support from senior leader-
ship and cross-functional teams. For example, several participants
recounted experiences in which they escalated privacy concerns
directly to executive levels, effectively influencing policy revisions
and garnering additional resources for privacy initiatives. This ap-
proach, which often involves regular communication of the risks
and benefits associated with improved privacy measures, proved
instrumental in changing organizational mindsets. By positioning
themselves as trusted advocates for privacy, these professionals
not only elevated the discussion around data protection, but also
facilitated more agile responses to emerging regulatory and techni-
cal challenges. P2 saw this as especially important: “Many different
subcultures and niche groups have different views on [privacy]. [...]
So, being aware of that and being able to advocate on their behalf. I
think, as an expectation. That’s not directly in the job role, but it’s a
core fundamental part of it.”

5 Discussion
In this section, we reflect on our findings and situate them within
the broader context of the evolving field of privacy engineering.
We revisit the key themes identified in our analysis—conceptual
ambiguity, motivational drivers, organizational and regulatory chal-
lenges, and essential competencies—and discuss their implications
for practitioners, organizations, researchers, and educators. We
conclude by describing practical recommendations, acknowledging
limitations, and suggesting directions for future research.

5.1 Evolving Landscape of Privacy Engineering
Our study revealed that privacy engineering remains a nascent
and fluid discipline, one whose boundaries and practices continue
to evolve. Participants consistently noted that their roles are not
strictly defined, reflecting a broader industry reality in which pri-
vacy engineers must adapt to varied organizational structures, team
compositions, and product domains. This ambiguity underscores a
critical need for more formalized frameworks, job descriptions, and
skill set benchmarks that allow practitioners, recruiters, and orga-
nizational leaders to better understand what privacy engineers do,
how they add value, and where they fit within existing hierarchies.

Compared to earlier conceptualizations of privacy engineering
that focus on technical solutions or legal compliance alone, the ex-
periences of our participants highlight a more holistic view. Privacy
engineering emerges not as a narrow specialization, but rather as a
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multidisciplinary pursuit. Privacy engineers blend technical exper-
tise with strong communication and cross-functional coordination
capabilities. As privacy concerns increase in scope and complexity,
the ability to align technical solutions with regulatory mandates,
stakeholder values, and organizational priorities becomes a key
differentiator. This multifaceted identity suggests that privacy engi-
neering is both a technical craft and a sociotechnical mediation role,
one that will continue to gain prominence as data-driven business
models evolve.

5.2 Motivations for Privacy Engineering
Our findings suggest that privacy engineers are often driven by
more than professional ambition or technological interest. Many
participants reported personal and ethical motivations to partici-
pate in privacy work, seeing their role as safeguarding user rights
and promoting responsible data stewardship. This moral dimension
distinguishes privacy engineers from more traditional engineering
roles focused primarily on functionality, performance, or security.
The emphasis of engineers on ethical considerations aligns with in-
creasing public scrutiny and heightened expectations of responsible
data use, trustworthiness, and fairness.

This ethical orientation can have several positive impacts. It may
help organizations anticipate reputational risks and improve brand
trust by embedding privacy values early in the development process.
At the same time, this dimension calls for careful organizational
support. Privacy engineers who view their work as ethically signif-
icant may become disheartened if faced with persistent misaligned
incentives. Organizations must therefore create an environment
that recognizes and leverages the moral commitments of privacy en-
gineers through policies, reward structures, and leadership support
to ensure that these motivations translate into sustainable privacy
outcomes.

5.3 Organizational and Regulatory Challenges
Participants highlighted persistent organizational barriers, includ-
ing the difficulty in securing the support of product teams or exec-
utives focusing primarily on revenue and rapid deployment. Mis-
aligned incentives remain a core obstacle. While regulators and
public sentiment increasingly demand proactive privacy measures,
internal metrics often do not recognize or reward preventive pri-
vacy work. Addressing these challenges may require organizations
to adopt new performance indicators, reconfigure reporting lines,
or invest in privacy education to ensure that privacy engineering
is not perceived as a simple compliance cost.

Regulatory complexity emerged as another key challenge, with
privacy engineers struggling to translate evolving high-level legal
requirements into concrete technical practices. This issue points to
the potential for greater collaboration between legal and engineer-
ing teams and the development of clear guidance and standardized
industry frameworks to operationalize legal mandates. Over time,
the field could benefit from consolidated guidelines that help pri-
vacy engineers bridge the gap between legal text and system design,
potentially reducing the uncertainty and resource expenditures in-
volved in continuous regulatory interpretation.

5.4 Competencies and Informal Evaluations
Our analysis showed that privacy engineers rely on a mix of tech-
nical skills, cross-functional communication abilities, and risk man-
agement competencies. Although technical proficiency is a corner-
stone, especially in identifying and integrating privacy-enhancing
technologies, the softer, but equally crucial skill of stakeholder man-
agement emerged as vital. Privacy engineers must negotiate among
multiple parties; developers, product owners, legal experts, and
marketing teams to achieve privacy goals. This finding strength-
ens the case for conceptualizing privacy engineering as a role that
thrives at the intersection of technology and organizational culture.

However, participants also noted that their performance is of-
ten not measured by formal metrics, instead relying on informal
feedback, trust, and the absence of incidents. For organizations
to foster more systematic improvement, clearer evaluation frame-
works could be established. These could include measures related
to the integration of privacy controls in product roadmaps, user
satisfaction with data handling practices, or the number and sever-
ity of privacy-related incidents avoided. More robust assessment
methods could provide privacy engineers with recognition and
career advancement pathways, reinforcing their strategic value to
the organization.

5.5 Implications
The insights of this study offer several practical recommendations
for different stakeholder groups:

Industry and Practice. Organizations may benefit from devel-
oping standardized role descriptions and career ladders for privacy
engineers, clarifying expectations and needed skills. Doing so can
facilitate recruitment and help new hires integrate more smoothly.
Second, incorporating privacy-focused key performance indicators
into product development cycles can align incentives, ensuring that
proactive privacy measures are recognized and rewarded. Third,
regular training sessions for both engineers and nontechnical stake-
holders can enhance organizational privacy literacy, improving
communication and collaboration.

Another implication is the potential role of privacy engineers
as internal advocates and educators. Organizations may formal-
ize this function, encouraging privacy engineers to hold periodic
workshops or office hours for developers, product managers, and
designers. Such activities could help embed a culture of privacy by
design and reinforce compliance as a shared responsibility, rather
than a niche concern.

Aspiring Privacy Engineers. For aspiring privacy engineers,
our findings illuminate a path that requires a versatile skill set and a
proactive mindset. Given the field’s evolving nature and the lack of
strict role definitions, individuals should focus on developing strong
technical fundamentals and interpersonal skills to bridge the gap be-
tween technical teams and legal or product counterparts. Aspiring
professionals should also have an understanding of legal principles
and the ability to translate them into technical requirements.

Educators. Educators designing privacy engineering curricula
should take note of the diverse competencies our study identifies as
critical for practicing privacy engineers. The findings underscore
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the need for programs that extend beyond purely technical instruc-
tion. The significant emphasis on cross-functional collaboration
and communication implies that educational programs must in-
corporate training in stakeholder management, negotiation, and
ethical reasoning to prepare students for the sociotechnical realities
of the role. Moreover, given the evolving nature of the profession
and the lack of standardization, curricula should encourage adapt-
ability, continuous learning, and the ability to critically assess and
apply emerging privacy-enhancing technologies and privacy en-
gineering methodologies. Finally, certification organizations such
as IAPP and ISACA should consider our findings when perform-
ing future research on the professional community. Notably, we
observe that the definition that has emerged from the consensus
of our participants differs substantially from the definitions used
by these organizations [36, 37]. We argue that the definition of
privacy engineering should include the core competencies, skill set,
methods employed, daily practices, and responsibilities we have
uncovered in our research.

6 Limitations and Future Work
While our study provides valuable insights into the nascent field
of privacy engineering, we acknowledge several limitations. It is
important to reiterate that this study employs a qualitative ap-
proach that does not produce statistical findings or quantitative
measurements of the frequency of any theme. Instead, our goal is
to explore and conceptually define the profession of privacy engi-
neering through an in-depth analysis of expert perspectives. As
such, our findings should not be interpreted as statistically repre-
sentative of the entire privacy engineering field, but rather as a rich,
exploratory synthesis of the insights shared by our participants.
Although we identify recurring themes and commonalities, we do
not claim that these findings can be fully generalized to all privacy
engineers. Instead, this study provides a foundation for understand-
ing the evolving nature of the profession, offering insights that may
inform further research and discussion within the field. Our study
is both qualitative and exploratory, and while our participant pool
was larger than that recommended by some qualitative guidelines, it
remains subject to self-selection biases. Those who chose to partici-
pate may be particularly motivated or established privacy engineers.
Furthermore, because recruitment relied on convenience and snow-
ball sampling, participation may be skewed toward individuals
linked to the authors’ networks and to well-connected practition-
ers in large US technology firms, potentially under-representing
privacy engineers in smaller organizations or non-tech sectors. In
addition, because our IRB approval covered only U.S. participants,
the study is U.S.-centric and most of the participants were based in
California, a major technology hub. Privacy engineering roles and
perceptions may differ in other cultural or regulatory environments.
Furthermore, the dynamic nature of privacy engineering means
that our findings offer a snapshot in time. Roles, definitions, and
practices can change as the field matures, as regulatory regimes
change, or as new technologies emerge.

Our study lays the foundation for further research. Although we
identified common themes and challenges, future research could
quantify their prevalence across different industry verticals, orga-
nizational sizes, and cultural contexts. Surveys and larger-scale

quantitative studies could complement our qualitative findings, en-
abling more generalizable conclusions. Longitudinal studies might
also observe how the role of privacy engineers evolves as regula-
tions, technologies, and societal norms continue to shift. In addi-
tion, future work could apply the same self-identification-based
methodology in a multi-national context to assess whether themes
identified in this study hold across different cultural, regulatory,
and organizational environments.

Another avenue of research involves exploring the interplay
between privacy engineering and emerging areas such as machine
learning fairness, explainability, and data governance. As orga-
nizations increasingly rely on data-intensive processes, privacy
engineers might collaborate with professionals who address al-
gorithmic transparency or responsible AI development. Studying
these intersections could inform a more holistic approach to data
ethics, trustworthiness, and accountability.

Finally, more nuanced regulatory and policy-oriented research
could examine whether and how policymakers could rely on in-
sights from privacy engineers to refine legal frameworks and pro-
vide clearer and more practical guidance. Such a feedback loop
could help harmonize legal requirements with engineering realities,
ultimately producing more effective privacy protections for users.

7 Conclusion
This research provides a novel in-depth look at the realities of
privacy engineering roles, uncovering the complexities and nu-
ances that shape this emerging field. Far from being a narrowly
defined technical job, privacy engineering involves blending robust
technical foundations with a flexible understanding of legal and
ethical considerations, organizational cultures, and collaborative
communication skills. Privacy engineers act as linchpins, translat-
ing high-level privacy principles into concrete, system-level imple-
mentations, and ensuring that user rights and trust are respected
in an increasingly data-driven world.

As privacy considerations move to the forefront of regulatory
and consumer attention, the importance of well-defined, and well-
resourced privacy engineering functions will only grow. By illu-
minating how privacy engineers understand their roles, what mo-
tivates them, and what challenges they face, this study aims to
help organizations, policymakers, and educators recognize the crit-
ical value of privacy engineering. With greater clarity, structured
support, and meaningful incentives, privacy engineers can more
effectively guide the development of responsible, compliant, and
user-centric digital products, ultimately shaping amore trustworthy
and privacy-aware technological landscape.
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A Consent Form
[Each participant viewed and consented to the following form
before starting the screening survey and beginning the interview.]

Purpose. The study aims to delve into the roles and experiences
of individuals working in a privacy engineering role. This research
will provide insights into their responsibilities, skills, experience
prerequisites, organizational hierarchies, and the challenges they
encounter.

Procedure. If you agree to participate in this interview, you will
be asked to answer a series of questions related to the purpose of
the study. The entire interview will take no more than 90 minutes.

Eligibility. Participation will be restricted to respondents in the
U.S., 18 years of age or older, and speakers of English.

Data Confidentiality. As part of this interview, we will record
audio for transcription. However, we will delete raw audio data
as soon as we finish transcribing it, no later than the anticipated
study completion date. Furthermore, data will be kept confidential
to the degree permitted by the technology being used, although the
confidentiality of data transmitted over the Internet cannot be com-
pletely guaranteed. De-identified data will be retained indefinitely
for possible use in future research done by ourselves or others.

Benefits and Risks to the Participant. Participants will ob-
tain the experience of participating in a research study and will
help contribute to the body of knowledge about online security,
digital safety, and privacy. There are minimal risks associated with
participating in this study. The results from the research will be
shared with the participants at the conclusion of the research.

Voluntary Nature of the Study. Your participation is voluntary.
You may stop participating at any time or withdraw from the study
by letting us know. Partial data will not be analyzed or retained.

B Survey Questionnaire
[After the participant read the participant information sheet and
consent form and agreed to participate in the study.]

(1) Please choose all the sectors that closely align with your
current employment area (select all that apply).
• Industry/Business • Academia/Education • Government
• Non-profit • Other: (free text)

(2) What is your current employment status? Select all that
apply.
• Full-time employee (or contractor equivalent) • Part-time
employee (or contractor equivalent) • Freelance/Consultant
• Furloughed (temporarily laid off) or on leave •Unemployed
• Student • Retired

(3) If employed, what is your job title? (Free text)
(4) Do you identify as a person who works in privacy engineer-

ing irrespective of job title?
• Yes • No

(5) If you’d like to participate in the Zoom-hosted interview,
what email address should we use to contact you? (Free text)

(6) What area do you currently work in? Select all that apply.
(Optional)
• Technology and Software • E-commerce • Healthcare
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• Banking and Finance • Telecommunications • Govern-
ment and Public Sector • Education • Retail • Media and
Entertainment •Automotive • Real Estate •Utilities • Travel
and Hospitality • Consulting • Other (free text)

(7) How many years of experience do you have in your current
role? (Free text, optional)

(8) How many years of experience do you have working in
privacy? (Free text, optional)

(9) How many individuals do you work with directly (e.g. on
your team)? (Free text, optional)

(10) Howmany employees work in your organization? (Optional)
• 1-1,000 • 1,001-5,000 • 5,001-10,000 • 10,001-50,000 • 50,001-
100,000 • 100,001 and above

(11) Where are you currently based in the US? Please indicate
the city and state. (Free text, optional)

(12) What is your age?
• Age: (free text) • Prefer not to disclose

(13) What is the highest educational degree you have obtained
by now?
• High school or less • Some college/university study with-
out earning a degree • Associate degree (A.A., A.S., etc.)
• Bachelor’s degree (B.A., B.S., B.Eng., etc.) • Master’s de-
gree (M.A., M.S., M.Eng., MBA, etc.) • Professional degree
(JD, MD, Ph.D, Ed.D, etc.) • Other (free text) • Prefer not to
disclose

(14) What is your gender?
• Man • Woman • Non-binary, genderqueer, or gender non-
conforming • Prefer to self-describe: (free text) • Prefer not
to disclose

(15) What is your individual gross annual income (total compen-
sation)?
• <$50,000 • $50,001-75,000 • $75,001-100,000 • $100,001-
150,000 • $150,001-200,000 • $200,001-300,000 • $300,001-
500,000 • >$500,001 • Prefer not to disclose

(16) What is your marital status?
• Single • In a relationship not recognized by law • In a do-
mestic partnership • Married or in a civil union • Separated
• Divorced • Widowed • Prefer not to disclose

(17) Do you identify with any of the following identities or com-
munities: racial or ethnic minority, LGBTQ+, person with a
disability, indigenous or native peoples, immigrant or refugee,
religiousminority, low socio-economic status or background?
• Yes • No • Prefer not to disclose

(18) Do you belong to any of the following industry associations?
Select all that apply. (Optional)
• IAPP (International Association of Privacy Professionals)
• IEEE (Institute of Electrical and Electronics Engineers)
• ISACA (Information Systems Audit and Control Associa-
tion) • (ISC)2 (International Information System Security
Certification Consortium) • ACM (Association for Com-
puting Machinery) • CIPL (Centre for Information Policy
Leadership) • EPIC (Electronic Privacy Information Center)
• USENIX (The Advanced Computing Systems Association)

(19) Do you have any privacy- or cybersecurity-related certifica-
tions? Select all that apply. (Optional)
• CIPP (Certified Information Privacy Professional) - IAPP
• CIPT (Certified Information Privacy Technologist) - IAPP

• CIPM (Certified Information Privacy Manager) - IAPP
•CISSP (Certified Information Systems Security Professional)
- (ISC)2 • CISM (Certified Information Security Manager) -
ISACA • CRISC (Certified in Risk and Information Systems
Control) - ISACA • CDPSE (Certified Data Privacy Solu-
tions Engineer) - ISACA • CEH (Certified Ethical Hacker) -
EC-Council • Others (free text)

C Interview Guide
[After the interviewer has introduced themselves and obtained
verbal consent.]

Topic 1 - Introduction

(1) Can you tell me briefly about what you do in your job?
(2) Could you also define the term “privacy” as you normally

use it in your work context?
(3) How would you describe the roles in the industry related to

privacy engineering?
(4) How would you define a “privacy engineer”?
Topic 2 - Motivation

(1) How did you become interested in privacy engineering as a
career (or a function of your career)?

(2) Could you share your career journey and how you arrived
at your current position?

(3) What motivates you to continue pursuing privacy engineer-
ing as part of your profession?
◦ What are some personal goals you have for this work?
◦ What value do you get from it?
◦ What do you enjoy about it?

(4) Now I am going to ask you a question about the future. A
year from now, do you see yourself in the same position?
More specifically, doing what it is that you currently do in
your position.
◦ Can you tell me more about why you answered this way?

Topic 3 - Responsibilities and Skills

(1) Could you give me an idea of what a typical day at work
looks like for you?

(2) What responsibilities does your employer expect you to take
on at work?

(3) Why do you think there is such a [difference/similarity]
between the expectation and the reality?

(4) Are there any additional responsibilities you feel you are
expected to take on in your role, such as to society, others
in the organization, or even yourself? For instance, serv-
ing your broader community or other privacy professionals,
mentoring others, volunteering your time, and so on.

(5) What skills were demanded of you when you started your
current role?

(6) What are the skills you currently use in your job?
(7) Is there a difference or not between the skills you were ex-

pected to demonstrate during the interviewing process and
those required of you in your role?

Topic 4 - Reporting and Deliverables

(1) Who do you report to?
(2) Does anyone report to you?
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(3) What are the typical reporting structures that you see in
your profession?
◦ What are the teams and their composition of reporting?
◦Whatmethods do you use to report to others (e.g., meetings,
emails, project management platforms)?
◦ What is the actual organizational structure (e.g., flat vs
hierarchical)?

(4) What deliverables are required from you in your role? For
example, do you write code, research reports, Privacy-by-
Design (PbD) advice, etc?
◦ Can you tell me more about why these deliverables are
important in your role?
◦ Do you think these deliverables are typical or not typical
for someone in your profession?

(5) How are those deliverables evaluated by your manager?
Topic 5 - Challenges and Strategies
(1) Are there any tools, techniques, or standards that create

challenges for you?
◦What are the most common challenges that you encounter?
◦ Do you think these challenges are typical or not typical
for your profession?

(2) Are there any challenges related to your organizational or
reporting structures that you face?
◦What are the most common challenges that you encounter?
◦ Do you think these challenges are typical or not typical
for your profession?

(3) Can you tell me more about the strategies that you use to
overcome the challenges you mentioned?
◦Which ones do you find the most effective? Why? How do
you know it’s effective?
◦ Which ones do you find the least effective? Why? How do
you know it’s ineffective?

Topic 6 - Success Metrics
(1) How would you define ‘success’ in the work that you do?
(2) What do you think the overarching goal is?
(3) How do you think others evaluate the impact of your work?

◦ Do you think there are any metrics associated with these
evaluation criteria?
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