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Abstract
Social media platforms provide various privacy settings, which
users can adjust to fit their privacy needs. Platforms claim that this
is sufficient – users have power to accept the default settings they
like, and change those they do not like. In this paper, we seek to
quantify user awareness of, preferences around and ability to adjust
social media privacy settings. We conduct an online survey of 541
participants across six different social media platforms: Facebook,
Instagram, X, LinkedIn, TikTok, and Snapchat. We focus on nine
privacy settings that are commonly available across these platforms,
and evaluate participants’ preferences for privacy, awareness of
the privacy settings and ability to locate them. We find that default
settings are ill-aligned with user preferences – 92% of participants
prefer at least one of the privacy options to be more private than
the default. We further find that users are generally not aware of
privacy settings, and struggle to find them. 80% of participants have
never seen at least one privacy setting, and 79% of participants
rated at least one setting as hard to find. We also find that the fewer
privacy settings a user has seen, the harder for them to locate those
settings, and the higher the level of privacy they desire. Additionally,
we find that there are significant differences in privacy setting
preferences and usability across different user age groups and across
platforms. Older users are more conservative about their privacy,
they have seen significantly fewer privacy settings, and they spend
significantly more time locating them than younger users. On some
platforms, like LinkedIn, users opt for higher visibility, while on
others they prefer more privacy. Some platforms, like TikTok, make
it significantly easier for users to locate privacy settings. Based on
our findings, we provide recommendations on default values and
how to improve usability of privacy settings on social media.
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1 Introduction
Social media platforms have been around for decades, with more
than 60% of theworld’s population now being social media users [62].
As these platforms continue to grow, privacy concerns among users
have increased [4, 24, 39], as has frequency of privacy incidents. In
2018, Cambridge Analytica harvested data from up to 87 million
Facebook users without their consent, and used this data for tar-
geted political advertising [59]. In 2021, LinkedIn faced a significant
data scraping incident, where publicly visible profile details from
around 700 million users were scraped and sold on dark web [64].
In the same year, U.S. President Joe Biden’s Venmo account was
discovered through an app search tool, leading to an exposure of
his family members and White House officials, due to his publicly
visible friend list [27]. In all these cases, the default settings of the
platform exposed specific user information without their knowl-
edge and explicit consent.

To address privacy concerns, platforms provide various privacy
settings, which users can customize to align them with their pri-
vacy needs. For example, most platforms allow users to customize
which of their private information can be used for targeted ads or
whether they want to receive targeted ads [14, 58]. Additionally,
Facebook and LinkedIn offer privacy settings that allow users to
adjust visibility of their profile details (e.g., education, job, location)
and control who can see their friend lists. Platforms claim that
providing these settings will sufficiently empower users to control
and protect their own privacy [3, 57].

But simply providing the privacy settings to users is not enough!
If users are unaware that these settings exist [25, 53, 56], or if they
struggle to find [20] and understand them [50], then users cannot
adjust the settings to meet their privacy needs. These challenges
lead users to continue using the default privacy options, which are
typically set to be more exposed than users prefer [44, 45, 63].

1.1 Contributions
In this paper, we seek to quantify the need for and usability of social
media privacy settings across six different social media platforms,
including Facebook, Instagram, X, LinkedIn, TikTok, and Snapchat.
We focus on these platforms due to their widespread popularity [61].
Unlike previous studies [30, 34, 44, 45, 47] on social media privacy
settings, which usually focused on a single platform, our study of
multiple platforms enables us to gain a broader understanding of
social media users’ privacy preferences, including perspectives that
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are shared across platforms (e.g., what type of information users
prefer to keep private on any platform) and those that are unique
to a given platform. We focus on nine privacy settings that are
commonly available across our chosen six platforms.

We aim to answer the following research questions:
RQ1: What fraction of users have never seen a given privacy

setting (awareness)?
RQ2: What fraction of users prefer higher privacy than the default

for a given setting (preferences)?
RQ3: What fraction of users feel that a given privacy setting is

hard to locate (discoverability)?
RQ4: Are there positive or negative correlations among aware-

ness, preferences and discoverability (correlations)?
RQ5: Are there any demographic, usage, or platform-specific

differences associated with awareness, preferences, and
discoverability? (differences)?

We conducted an online survey with 541 participants, evenly
distributed across age groups, platforms and genders. For each
privacy setting, we asked participants if they have seen it, if they
were satisfied with the default value, and if they could locate the
setting on the platform. We measured the time taken to locate each
setting, and asked the participant to rate the difficulty of this task.

We summarize our findings. First, platforms’ default settings are
generally more exposed than what users prefer, which was also found
in prior work [44, 45]. In our study, 92% of participants prefer at
least one of the privacy settings to be more private than the default,
and 83% prefer multiple settings to be more private. Second, users
are generally unaware of some privacy settings. 80% of our study
participants have never seen at least one privacy setting, and 58%
have never seen multiple settings. Third, users struggle to find and
adjust privacy settings. 79% of our study participants feel that at
least one privacy setting is hard to locate and 50% feel that multiple
are hard to locate. Fourth, there are significant correlations among
awareness, preferences and discoverability. We found that the fewer
privacy settings a user has seen, the harder for them to locate those
settings. Users who experience more difficulty locating privacy
settings are the ones who prefer more privacy. Fifth, there are signif-
icant differences in awareness of and ease of finding privacy settings
across different age groups and across platforms. In our study, older
participants had seen significantly fewer privacy settings and spent
significantly more time locating them than younger participants.
Further, TikTok users find their privacy settings significantly easier
to locate compared to other platforms.

Based on our findings, we make the following recommendations.
First, platforms should better align their default settings with user
preferences by choosing “friends only” as the default value. This
would protect the majority of users from the start, while others,
who desire more or less exposure can adjust the platform’s privacy
settings accordingly. Second, because many users struggle to find
specific privacy settings, we recommend that platforms use pre-
cise wording to describe the settings and avoid placing them in
misleading sections. Platforms could further greatly improve us-
ability of their privacy settings if they worked together to develop
a consistent set of options, wordings and setting placements across
their user interfaces. Third, we highlight the need for regulators
to step in to develop and enforce privacy guidelines and usability

standards for social media platforms, ensuring stronger and more
consistent privacy protections for users.

2 Background and Related Work
The usability of social media privacy settings has been extensively
studied. Table 2 provides a summary of our comparison with related
work. We first present related work, and then compare our work
and highlight its novelty.

2.1 Privacy Awareness
Social media platforms assume that simply offering privacy set-
tings is sufficient to protect user privacy. However, users are often
unaware of available privacy settings or struggle to make optimal
long-term privacy decisions due to cognitive limitations [3, 5, 9, 12,
23, 47, 48, 51, 53, 56–58]. As a result, they may not fully understand
the privacy settings or the extent of their exposure [25, 55–57, 65].

Previous work usually studied users’ unawareness by measur-
ing the extent to which one privacy setting – “post audience” –
were incorrectly adjusted. Liu et al. measured the number of users’
posts where their actual audience did not match the users’ desired
audience on Facebook [44]. They asked for participants’ permis-
sion to collect the actual audiences from a set of randomly selected
posts, and then asked participants to specify their desired audience.
Madejski et al. applied this approach to measure the post audi-
ence mismatch on Facebook with Columbia students [46, 47]. Both
studies showed that the majority of Facebook post audiences were
mismatched. Liu et al. reported that 67% of users’ post audiences
were incorrectly adjusted, while Madejski et al. found that every
student had at least one post with a mismatched audience. Both
studies also found that when mismatches occurred, users’ posts
were actually more exposed than what users expected.

Mondal et al. conducted a longitudinal study on post audiences
from 2009 to 2018 and found that 65% of users wanted to change
the audience for at least one of their posts during that period [48].
Recently, Lowens et al. expanded the mismatch study beyond the
post audience setting to include other privacy settings (e.g., activity
status, ads) on Facebook. Consistent with other previous work,
they found that every participant had at least one mismatch across
different privacy settings and, once again, most believed their actual
settings were more restrictive than they actually were.

In addition to mismatch measurements, researchers have as-
sessed users’ unawareness by directly asking users if they were
aware of specific privacy settings or when their information is
being collected. Tuunainen et al. used this direct questioning ap-
proach and found that 73% of users were unaware that Facebook
shared their informationwith third parties outside the platform [65].
Aljohani et al. applied this approach to users across Facebook, In-
stagram, Twitter, and Snapchat, and found that 66.4% of them were
unaware of targeted ads [7]. Similarly, an empirical study by the
Pew Research Center reported that 74% of users did not know about
the targeted ads setting on Facebook.

2.2 Default Privacy Settings
When users are unaware of the privacy settings, their settings re-
main at the default. Some previous studies have also explored user
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Table 1: Privacy settings available on each platform, with their descriptions, default values, and UI paths (Figure 4) constructed
on iOS in November 2024. Friend+: friends and people from your phone contacts.

Privacy Settings Description Platform Default UI-path (#clicks)

audience

Who can see your posts? Facebook Friends Menu, Settings & privacy, Posts (3)
LinkedIn Friends Create a post, Who can see your post? (2)
Snapchat Friends Profile, Settings, View my story (3)

Is your account public or private? Instagram Public Profile, Settings and activity, Account privacy (3)
X Public Profile, Settings and privacy, Privacy and safety, Audience and tagging, Protect your posts (5)
TikTok Public Profile, Settings and privacy, Privacy, Private account (4)

message Who can send you messages?

Facebook Anyone Menu, Settings & privacy, How people find and contact you, How you get message requests (4)
Instagram Anyone Profile, Settings and activity, Messages and story replies, Message requests (4)
X Friends Profile, Settings and privacy, Privacy and safety, Direct messages (4)
LinkedIn Anyone Profile, Settings, Data Privacy, Messages (4)
TikTok Friends Profile, Settings and privacy, Privacy, Direct messages (4)
Snapchat Friends+ Profile, Settings, Contact me (3)

ads Do you allow personalized ads?

Facebook Yes Menu, Settings & privacy, Account center, Ad preferences, Manage info (5)
Instagram Yes Profile, Settings and activity, Account center, Ad preferences, Manage info (5)
X Yes Profile, Settings and privacy, Privacy and safety, Ad preferences (4)
LinkedIn Yes Profile, Settings, Advertising data, Third-party data (4)
TikTok Yes Profile, Settings and privacy, Ads (3)
Snapchat Yes Profile, Settings, Ads preferences (3)

activity status Do you allow people to see when you are online?

Facebook Yes Menu, Settings & privacy, Active status (3)
Instagram Yes Profile, Settings and activity, Messages and story replies, Show activity status (4)
LinkedIn Yes Profile, Settings, Visibility, Manage active status (4)
TikTok Yes Profile, Settings and privacy, Privacy, Activity status (4)
Snapchat Yes Profile, Settings, Activity indicator (3)

account
suggestion

Do you allow your account to be suggested
to other users via phone number or email?

Facebook Yes Menu, Settings & privacy, How people find and contact you, Who can Facebook suggested your profile to ... (4)
X Yes Profile, Settings and privacy, Privacy and safety, Discoverability and contacts, Let other find you by ... (5)
LinkedIn Yes Profile, Settings, Visibility, Profile discovery using ... (4)
TikTok Yes Profile, Settings and privacy, Privacy, Suggested your account to others (4)
Snapchat Yes Profile, Settings, Mobile number/Email, Let others find me using my ... (4)

connection
view Who can see your friends list?

Facebook Anyone Menu, Settings & privacy, How people find and contact you, Who can see your friends list (4)
LinkedIn Friends Profile, Settings, Visibility, Who can see your connections (4)
TikTok Anyone Profile, Settings and privacy, Privacy, Following list (4)

video Do you allow people to download your videos?
Instagram Yes Menu, Settings & privacy, Sharing and reuse, Downloads (4)
X Yes Profile, Settings and privacy, Privacy and safety, Audience and tagging, Protect your videos (5)
TikTok Yes Profile, Settings and privacy, Privacy, Downloads (4)

profile view Who can see your profile details (e.g., education, location)?
Facebook Anyone Menu, Settings & privacy, Profile details (3)
LinkedIn Anyone Profile, Settings, Visibility, Edit your public profile (4)

search engine Do you allow your account to be linked to search engines?
Facebook Yes Menu, Settings & privacy, How people find and contact you, Do you want search engines to link to your profile? (4)
LinkedIn Yes Profile, Settings, Visibility, Edit your public profile, Your profile’s public visibility (5)

preferences concerning these default settings, and found that de-
fault settings are generally more exposed than users expect [2, 6,
18, 44, 68]. Pew Research Center found that 51% of Facebook users
were not satisfied with its default ads practices [18]. Lowens et
al. found that Facebook’s default settings are generally more ex-
posed than what users prefer [45]. For example, the default privacy
setting for account suggestion on Facebook enables anyone to find
your account via your phone number or email. However, Facebook
users often expect this default setting to be disabled. Our initial
survey of privacy settings across platforms in Table 1 highlights
that this default setting for account suggestion is in fact enabled on
all platforms, not just Facebook.

With default privacy settings being more exposed than protec-
tive, previous research has measured unintended privacy leaks
across various areas of the cyber world [13, 22, 31, 40–43, 60, 66, 71].
For example, Keküllüoglu et al. reported that 10% of 635K public
tweets with the phrase “happy for you” exposed users’ life events,
ranging from marriage to surgery, and 8% of them directly revealed
events associated with private accounts [35–37]. Similarly, Tandon
et al. reported that 10.5% of 41 million public transaction records on
Venmo contained sensitive information, as these transaction notes
are publicly visible by default [63]. These results raise concerns
about the extent of potential risks caused by default privacy set-
tings [1–3, 5, 70]. Users who cannot locate or understand privacy
settings provided by platforms are forced to settle for the default val-
ues, which are generally more exposed than they prefer [9, 21, 38].

2.3 Privacy Setting Locations

Given that default settings are usually more exposed than what
users prefer, they need to manually adjust these settings in order
to achieve their preferred privacy. Difficulties in locating these
settings may result in users adjusting their privacy incorrectly or
giving up on adjusting it altogether.

Ramokapane et al. conducted task-based interviews with mobile
users, asking whether they were aware of manufacturer-provided
privacy features such as ad identifiers or location services, and
instructing them to locate these features [57]. They found that
many users were unaware of these privacy features, and even when
they were aware, they could not easily locate and adjust them.
Chen et al. tasked mobile users to locate several privacy settings
across hundreds of mobile applications and asked them to rate how
difficult these settings were to locate [20]. They found that nearly
50% of these settings were difficult to locate. Frik et al. employed a
direct questioning approach, asking users whether they were aware
of a given mobile privacy setting and its default, and how difficult
they thought it would be to locate the setting [25]. Similarly to
other previous studies, they found that many users were not aware
of mobile privacy settings and their defaults. In their study, over
60% of users believed that it will be easy for them to locate and
configure the settings. However, our findings, which instructed
users to actually locate the settings, show that nearly 80% of them
found at least one setting hard to locate, highlighting a gap between
expectation and reality.
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2.4 Summary
The novelty of our work lies in (1) studying privacy settings across
multiple platforms, (2) examining nine chosen, common privacy
settings, and (3) simultaneously measuring awareness, preferences,
and discoverability, which enables us to identify correlations among
these three features. We summarize how our work is similar to and
different from prior work using Table 2. First, we are not interested
in mismatches between expected and actual privacy settings as
they have been extensively studied [44–48]. Instead, we apply the
direct questioning approach to measure user awareness and prefer-
ences regarding default privacy settings. As opposed to previous
studies that only used text descriptions [7, 18, 25, 65], we provide
screenshots of privacy settings and assess user awareness based on
their ability to visually identify such settings (awareness). Having
screenshots of settings helps reduce bias, as users who may not
recognize settings from text descriptions or memory alone could
provide inaccurate responses. We then display the default value for
each privacy setting and ask users if they are satisfied with it or if
they would prefer more or less privacy (preferences). Second, we
apply the direct questioning approach to a range of privacy settings
on a platform, as opposed to many previous studies that focused
primarily on a single setting (e.g., audience, ads), except the recent
work by Lowens et al. [45]. This expands our findings beyond just
post or ad privacy, to include further perceptions of privacy settings
relevant to everyday use, such as who can send messages to the user
or who can see their friends list. Third, we directly measure users’
ability to locate privacy settings, in addition to their awareness
and preferences, as a way to evaluate the usability of these settings
(discoverability). We choose the task-difficulty approach by Chen
et al. [20], as described in Section 2.3 to determine if the settings
are hard to locate. We only focus on six popular social media ap-
plications and a set of common privacy settings (Table 1), whereas
Chen et al. studied many mobile applications, not limited to social
media, and all privacy settings on those applications. Fourth, we
study privacy settings across multiple platforms, as opposed to
most previous work, which focused on a single platform, usually
Facebook. Aljohani et al. presented high-level findings on informa-
tion disclosure awareness (e.g., targeted ads) on social media, using
multiple platforms as a way to to diversify the user population. We
go beyond that in two ways: we study a wider range of privacy
settings, and we leverage multi-platform analyses to gain deeper
insights into cross-platform similarities and platform-specific dif-
ferences (differences). Fifth, we simultaneously study awareness,
preferences, and discoverability, enabling us to identify correlations
among these three research questions, which have never been stud-
ied before (correlations). To the best of our knowledge, we believe
that our work is the first study that comprehensively measure these
several aspects of privacy settings across multiple social media
platforms within a single study.

3 Methodology
We designed our survey to measure social media users’ awareness
of, preferences for, and ability to locate selected nine privacy set-
tings. We focused on social media platforms including Facebook,
Instagram, X, LinkedIn, TikTok, and Snapchat. We selected these
platforms due to their popular usage [61]. Although LinkedIn is

Table 2: Comparison of our work with previous studies.

Ref. Foci Platforms Year Privacy Settings Method
Liu et al. [44] awareness Facebook 2011

audience
mismatch measurement

Madejski et al. [46, 47] awareness Facebook 2012
Mondal et al. [48] awareness Facebook 2019

Lowens et al. [45] awareness
preferences Facebook 2025 multiple

Tuunainen et al. [65] awareness Facebook 2009

ads direct questioningAljohani et al. [7] awareness

Facebook

2016
Instagram

X (Twitter)

Snapchat

Pew Research Center [18] awareness
preferences Facebook 2019

Ramokapane et al. [57] awareness
discoverability Mobile 2019

multiple
task-based interview

Chen et al. [20] discoverability Mobile 2019 task-difficulty

Frik et al. [25]
awareness
preferences

discoverability
Mobile 2022 direct questioning

Our work

awareness
preferences

discoverability
correlations
differences

Facebook

2025 multiple direct questioning,
task-difficulty

Instagram

X

LinkedIn

TikTok

Snapchat

Table 3: Demographics of participant sample (n=541).

Num. (%)
Facebook Instagram X LinkedIn TikTok Snapchat Total

Age
18-24 13 (11%) 7 (11%) 7 (12%) 13 (11%) 10 (8%) 6 (10%) 56 (10%)
25-34 39 (32%) 17 (28%) 20 (33%) 37 (31%) 38 (32%) 16 (27%) 167 (31%)
35-44 9 (8%) 6 (10%) 3 (5%) 10 (8%) 12 (10%) 8 (13%) 48 (9%)
45-54 32 (27%) 19 (31%) 23 (38%) 41 (34%) 42 (35%) 22 (37%) 179 (33%)
55-64 19 (16%) 11 (18%) 6 (10%) 13 (11%) 10 (8%) 7 (12%) 66 (12%)
65-74 7 (6%) 1 (2%) 1 (2%) 6 (5%) 7 (6%) 1 (2%) 23 (4%)
75+ 1 (1%) 0 (0%) 0 (0%) 0 (0%) 1 (1%) 0 (0%) 2 (0%)

Gender
Male 54 (45%) 32 (52%) 41 (68%) 61 (51%) 47 (39%) 29 (48%) 264 (49%)
Female 64 (53%) 28 (46%) 19 (32%) 57 (47%) 71 (59%) 31 (52%) 270 (50%)
Non-binary 2 (2%) 1 (2%) 0 (0%) 2 (2%) 2 (2%) 0 (0%) 7 (1%)

Education
<=High school 33 (28%) 16 (26%) 12 (20%) 20 (17%) 36 (30%) 16 (27%) 133 (24%)
Associate 6 (5%) 2 (3%) 6 (10%) 12 (10%) 9 (8%) 6 (10%) 41 (8%)
Bachelor 55 (46%) 29 (48%) 30 (50%) 65 (54%) 50 (42%) 22 (37%) 251 (46%)
Master 18 (15%) 10 (16%) 11 (18%) 19 (16%) 19 (16%) 14 (23%) 91 (17%)
Doctoral 2 (2%) 1 (2%) 0 (0%) 1 (1%) 4 (3%) 0 (0%) 8 (1%)
Professional 5 (4%) 3 (5%) 1 (2%) 3 (2%) 2 (2%) 1 (2%) 15 (3%)
Prefer not to say 1 (1%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 1 (2%) 2 (0%)

Tech background
Yes 33 (28%) 19 (31%) 20 (33%) 42 (35%) 38 (32%) 20 (33%) 172 (32%)
No 87 (72%) 42 (69%) 40 (67%) 78 (65%) 82 (68%) 40 (67%) 369 (68%)

Region
Asia 0 (0%) 0 (0%) 2 (3%) 2 (2%) 3 (2%) 2 (3%) 9 (2%)
Africa 13 (11%) 8 (13%) 8 (13%) 30 (25%) 16 (13%) 6 (10%) 81 (15%)
North America 25 (21%) 19 (31%) 18 (30%) 38 (32%) 39 (32%) 20 (33%) 159 (29%)
South America 8 (7%) 1 (2%) 1 (2%) 7 (6%) 4 (3%) 2 (3%) 23 (4%)
Europe 69 (57%) 30 (49%) 30 (50%) 26 (22%) 47 (39%) 29 (48%) 231 (43%)
Australia 5 (4%) 3 (5%) 1 (2%) 11 (9%) 5 (4%) 0 (0%) 25 (5%)
Others 0 (0%) 0 (0%) 0 (0%) 6 (5%) 6 (5%) 1 (2%) 13 (2%)
Total n=120 n=61 n=60 n=120 n=120 n=60 n=541

less popular than the rest, we included it, because its primary use
modality (i.e., work and professional networking) differs from that
of other platforms. For each platform, we selected a list of privacy
settings based on previous work [20, 45]. Specifically, we focused on
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privacy settings that are commonly available across platforms. Ta-
ble 1 summarizes the privacy settings we selected. It shows whether
the setting is available on which platform, its default option set by
the platform, and the series of clicks needed to locate the setting, or
what Chen et al. called UI-path [20]. Figure 4 in Appendix displays
an example of a UI-path.

We piloted our survey with 10 members from our research group
and collected initial feedback, which led to study revisions. We
further piloted our study with 30 online participants to gather and
address further feedback, before officially launching the study. Data
collection took place from November 2024 to January 2025. We
collected a total of 664 responses, eliminated incomplete or random
responses, and retained 541 responses for data analysis.

3.1 Ethical Considerations
All participants were anonymous. Each participant was rewarded
$3.00 for their participation. They were provided with informed
consent (Appendix A) before beginning of the study, and the study
was approved by our Institutional Review Board (IRB) as exempt.

3.2 Questionnaires

We designed our survey using Qualtrics (www.qualtrics.com),
consisting of six questionnaires, one for each social media platform.
Each questionnaire contains three different sections including: (a)
user awareness and preferences for different privacy settings, (b)
setting discoverability, and (c) demographics and platform usage.

Before starting the survey, participants were asked to provide
informed consent (Appendix A) and were given an overview of
each section, along with the estimated completion time of 15 to
20 minutes. We used neutral language when describing our study
in the informed consent and when providing instructions in the
survey, to mitigate any bias in responses. Each participant was
asked about one platform they use, which itself was randomly
selected from those platforms they reported using. We will refer
to participants responding to the questionnaire about a platform,
such as Facebook, as “Facebook participants”.
Awareness and preferences. The first section of our questionnaire
contains two types of questions: 1. awareness questions of the type
Have you ever seen the privacy setting𝑍? and 2. preference questions
of the typeAre you satisfied with the default option for privacy setting
𝑍?. A list of privacy settings in each questionnaire is based on what
is available on each platform as shown in Table 1. For example,
there are 8 privacy settings in the Facebook questionnaire or 16
questions asked, whereas there are 5 privacy settings on Instagram,
and 10 questions regarding those.

For each awareness question, we provided a screenshot to show
the specific privacy setting to a participant, ensuring that they un-
derstand exactly which setting we refer to (Appendix B.1). For each
preference question, we informed the participants which default
option is set by the platform, and asked if they are satisfied with the
default option or prefer it to be more or less private (Appendix B.2).
Discoverability. The second section begins with instructions for
participants to locate the privacy settings, then confirm whether
they can find them, and rate how difficult that was. Since this sec-
tion requires sustained focus from participants, we ensured that

each questionnaire only asks a participant to locate a small number
of privacy settings. For platforms with five or fewer settings, we
asked participants to evaluate each setting. For platforms with more
than five privacy settings, we divided the questions in this section
into two balanced sets and each participant was asked to discover
settings from one of the sets. For example, Facebook has eight pri-
vacy settings, which we divided into two sets of four questions each.
Each Facebook participant was shown four discoverability ques-
tions. We balanced a number of participants across question sets.
As another example, Instagram has five privacy settings, so there
is only one set of questions shown to all Instagram participants.

For each privacy setting, we asked participants to spend ap-
proximately two minutes trying to locate it. If they could not find
the setting within that time, we asked that they select “unable to
locate” on the questionnaire. Otherwise, they would be asked to
rate how hard it was to locate the setting on a 5-point Likert scale,
ranging from very difficult to very easy. We also included an op-
tional text-response question, where participants could provide a
UI path (Figure 4) that they took to the privacy setting. We used
this voluntary text answer to estimate the reliability of partici-
pants’ labels when they claimed that they successfully located the
privacy setting (Section 3.4). Additionally, we embedded a timer
using Qualtrics’ timing feature [54]. This timer measured in the
background how long a participant spent on each page. We then
leveraged this information as one of the criteria to verify data qual-
ity of the responses (Section 3.4). We provided an example of how
we ask participants to locate a privacy setting in the discoverability
section, in Appendix B.3.
Demographic and usage. The last section contains general de-
mographic questions, including age, gender, education, whether
the participant has a technical background, and the region they
currently reside in. We also asked which mobile operating system
the participant used to locate privacy settings in the discoverability
section, along with questions about general platform usage, such
as the number of years they used the platform, frequency of usage,
frequency of posting or sharing, and the number of other platforms
the participant used. In this section, we also included an attention
check to ensure data quality (Section 3.4). We employed a commit-
ment request, asking participants to confirm that they had provided
thoughtful answers to the survey (Appendix B.4). Previous work
suggested that this type of check is more effective than other stan-
dard attention checks, such as factual checks (e.g., Which of these
is a vegetable?) or textual attention checks (e.g., Please enter the
word “Purple” in the box below) [26, 28].

3.3 Recruitment
We recruited 664 participants for our survey using Prolific, an online
study platform (www.prolific.com). Each participant is allowed to
complete the survey once, meaning that they will complete one
questionnaire for the platform they used and were assigned to. As
we collected responses, we performed quality checks on each (see
Section 3.4), removed low-quality responses and recruited more
participants, until we had the desired number per platform.

We initially planned to collect 60 responses per platform, and
to balance them across younger and older groups (30 responses
per group). With 30 samples per group (younger vs older), we have
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80% statistical power to detect a medium-to-large effect size or
difference between the two groups (Cohen’s d ≈ 0.65).

Some platforms have many privacy settings. To make the study
duration manageable for participants, we broke these platforms’
questionnaires into two parts, each containing only half of the
settings (Section 3.2). We recruited 120 participants with balanced
samples of younger and older participants for those platforms (Face-
book, LinkedIn and TikTok) to ensure that we had 30 older and
30 younger participants attempt to locate each privacy setting 1.
Table 3 summarizes our 541 participants’ demographics.

We intentionally employed Prolific’s screening to ensure that we
have even distribution between participants based on age (younger:
18-44 years vs older: 45+ years old) and gender (male vs female). Our
participants skew towards higher education (>= Bachelor) (67%)
and no technical background (68%). Majority of our participants are
from Europe (43%), followed by North America (29%) and Africa
(15%). To ensure data quality, we only recruited participants who
were fluent in English, have made 200 or more submissions and
had higher than 97% approval rate. The survey took an average of
17 minutes 35 seconds to complete (median: 15 minutes 54 seconds)
and participants were rewarded $3.00 for their participation.

3.4 Data Quality
To ensure data quality, we continuously reviewed responses from
the participants and adjusted our screening questions to achieve
balanced responses across platforms and age groups. We rejected all
responses from a participant that failed the attention check or that
spent less than expected time to locate any given privacy setting.
We calculated the expected time per setting as 𝜇 − (1.5× 𝑠𝑑) where
𝜇 is the measured mean time for all participants to locate the given
privacy setting on the given platform and 𝑠𝑑 is the corresponding
standard deviation. For example, Instagram participants took an
average of 101 seconds (𝑠𝑑 = 54.62) to locate the audience privacy
setting. We removed all responses from participants that spent less
than 101− (1.5× 54.62) = 19 seconds to locate the audience setting.
Additionally, we found a few responses with write-in text answers
that appeared AI-generated and rejected those responses. Overall,
we removed 123 out of 664 participants’ responses and kept 541
participants’ responses for data analysis.

To verify the reliability of participants’ labels when they claimed
that they found the privacy setting, we manually reviewed the
UI-path answers (Figure 4) provided by volunteer participants (Sec-
tion 3.2). We used two sets of ground truth for UI-paths, one for
iOS and another for Android, to account for differences in UI-paths
on participants’ devices. Out of 541 participants, 325 of them (61%)
volunteered to provide text answers. Across a total of 1,296 text
answers 2, 59 of them (4%) were incorrectly labeled, i.e., the partici-
pant claimed that they found the given privacy setting, but their
text answer revealed that they found a different setting. This small
fraction of mislabeling suggests that participants likely provided

1Instagram ended up having 61 participants
2The total number of text answers is a sum across platforms of products of number of
text answers per platform questionnaire and the number of volunteer participants who
provided text answers for that platform. For example, Facebook has 4 text answers per
questionnaire, and there are 70 participants that provided text answers. Hence, the
total number of text answers for Facebook is 280.

truthful answers to discoverability questions. We discuss further
limitations of our study in Section 3.6.

3.5 Data Analysis
For RQ1–RQ3 (awareness, preferences, and discoverability), we
report descriptive statistics and present comparisons between dif-
ferent privacy settings and platforms. Specifically, we used the
Complementary Cumulative Distribution Function (CCDF) to dis-
play the relationship between the fraction of users and the number
of privacy settings they have never seen (RQ1), prefer to be more
private (RQ2), and feel are hard to locate (RQ3). For each privacy
setting, we also calculated these fractions for each platform to high-
light any differences among them.

For RQ5 (differences), we conducted several single regression
analyses to investigate differences among participants from differ-
ent demographic groups, usage patterns, or across different plat-
forms. Specifically, we defined 3 continuous dependent variables
including a percentage of privacy settings a user has seen (P_SEEN ),
a percentage of privacy settings a user prefers to be more private
(P_PRIVATE), and a percentage of privacy settings a user feels are
hard to locate (P_HARD). Since each platform has a different num-
ber of privacy settings, we use percentages instead of counts of
privacy settings in RQ1–RQ3.

We also defined an additional continuous dependent variable,
which is the average number of seconds a participant spent locating
a privacy setting (A_TIME). This value is derived from the time data,
which is collected in the discoverability section of the questionnaire
(Section 3.2) and represents the average time participants spent to
locate any privacy setting on the given platform. We ran bivariate
Pearson correlations among P_SEEN, P_PRIVATE, P_HARD, and
A_TIME to determine any relationships among awareness, prefer-
ences and discoverability for RQ4 (correlations).

We defined 10 independent variables: age (younger: 18-44 vs
older: 45+), gender (Female vsMale), education (Bachelor and higher
vs High school and lower), whether a user has a technical back-
ground (No vs Yes), a number of years a user has been using the
platform (3+ vs Less than 3), usage frequency (Daily vs Weekly
vs Less frequent than weekly), post and sharing frequency (Once
or more per month vs Less than once a month), mobile operating
system (OS) used for locating privacy settings (Android vs iOS), a
number of different platforms a user uses (continuous), and platform
(Facebook, Instagram, X, LinkedIn, TikTok and Snapchat). We did
not include non-binary gender (Table 3) and “Other OS” (Table 5)
in the regression analyses, because each only represented 1% of all
responses. We applied dummy coding to all categorical independent
variables with the most frequent value as the reference (i.e., the first
value in the parentheses). For the categorical independent variable
“platform”, we rotated the reference to ensure that we compared
every possible pair of platforms. We ran a single linear regression
model, specifically an ordinary least squares model (OLS), between
each independent variable and each continuous dependent variable.

Since we ran multiple tests on each dependent variable for RQ5,
we addressed the multiple comparisons problem by applying the
Bonferroni correction [8]. Specifically, we denote 0.05 as the default
significant threshold and (0.05 / number of tests per dependent
variable) as the corrected threshold of significance. We ran a test
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once for each of nine independent variables. For the platform vari-
able, we rotated the reference five times in order to compare every
possible pair of platforms, thus we ran five tests. In total, we ran 14
tests per dependent variable. As a result, the corrected threshold of
significance becomes 0.0036.

3.6 Limitations

Our study has limitations inherent to the nature of online sur-
veys. Participants’ self-reported responses may not always be accu-
rate, especially in the discoverability section, where users reported
whether they were able to locate the privacy settings. There are two
types of errors that can occur in this section. First, participants may
provide false positive answers, claiming they found the settings
when, in reality, they did not or they found wrong settings. We used
the voluntary answers to UI-path questions to identify some false
positives, as described in Section 3.4, where a participant located a
different setting than the one we asked them to find. We corrected
these participant responses, converting them from positive to “This
setting is hard to locate” (i.e., “very difficult” or “difficult” on the Lik-
ert scale). There still may be some false positives in the responses,
which we cannot identify. Thus, our reported findings should be
regarded as a lower bound on the actual number of users who were
unable to locate a given privacy setting.

Second, participants may provide false negative answers, claim-
ing they were unable to locate the privacy settings when, in reality,
they had found the setting, but did not realize it. In some cases,
we could ascertain that this has happened, because the partici-
pant provided the voluntary response to the UI-path question, and
that response indicated the correct path. Even so, we retained the
participants’ initial (negative) answers, because their doubts about
whether they have located the privacy setting suggest that they may
struggle to effectively use the setting for their intended purpose.

In the awareness section, participants answered questions about
whether they have seen a privacy setting from memory, which may
produce unreliable answers. Through multiple rounds of pilot stud-
ies, we found that providing a snapshot of the privacy setting helped
participants provide more accurate answers. Thus, we included the
snapshots to reduce the possibility of inaccurate responses.

Our participants were located mostly in Europe and North Amer-
ica. Results from different regions (or distributions) may differ. Fur-
ther, we selected a set of privacy settings for the questionnaires
based on previous work [20, 45]. Because our set does not include
all privacy settings on any given platform, our findings may not
apply to settings we did not include in the study.

4 Results
We present our findings in this section, following the order of
research questions.

4.1 Awareness (RQ1)

We report the number of privacy settings each participant has
never seen. Across the six platforms, 80% of participants have never
seen at least one privacy setting and 58% have never seen multiple.
We present the breakdown for each platform in Figure 1. Instagram
has the highest fraction, 93% of participants have never seen at

least one setting, and 66% have never seen multiple. LinkedIn ranks
second, where 90% have never seen at least one setting, and 72%
have never seen multiple, while Facebook follows in third, 84% have
never seen at least one, and 62% have never seen multiple. These
fractions suggest that even though these settings are prevalent and
commonly available across platforms, a considerable number of
users are still not fully aware of their existence.

We also report the fraction of participants who have never seen
a given privacy setting in Table 4. Most privacy settings are familiar
to majority of users, but there are a few that are more obscure.
For example, 82% of Instagram participants and 70% of X partici-
pants have never seen the video setting. With short video content
gaining worldwide recognition in 2018 on TikTok [29], Instagram
introduced its own version of short video content, called “Reels” in
2020 [32]. The “video” setting on Instagram refers to whether others
can download users’ Reels on the platform. Given the relatively
recent introduction of this feature, it is understandable that many
Instagram users are unaware of its related privacy setting. Similarly,
X recently (2023) introduced its video setting to allow users to con-
trol whether others can download their video posts [52], thus 70% of
users are still unaware of the setting. Additionally, 67% of LinkedIn
participants and 54% of Instagram participants have never seen
the ads setting. These results are consistent with a previous Pew
Research survey, which reported that 74% of Facebook users are un-
aware of the ads setting in 2019 [18]. Our study shows that in 2024,
41% of Facebook users were still unaware of the setting, and users
of Instagram (54%), LinkedIn (67%) and TikTok (46%) were similarly
unaware of the ads setting. Some other examples of privacy settings
that are not familiar to users on specific platforms are as follows.
46-56% of Facebook, X and LinkedIn participants have never seen
the account suggestion settings, compared to 23–25% of TikTok and
Snapchat participants. 58% of Facebook participants have never
seen the search engine setting, compared to 38% of LinkedIn par-
ticipants. These platform-specific differences in awareness suggest
that the way platforms organize their privacy settings greatly im-
pacts user familiarity with them and, consequently, users’ ability
to adjust them to fit their needs.

Figure 1: CCDF of the number of privacy settings a partici-
pant has never seen.
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Table 4: The fraction of participants on each platform (n=60) who have never seen a privacy setting, prefer the default to be
more private, and feel the setting is hard to locate for each privacy setting (highlighted cells are the fractions of 50% or more).

Privacy Settings % Facebook Instagram X LinkedIn TikTok Snapchat

audience
never seen 2.50% 9.84% 40.00% 16.67% 12.50% 10.00%
more private 18.33% 55.74% 30.00% 11.67% 42.50% 31.67%
hard to locate 31.67% 6.56% 65.00% 55.00% 15.00% 20.00%

message
never seen 30.00% 16.39% 28.33% 32.50% 20.00% 18.33%
more private 50.83% 57.38% 11.67% 25.00% 10.00% 50.00%
hard to locate 36.67% 8.20% 15.00% 25.00% 16.67% 6.67%

ads
never seen 40.83% 54.10% 35.00% 66.67% 45.83% 36.67%
more private 80.00% 63.93% 73.33% 70.00% 61.67% 68.33%
hard to locate 73.33% 77.05% 35.00% 58.33% 33.33% 38.33%

activity status
never seen 22.50% 42.62% - 39.17% 32.50% 35.00%
more private 60.83% 59.02% - 46.67% 52.50% 51.67%
hard to locate 31.67% 63.93% - 28.33% 38.33% 23.33%

account
suggestion

never seen 55.83% - 46.67% 45.83% 22.50% 25.00%
more private 68.33% - 70.00% 40.00% 70.00% 63.33%
hard to locate 43.33% - 43.33% 58.33% 26.67% 55.00%

connection
view

never seen 15.83% - - 46.67% 24.17% -
more private 70.00% - - 43.33% 60.83% -
hard to locate 43.33% - - 15.00% 20.00% -

video
never seen - 81.97% 70.00% - 42.50% -
more private - 67.21% 60.00% - 71.67% -
hard to locate - 65.57% 50.00% - 26.67% -

profile view
never seen 13.33% - - 33.33% - -
more private 80.83% - - 36.67% - -
hard to locate 36.67% - - 55.00% - -

search engine
never seen 57.50% - - 38.33% - -
more private 70.83% - - 38.33% - -
hard to locate 48.33% - - 75.00% - -

4.2 Preferences (RQ2)

We report on those privacy settings, where participants prefer a
more private default option. Across the six platforms, 92% of partic-
ipants prefer at least one default setting to be more private and 83%
prefer multiple to be more private. We present the breakdown for
each platform in Figure 2. Every platform has a very high fraction
of participants who prefer at least one default setting to be more
private: 95% for Instagram, 93% for Facebook, LinkedIn, and Tik-
Tok, 92% for X, and 88% for Snapchat. The fractions of participants
who prefer multiple default settings to be more private are also
high: 91% for Facebook, 87% for Instagram, 86% for TikTok, 80% for
X, 77% for LinkedIn, and 75% for Snapchat. These results suggest
that platforms’ default settings are generally more exposed than
what users prefer, which aligns with previous findings for Face-
book user preferences [44, 45]. Our results complement previous
research, by highlighting an industry-wide misalignment between
user preferences and the default privacy options set by platforms.

We present the fraction of participants who prefer more private
default for each privacy setting on each platform in Table 4. We
summarized key findings per privacy setting using the reference
defaults in Table 1:

audience: Most participants are satisfied with the default set-
ting when set to “Friends” or just people they know: only 32% of
Snapchat, 18% of Facebook and 12% of LinkedIn participants prefer
the more private default. However, when the default setting is more
exposed (e.g., “Public” account), the fraction of participants who
favor the more private default increases: 56% for Instagram, 42%
for TikTok and 30% for X.

message: Participants prefer a more private setting when the
default setting is more exposed than “Friends”. With the default be-
ing “Anyone can message you”, 57% of Instagram, 51% of Facebook
and 50% of Snapchat participants favor the more private default.
LinkedIn is an exception here. Even though the default is also
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“Anyone”, due to fact that the platform is used for professional net-
working, most participants are satisfied with the current default
(only 25% favor the more private setting).

ads: Participants across all platforms consistently prefer the de-
fault setting to be more private (i.e., not using your information
for personalized ads), with Facebook standing out at 80%, while
the others range between 62% (TikTok) and 73% (X) of participants.
This aligns with the previous finding from the Pew Research Center,
which reported that 51% of Facebook users are uncomfortable with
the platform’s default practice of creating a list of their interests
and traits for personalized ads [18]. Our result further emphasizes
that this discomfort is prevalent across different platforms.

activity status: Participants prefer the default setting to be more
private (i.e., not allowing others to see when you are online), with
Facebook and Instagram standing out at 61% and 59%, respectively,
while the others range between 47% (LinkedIn) and 53% (TikTok) of
participants. Overall, around half of users prefer not to let others see
when they are active on social media. This preference may be due to
the rise in cyberstalking, with 30–40% of stalking victims reporting
that their activities were monitored through social media [49].

account suggestion: Participants prefer the default setting to be
more private (i.e., not suggesting your account to others via phone
number or email), with 63% (Snapchat) to 70% (X and TikTok) of
participants favoring more private option than the default. LinkedIn
has a lower fraction than the rest (40%), which is understandable
given its focus on professional networking.

connection view: When a default is set to “anyone”, participants
prefer a more private setting. This is the case for 70% of Facebook
and 61% of TikTok users. This result suggests that users prefer their
network information to be visible only to their own network, in
contrast to the social media business model, which benefits from
higher exposure of user networks. Oversharing such information
can lead to harm, for example when Joe Biden’s Venmo account
was exposed in 2021 due to public visibility of his friend list [27].

video: Participants across different platforms consistently prefer
the default setting to be more private (i.e., not allowing people to
download your videos), with 72% of TikTok, 67% of Instagram, and
60% of X participants favoring the more private default. Moreover,
many users are unaware of the setting (Section 4.1), which indicates
that users’ videos are generally more exposed that they desire,
without their knowledge or consent.

profile view: Participants’ preferences depend on the platform.
When the default setting is “Anyone can view your profile details”
(e.g., education, location), 81% of Facebook participants favor a more
private setting, while on LinkedIn only 37% favor a more private
setting. This suggests again that participants are satisfied with
being more exposed on LinkedIn than elsewhere, due to LinkedIn’s
professional networking nature.

search engine: Similar to profile view, 71% of Facebook partici-
pants prefer a more private default setting than “Search engine can
find your profile”, while on LinkedIn only 37% of participants prefer
a more private default setting.

4.3 Discoverability (RQ3)

We report the number of privacy settings each participant feels
are hard to locate. We determined that a given setting was hard to

Figure 2: CCDF of the number of privacy settings a partici-
pant prefers their default to be more private.

locate when participants either could not find it or rated finding
this setting as “difficult” or “very difficult” (Section 3.2). Across
the six platforms, 79% of participants feel that at least one privacy
setting is hard to locate, and 50% feel that multiple are hard to
locate. We present the breakdown for each platform in Figure 3.
90% of Instagram, 89% of LinkedIn, 88% of X, 82% of Snapchat and
80% of Facebook participants feel that at least one privacy setting
is hard to locate. TikTok, however, has a smaller fraction of 55%.
This may be because the UI-paths for TikTok’s privacy settings are
more straightforward, and each click contains clearer and more
concise keywords compared to other platforms. We discuss this
further in Section 5.2.2. For the fraction of participants who feel
multiple privacy settings are hard to locate, Instagram ranks first
with 79%, while TikTok and Snapchat have much lower percentages
at 23% and 38%, respectively. The other platforms fall between
55% (Facebook) and 60% (LinkedIn). These fractions suggested that
privacy settings in general are difficult to locate.

For each privacy setting on each platform, we also report the
fraction of participants who feel this setting is hard to locate in
Table 4. When this fraction exceeds 50%, we say that this setting
is hard to locate. Participants face varying difficulties in locating
privacy settings across different platforms. We summarized key
findings per platform using the reference UI-path in Table 1:

Facebook: 1 out of 8 privacy settings is considered hard to locate,
with highest being the ads setting (rated “hard to locate” by 73%
of participants). One possible reason could be that the ads setting
takes 5 clicks to locate, while other settings takes 3-4 clicks.

Instagram: 3 out of 5 privacy settings are considered hard to
locate. Specifically participants feel the ads (77%), video (66%), and
activity status (64%) settings are hard to locate. This may be because
43-82% of users are unaware of these setting (Section 4.1).

X: 2 out of 5 privacy settings are considered hard to locate. Specif-
ically, participants feel the audience (65%) and video (50%) settings
are hard to locate. This may be because many users are unaware of
the video setting (Section 4.1) and X uses vague wording to describe
each click on the UI-path to the audience setting (Section 5.2).

LinkedIn: 5 out of 8 privacy settings are considered hard to lo-
cate. Specifically, participants feel the search engine (75%), ads (58%),
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account suggestion (58%), audience (55%) and profile view (55%) set-
tings are hard to locate. Given the platform’s focus on professional
networking, it is understandable that LinkedIn users may not be
highly concerned about their privacy (supported by our results in
Section 4.2). As a result, they may not adjust their privacy settings
beyond the defaults, which could explain why users (though aware
of the settings) are not familiar with how to locate them.

TikTok:None of the privacy settings are considered hard to locate,
as all fractions are below 50%. This is not surprising, given that all
TikTok UI-paths are clear and precise (Section 5.2).

Snapchat: 1 out of 5 privacy settings are considered hard to locate,
with 55% of participants feeling the account suggestion setting is
hard to locate. Again, this could be explained by the one additional
click required to locate the account suggestion setting (4 clicks),
compared to other settings (3 clicks).

Figure 3: CCDF of the number of privacy settings a partici-
pant feels are hard to locate.

4.4 Correlations (RQ4)

We ran bivariate Pearson correlations on responses from all
platforms among P_SEEN, P_PRIVATE, P_HARD, and A_TIME. We
use 0.05 as the significance threshold in this subsection. We found
that P_HARD is significantly positively correlated with A_TIME,
meaning that the harder users perceived locating privacy settings,
the more time they actually spent locating them (𝑟 (N=541) = 0.162,
𝑝 < 0.001). Given this positive correlation, we will only use P_HARD
to represent the difficulties users face in locating privacy settings
for the remainder of this subsection.

We found that P_SEEN is significantly negatively correlated
with P_HARD, meaning that the fewer privacy settings users have
seen, the harder for them to locate those settings (𝑟 (N=541) = -
0.328, 𝑝 < 0.0001). This counters the assumption made by platforms
that simply offering privacy settings is sufficient to protect user
privacy. If users are unaware of these settings, they are likely to face
difficulties in adjusting them (once made aware), which may result
in incorrect adjustments or giving up on making changes altogether.
We also found that P_PRIVATE is significantly positively correlated
with P_HARD, meaning that users who prefer more privacy face
more difficulties in locating the correct settings (𝑟 (N=541) = 0.089,

𝑝 = 0.038). The last finding is very important, because it suggests
that users who experience difficulties in locating privacy settings
are the ones who desire more privacy, emphasizing the need for a
straightforward process to adjust privacy settings for these users.

We also ran the same correlation analysis on responses from
each platform. We found that P_SEEN is significantly negatively
correlated with P_HARD on every platform except TikTok (-0.512
≤ 𝑟 ≤ -0.235, 𝑝 ≤ 0.015). This suggests that TikTok users do not find
their privacy settings difficult to locate, even if they had never seen
them before and were learning about them for the first time during
the study. In fact, we discuss next in Section 4.6 that TikTok users
actually find their privacy settings significantly easier to locate
compared to users of other platforms. This indicates that good
platform design can address discoverability issues.

4.5 Demographic and Usage Differences (RQ5)

We show the demographic distribution of our participants in
Table 3. There was 1% of participants who identified as non-binary.
We have compensated them for their participation, but we did
not use their responses in statistical analysis, due to small sample
size. Most participants have been using their chosen platform for
more than 3 years, except for TikTok, which is the most recent
platform (Figure 5). Most participants use the platform weekly
or more often (Figure 6), while rarely posting or sharing on the
platform (Figure 7). 62% of participants use Android and 37% use iOS
to locate privacy settings in Section 4.3 (Table 5). Therewas less than
1% of participants who used other operating systems. We removed
these responses, since there were too few samples for statistical
analysis. We also show the distribution of the number of platforms
a participant uses, with most using 3-5 platforms (Figure 8).

As described in Section 3.5, we ran a linear regression model
between each independent variable and each continuous dependent
variable (P_SEEN, P_PRIVATE, P_HARD, A_TIME). Table 6 shows
cases where differences exist between demographic groups or usage
patterns – differences where 𝑝-values are lower than the corrected
threshold of significance are highlighted in bold.

age: Older users (45+) have, on average, seen 10% fewer privacy
settings than younger users (18 − 44) (P_SEEN : 𝛽45+18−44 = -0.101,
𝑝∗∗∗ < 0.0001). Given their lower engagement with online technolo-
gies [19], it is expected that older users are less aware of privacy
settings than younger users.

gender: Female users prefer, on average, higher-than-default pri-
vacy for 8%more of the settings, compared tomale users (P_PRIVATE:
𝛽𝑀𝑎𝑙𝑒
𝐹𝑒𝑚𝑎𝑙𝑒

= -0.079, 𝑝∗∗∗ = 0.001). This aligns with previous surveys
by Pew Research Center [15] and Forbes [10], which indicated
that women are more likely to restrict their social media profiles
compared to men.

usage freq: Users who use the given platform less frequently (i.e.,
less often than weekly) find, on average, 7% more of their privacy
settings hard to locate compared to those who use the platform daily
(P_HARD: 𝛽<𝑊𝑒𝑒𝑘𝑙𝑦

𝐷𝑎𝑖𝑙𝑦
= 0.069, 𝑝∗∗∗ = 0.002). This is expected, as more

frequent interactions with the platform lead to higher familiarity
and easier navigation. In this analysis, we did not see a significant
difference in privacy setting discoverability or familiarity between
users who use the platform daily versus weekly.

629



Proceedings on Privacy Enhancing Technologies 2025(4) Pithayuth Charnsethikul, Almajd Zunquti, Gale Lucas, and Jelena Mirkovic

post freq: Users who post or share less frequently prefer, on
average, higher-than-default privacy on 9% more of their settings,
compared to those who post or share more frequently (P_PRIVATE:
𝛽
>=𝑀𝑜𝑛𝑡ℎ𝑙𝑦

<𝑀𝑜𝑛𝑡ℎ𝑙𝑦
= -0.090, 𝑝∗∗∗ < 0.001). This aligns with previous findings

that show users who prioritize their privacy online may choose
to be more selective about the information they share, which can
result in less frequent posting [16, 17, 33].

os: iOS users, on average, spend 16 seconds less to locate privacy
settings than Android users (A_TIME: 𝛽𝐴𝑛𝑑𝑟𝑜𝑖𝑑

𝑖𝑂𝑆
= -15.830, 𝑝∗∗ =

0.004). Statistically, this is not a significant difference (𝑝 > 0.0036),
but we mention it, since the 𝑝-value is very close to the threshold.
This result supports the notion that Android typically offers more
customizations, while iOS prioritizes ease of use.

#platforms: Users who use more platforms have seen more pri-
vacy settings compared to those who use fewer platforms (P_SEEN :
𝛽 = 0.029, 𝑝∗∗∗ = 0.001). This supports the idea that the more users
use social media, the greater their familiarity with privacy settings.
Additionally, users who use fewer platforms would restrict more of
their privacy settings compared to users who use more platforms
(P_PRIVATE: 𝛽 = -0.033, 𝑝∗∗∗ < 0.001). Thus, lower exposure to social
media leads to higher sensitivity around privacy choices.

4.6 Platform-specific Differences (RQ5)

We ran linear regression models to test for differences across
platforms. We found that the differences exist and their effect sizes
are generally larger comparing to those for demographic and usage
independent variables. Table 7 shows cases where differences exist
between platforms – differences that pass the corrected threshold
of significance are highlighted in bold. We also discuss cases where
𝑝-values are close to the significance threshold (e.g., 0.004 or 0.005).

P_SEEN: Facebook users have, on average, seen 10-14% more
privacy settings compared to users of other platforms (0.101 ≤ |𝛽 | ≤
0.142, 𝑝∗∗ ≤ 0.004), while Instagram, X, and LinkedIn users have,
on average, seen 10-19% fewer privacy settings compared to users
of other platforms (0.101 ≤ |𝛽 | ≤ 0.190, 𝑝∗∗ ≤ 0.004). Facebook
has been around longer and offers a set of privacy settings that
have stayed consistent over time. In contrast, as we discussed in
Section 4.1, Instagram and X have recently introduced the video
setting, which many users are unaware of. This likely contributes to
the overall lower awareness of privacy settings on these platforms.
For LinkedIn, usersmay be less interested in restricting their privacy
settings, because that would diminish the size of their professional
network, and contradict their goals for using the LinkedIn platform.
This lower interest likely explains lower user familiarity with the
platform’s privacy settings.

P_PRIVATE: Facebook users prefer, on average, higher-than-
default privacy on 10-24% more settings, compared to users of
other platforms (0.098 ≤ |𝛽 | ≤ 0.235, 𝑝∗∗ ≤ 0.005), while LinkedIn
users prefer higher-than-default privacy on 14-24% fewer settings,
compared to users of other platforms (0.140 ≤ |𝛽 | ≤ 0.235, 𝑝∗∗∗ ≤
0.001). Given Facebook’s history of privacy-related incidents, it is
understandable that users may be more cautious about their privacy
compared to those on other platforms. For LinkedIn, as discussed
previously, users generally prioritize networking on the platform
and are therefore more comfortable with lower privacy restrictions.

P_HARD: TikTok users find, on average, 9-32% fewer of their
privacy settings hard to locate compared to users of other platforms
(0.089 ≤ |𝛽 | ≤ 0.316, 𝑝∗∗∗ ≤ 0.001), while Instagram and X users find,
on average, 13-32% more of their privacy settings hard to locate
compared to users of other platforms (0.130 ≤ |𝛽 | ≤ 0.316, 𝑝∗∗∗ ≤
0.001). We provide our observation and explanation behind these
differences in Section 5.2.2.

A_TIME: Facebook users spend, on average, 35-39 seconds more
to locate privacy settings compared to users of other platforms
(34.606 ≤ |𝛽 | ≤ 38.701, 𝑝∗∗∗ ≤ 0.0001), while TikTok and Snapchat
users spend, on average, 33-39 seconds less to locate privacy set-
tings compared to users of other platforms (33.036 ≤ |𝛽 | ≤ 38.701,
𝑝∗∗∗ ≤ 0.0001). Since Facebook has been around the longest, it has
inherently introduced more complexity over time due to the wide
range of features developed throughout the years. As a result, it
is understandable that users may require more time to navigate
Facebook’s settings compared to more recent platforms, like Tik-
Tok or Snapchat. To illustrate, we provide comparison screenshots
between Facebook’s post setting and Snapchat’s story setting in
Figure 9 and 10 in Appendix, respectively. We can see that, within
the same click that users take to adjust the audience setting, Face-
book contains more complicated settings than Snapchat, leading to
more time needed to navigate Facebook’s settings.

Summary.We found multiple significant differences across plat-
forms, and their effect sizes are generally larger compared to those
of demographic and usage factors. Notably, LinkedIn users are more
comfortable with exposure compared to users of other platforms,
and TikTok users find their privacy settings easier to locate com-
pared to users of other platforms. We also ran linear regression
models to test for differences across platforms, and how they might
depend on the age factor. We report our finding in Appendix B.5.
In short, we found that differences across platforms are moderated
by the age factor. For example, among older participants, X users
have seen fewer privacy settings and find them harder to locate
compared to users of other platforms.

5 Discussion
We summarize our key findings compared to previous studies in
Table 2, discuss them and provide recommendations for platforms.

5.1 Main Contributions
awareness. Our results reaffirm previous findings, and extend

them beyond a single privacy setting or single platform. Previous
work has shown that social media users were not generally aware
of the ads settings. Tuunainen et al. reported that 73% of Facebook
users were unaware that Facebook shared their information with
third parties outside the platform in 2009 [65]. 10 years later, in
2019, Pew Research Center reported that a similar proportion of
users (74%) remained unaware of targeted ads on Facebook [18],
while in 2016, Aljohani et al. found that across Facebook, Instagram,
X (Twitter at that time), and Snapchat, 66% of users were unaware
of targeted ads on their platforms [7].

Our results show that in 2024, a relatively large proportion of
Facebook users (41%) is unaware of the ads setting used for adjusting
target ads privacy. This unawareness of the ads setting is also
prevalent across Instagram, X, LinkedIn, TikTok and Snapchat,
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with 35-67% of users on each platform being unaware. We also
found that other privacy settings, such as video, are unfamiliar to
43–82% of users on Instagram, X, and TikTok. Our results confirm
that some common privacy settings are unfamiliar to many users,
regardless of the platform. Other settings may be more familiar to
users on some platforms, yet unfamiliar on other platforms.

preferences. Our results reaffirm previous findings and extend
them beyond a single platform. Lowens et al. reported that Face-
book users generally preferred their default privacy settings to be
more private [45]. Our results not only confirm the findings by
Lowens et al., but more importantly, reveal an industry-wide mis-
alignment in default privacy settings, where platforms prioritize
user engagement over protection, while users prefer protection [11].
The exception is LinkedIn, where only the ads setting is preferred
by the majority of users (70%) to have more private defaults, con-
sistent with other platforms (62-80%). For other privacy settings,
LinkedIn users are satisfied with the default settings, suggesting
that they prioritize engagement (i.e., networking) over privacy on
this platform, as opposed to other platforms.

discoverability. Our results reaffirm previous findings, with the
specific focus on social media applications and their privacy settings.
Chen et al. reported that nearly 50% of mobile applications’ privacy
settings were difficult to locate [20]. In support, we found that 79%
of participants feel that at least one setting on their social media
platform is hard to locate. Our results also counter the findings by
Frik et al., who reported that over 60% of users believed that they
could easily locate privacy settings [25]. This highlights a common
misconception among users that adjusting privacy settings is easy,
whereas in reality, they struggle more than they expected.

correlations. Our results show, for the first time, correlations
among awareness, preferences, and discoverability. No previous
studies have simultaneously explored these three research questions
within a single study.We found that the fewer privacy settings users
have seen, the harder for them to locate the settings. This applies to
all platforms except TikTok, highlighting that good user interface
design can help address the discoverability issues. We also found
that users who desire more privacy are the ones who find it more
difficult to locate privacy settings, further emphasizing that user
preferences are ill-aligned with the default privacy and that users
cannot easily close this gap through their own actions.

differences. Our results reaffirmprevious findings and add cross-
platform analysis. We found that older users struggle more with
privacy settings than younger users. They have seen fewer settings
and spend more time locating them–consistent with Lowens et
al. [45]. Our cross-platform analysis reveals further insights, includ-
ing that users find privacy settings on TikTok the easiest to locate
compared to other platforms.

5.2 Recommendations and Future Research

In this section, we discuss implications of our findings and pro-
vide recommendations for platforms.
5.2.1 User Preferences Towards Default Privacy Settings.

We observe that users are generally satisfied with the default
settings when these are set to “Friends”. For example, the default
of audience for Facebook and LinkedIn is set to “Friends” (Table 1)

and less than 20% of participants from both platforms prefer it to
be more private (Table 4), while 80% are satisfied with the default.

One exception is LinkedIn where users prefer higher exposure
(e.g., 60% are satisfied with everyone being able to see their profile).
LinkedIn is primarily used for professional networking and its users
may benefit from higher exposure. This suggests that the purpose
of a platform matters when determining the exposure level of the
default settings [67].

Recommendations. We recommend that platforms employ a
default setting of “Friends” for user profile, posts and any other data
shared by users on the platform. It is crucial for them to prioritize
user privacy by setting a safer default, while allowing users to
increase their exposure if they so desire [69]. We believe that a
middle ground exists, where platforms can adjust the exposure
level of default privacy settings to help protect user privacy, while
maintaining their social media business model.
5.2.2 Difficulties in Locating Privacy Settings.

We observe that users generally find the privacy settings difficult
to locate when their series of clicks (i.e., UI-path in Figure 4) are not
straightforward. For example, we notice that 65% of X users and 55%
of LinkedIn users find the audience settings hard to locate, which is
higher than on other platforms (Table 4). When we examined the
UI-paths of audience for these two platforms (Table 1), we identified
two design flaws that cause these difficulties:

First, the UI-path for X to audience (Profile > Settings and
privacy > Privacy and safety > Audience and tagging
> Protect your posts) does not use clear wording to properly
describe the setting users are trying to adjust (in this case, switching
their profile between public and private). Conversely, Instagram and
TikTok have more straightforward UI-paths and they use specific
wording to describe the intended effect of the settings (Instagram:
Profile > Settings and activity > Account privacy, TikTok:
Profile > Settings and privacy > Privacy > Private
account). The number of clicks may also play a role in difficulty of
finding a setting. On Instagram and TikTok, users only take 3 and
4 clicks respectively to audience, while users on X take 5 clicks.

Second, the UI-path for LinkedIn to audience is Create a post
> Who can see your post?. This path is difficult for users to find,
because it is not under the “Settings” section, where users expect
to find all settings. Another example is the UI-path for Instagram
to activity status where it is located inside the “Messages and story
replies” section. Almost 65% of Instagram users find the setting hard
to locate, which is higher than on other platforms. This highlights
that users experience difficulty locating a setting when it is placed
under a section with a vague or misleading name.

Recommendations. We recommend a better, more intuitive
organization of the privacy settings to improve their discoverability.
Specifically, platforms should use precise wording to describe the
setting users are trying to adjust. For example, instead of using the
click name: “Protect your posts” to represent the setting between
public and private account on X, more precise click names such
as “Account privacy” on Instagram or “Private account” on TikTok
would cause less confusion to users when trying to locate the setting
(Table 1). Platforms should also avoid placing privacy settings in the
misleading section, for example, placing activity status under the
section “Messages and story replies” on Instagram. We would like
to highlight TikTok’s good practice of organizing privacy setting
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locations in Table 1. TikTok uses precise and concise wording in
all their UI-paths, ensuring settings are placed under the most
descriptive sections, which improves discoverability of privacy
settings for their users (Section 4.6).
5.2.3 Privacy Regulations.

There is a tussle between what users want (more privacy) and
what platforms want (more exposure), as is evident in our results
showing that users generally prefer more private settings than
platforms’ defaults. Platforms seemingly address this by offering
various privacy settings for users to adjust. But these settings are
not usable, as they are unfamiliar to users and generally difficult to
locate. Because interests of users and platforms differ, we cannot
just wait for platforms to hear and respond to users’ voices. Instead,
this is the place where policy and regulations should step in to
protect user interests.

Recommendations. We recommend that privacy regulators de-
velop a universal framework to evaluate the usability of platforms’
privacy settings. Many studies, including ours, have laid the ground-
work for such evaluations. However, these evaluations have mostly
been conducted independently. We strongly believe that there is
an opportunity to unify these efforts, particularly through collabo-
ration among researchers, regulators, and platforms to establish a
universal evaluation framework.

First, we need to define metrics that represent the usability of
privacy settings. Ours and work of previous researchers have sug-
gested two potential metrics: (1) Familiarity (awareness) or how
well users are aware of and understand the functionality of a given
setting, and (2) Accessibility (discoverability) or how easily users
can access the setting. Second, we need to develop a scoring system
to rank how well each privacy setting performs on these metrics.
For example, based on Table 4, we could map a percentage score to
a scoring scale between 0 to 10. As a result, the video setting on In-
stagram received a score of 2 for Familiarity and 3 for Accessibility,
since only 20% have seen the setting and 34% found it easy to locate.
Regulators could develop a policy requiring that each score for ev-
ery metric must be at least 5. With this requirement, the final step
involves regulators routinely running randomized user studies to
evaluate the usability of platforms’ privacy settings. Since platforms
continuously introduce new features or update privacy settings, it
is important to ensure these changes consistently comply with the
regulations to maintain standard usability for users.

In addition to regulations focused on usability, we recommend
that regulators also consider requiring that the default privacy
settings be better-aligned with user preferences. When the majority
of users prefer the default settings to be more private, the regulators
could enforce policies requiring platforms to revise the related
defaults. For example, if the regulators define “majority” as 70%
of users, then Facebook would be required to adjust the default
settings for ads, connection view, profile view and search engine
to be more private. The regulators would routinely evaluate user
preferences to track changes in user populations and trends in
how users reason about privacy. Aligning default settings with
user preferences would ease the burden on users, and ensure their
privacy is protected by default. More importantly, such practice
would specifically help users who struggle to find privacy settings
as shown in Section 4.4, these users are in fact the ones who care
more about their privacy, but face more difficulties in achieving it.

5.2.4 Future Research. While our research sheds light on how un-
familiar users are with privacy settings, and how they struggle to
locate them, more research is needed to understand the underlying
causes. Specifically, more research is needed to understand how
a user’s motivation for using a platform (e.g., entertainment, pro-
fessional networking, etc.) influences their ability to locate some
privacy settings. Since our findings show that users’ privacy prefer-
ences are correlated to their ability to locate settings (Section 4.4),
it is important to further explore whether these preferences are
shaped by their underlying motivations, potentially revealing a root
cause of users’ struggles in managing privacy. Additionally, since
users that are more active on a platform have more open privacy
preferences (Section 4.5), future research is needed to understand
if familiarity begets more trust and thus more sharing. Lastly, more
longitudinal research is needed to demonstrate that privacy settings
are consistently difficult to use. Such evidence could strengthen the
case for regulatory intervention, as discussed in Section 5.2.3.

6 Conclusion
We conducted a study (𝑛=541) to measure the user awareness, pref-
erences and usability of social media privacy settings, across six
different platforms. We found an industry-wide misalignment be-
tween default privacy settings and user preferences. Many users are
also unfamiliar with common privacy settings and many, especially
older users, struggle to locate them. The more users are unfamiliar
with privacy settings, the more they desire privacy and the more
they struggle to locate the correct settings. We recommend that
platforms adjust their default settings (perhaps driven by regulatory
requirements) and that they work on standardizing privacy setting
names and locations to improve findability.
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A Informed Consent

We are conducting a research study to understand user prefer-
ences towards social media privacy settings. We are seeking your
participation in this study. Your participation is completely volun-
tary, and we will address your questions or concerns at any point
before or during the study.

You may be eligible to participate in this study if you meet the
following criteria:
(1) You are over 18 years old.
(2) You are currently having a social media account(s) and using it

regularly.
If you decide to participate in this study, you will be asked to do

the following activities:
(1) Select any social media platform(s) from the list (Facebook, In-

stagram, Twitter (X), LinkedIn, TikTok, LinkedIn, and Snapchat)
that you are currently having an account on and use regularly.

(2) Answer a series of questions about your privacy preferences
and locating privacy settings on the platform.

(3) Provide demographic information via multiple choices where
each choice represents a range including age, gender, education,
and region.
You’ll need a phone with your account open for references when

locating privacy settings. You don’t need to have extensive knowl-
edge in social media or privacy settings to complete this study.

The survey takes approximately 15-20 minutes. After you com-
plete it, you will receive a compensation of $3.00. We will manually
review your effort before sending out the compensation via Prolific.

Our research group will publish the results in conference and
journal publications. Participants will not be identified in the results.
We will take reasonable measures to protect the security of all your
personal information. All data will be de-identified prior to any
publication or presentations. We may share de-identified data with
other researchers in the future.

B Survey
All survey questionnaires can be found at https://drive.google.com/
file/d/1yfntYpiQOdhizxyu_b7BzrTzWC2SZO6b/view?usp=sharing.
We provide survey question examples below:

B.1 Awareness Question

Have you ever seen this privacy feature: Profile Suggestion (i.e.,
suggesting your profile to other Facebook users who have
your email or phone number)?
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□ Yes, I’ve seen it
□ No, I’ve never seen it

B.2 Preference Question

By default, your profile WILL be suggested to people who
have your email or phone number.
Are you satisfied with this default setting?

□ Yes, I am satisfied with the default setting
□ No, I prefer it to be more PRIVATE (e.g., your profile won’t be

suggested to people who have your email or phone number)

B.3 Discoverability Section

Please locate the privacy feature that prevents people from seeing
when you are active on Facebook (Activity Status).

Note each click you make starting from your feed to locateActivity
Status, whether or not it takes you to the destination.

Can you locate Activity Status?

□ Yes
□ No

Rate how hard to locate Activity Status.

□ Very Difficult
□ Difficult
□ Moderate
□ Easy
□ Very Easy

B.4 Commitment Request Question

We care about the quality of our survey data. Therefore, it is impor-
tant that you provide accurate answers to every question in this
survey.

Have you provided accurate answers to the previous questions
in this survey, and will you continue to do so for the remaining
questions?
□ I am not sure
□ Yes, I have and I will
□ No, I will not

B.5 Additional Results
We ran linear regression models to test for differences across plat-
forms, and how they might depend on the age factor. Each re-
gression is treated as a separate test for each dependent variable.
Therefore, we do not apply correction in this analysis and use 0.05
as the significance threshold. We use the notation, 𝛽𝑖𝑛𝑡 , to describe
the interaction significance.

P_SEEN: platform significantly interacts with age to predict the
percentage of privacy settings a user has seen, given X as a reference
platform (0.181 ≤ |𝛽 | ≤ 0.340, 𝑝 ≤ 0.030). Simple effects tests show
that, among the older participants, X users have, on average, seen
13-36% fewer privacy settings compared to users of other platforms
(0.132 ≤ |𝛽 | ≤ 0.360, 𝑝 ≤ 0.028).

P_PRIVATE: platform significantly interacts with age to predict
the percentage of privacy settings a user prefers to be more private
than the default, given LinkedIn as a reference platform (|𝛽 | =
0.137, 𝑝 = 0.047) Simple effects tests show that, among the younger
participants, TikTok users prefer, on average, 21% more of their
privacy settings to be more private than the default compared to
LinkedIn users (|𝛽 | = 0.206, 𝑝 < 0.0001).

P_HARD: platform significantly interacts with age to predict the
percentage of privacy settings a user feels are hard to locate, given
X as a reference platform (0.128 ≤ |𝛽 | ≤ 0.168, 𝑝 ≤ 0.030). Simple
effects tests show that, among the younger participants, X users
find, on average, 10-23% more of their privacy settings hard to
locate compared to users of other platforms (0.100 ≤ |𝛽 | ≤ 0.227,
𝑝 ≤ 0.037). Similarly, among the older participants, X users find,
on average, 27-35% more of their privacy settings hard to locate
compared to users of other platforms (0.269 ≤ |𝛽 | ≤ 0.354, 𝑝 ≤
0.0001).

A_TIME: platform significantly interacts with age to predict the
average number of seconds a user spends locating a privacy setting,
given LinkedIn as a reference platform (38.873 ≤ |𝛽 | ≤ 52.310,
𝑝 ≤ 0.036). Simple effects tests show that, among the younger
participants, LinkedIn users spend 24-58 seconds more to locate
privacy settings compared to users of other platforms (24.116 ≤
|𝛽 | ≤ 57.996, 𝑝 ≤ 0.024). However, among the older participants,
Facebook users spend 28 seconds more to locate privacy settings
compared to LinkedIn users (|𝛽 | = 27.659, 𝑝 = 0.010).

C Additional Figures and Tables
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Figure 4: A UI-path or a series of clicks starting from the user’s feed to the given privacy setting, e.g., hiding like and share
counts on Instagram.

Figure 5: The number of years a participant has been using
the platform.

Figure 6: Usage frequency on the platform.

Figure 7: Post and sharing frequency on the platform.

Figure 8: The number of platforms a participant uses.

Figure 9: Facebook’s post setting.
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Figure 10: Snapchat’s story setting.

Table 5: The number of mobile OS participants used for lo-
cating privacy settings in the study.

Num. (%)
Platform Android iOS Others
Facebook 80 (67%) 39 (32%) 1 (1%)
Instagram 34 (56%) 27 (44%) 0 (0%)
X 40 (67%) 19 (32%) 1 (1%)
LinkedIn 76 (63%) 43 (36%) 1 (1%)
TikTok 74 (62%) 46 (38%) 0 (0%)
Snapchat 33 (55%) 27 (45%) 0 (0%)
Total 337 (62%) 201 (37%) 3 (1%)

Table 6: Linear regression between demographic and usage
independent variables (with reference groups in parenthe-
ses) and dependent variables (DV), including the percentage
of privacy settings a user has seen (P_SEEN ), prefers to be
more private (P_PRIVATE), feels are hard to locate (P_HARD),
and the average number of seconds a user spends locating
a privacy setting (A_TIME). The following parameters are
produced by Ordinary Least Squares: 𝛽 or coefficient, SE or
Standard Error, t or t-value, CI or Confidence Interval. We
only show the variables with significant differences.

Comparison DV 𝛽 SE t 95% CI p-value

age: 45+
(vs. 18 − 44)

P_SEEN -0.101 0.024 -4.232 [-0.147, -0.054] <0.0001***
P_HARD 0.052 0.018 2.840 [0.016, 0.088] 0.005**
A_TIME 10.500 5.240 2.000 [0.206, 20.794] 0.046*

gender: Male
(vs. Female) P_PRIVATE -0.079 0.024 -3.291 [-0.126, -0.032] 0.001***

tech background: Yes
(vs. No) P_PRIVATE -0.068 0.026 -2.631 [-0.118, -0.017] 0.009**

usage freq: <Weekly
(vs. Daily) P_HARD 0.069 0.022 3.091 [0.025, 0.113] 0.002***

post freq: >=Monthly
(vs. <Monthly) P_SEEN 0.056 0.026 2.163 [0.005, 0.107] 0.031*

P_PRIVATE -0.090 0.026 -3.487 [-0.14, -0.039] <0.001***

os: iOS
(vs. Android) A_TIME -15.830 5.413 -2.925 [-26.462, -5.197] 0.004**

#platforms
P_SEEN 0.029 0.009 3.196 [0.011, 0.047] 0.001***

P_PRIVATE -0.033 0.009 -3.676 [-0.051, -0.015] <0.001***

Significant thresholds: p*** < 0.0036 (correction), p** < 0.01, p* < 0.05 (default)
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Table 7: Linear regression between the independent variable
“platform” (with reference groups in parentheses) and the
same dependent variables (DVs) as shown in Table 6. Please
refer to other abbreviations in Table 6. We only show the
variables with significant differences.

Comparison DV 𝛽 SE t 95% CI p-value

(Facebook vs.) Instagram

P_SEEN

-0.112 0.043 -2.595 [-0.197, -0.027] 0.010*
(Facebook vs.) X -0.142 0.043 -3.277 [-0.227, -0.057] 0.001***
(Facebook vs.) LinkedIn -0.101 0.035 -2.854 [-0.171, -0.031] 0.004**
(Instagram vs.) TikTok 0.124 0.043 2.878 [0.039, 0.209] 0.004**
(Instagram vs.) Snapchat 0.160 0.050 3.205 [0.062, 0.258] 0.001***
(X vs.) TikTok 0.154 0.043 3.558 [0.069, 0.239] <0.001***
(X vs.) Snapchat 0.190 0.050 3.795 [0.092, 0.288] <0.001***
(LinkedIn vs.) TikTok 0.113 0.035 3.199 [0.044, 0.183] 0.001***
(LinkedIn vs.) Snapchat 0.149 0.043 3.435 [0.064, 0.234] <0.001***

(Facebook vs.) X

P_PRIVATE

-0.158 0.042 -3.732 [-0.242, -0.075] <0.001***
(Facebook vs.) LinkedIn -0.235 0.035 -6.796 [-0.303, -0.167] <0.0001***
(Facebook vs.) TikTok -0.098 0.035 -2.818 [-0.166, -0.030] 0.005**
(Facebook vs.) Snapchat -0.095 0.042 -2.239 [-0.178, -0.012] 0.026*
(Instagram vs.) X -0.140 0.049 -2.867 [-0.236, -0.044] 0.004**
(LinkedIn vs.) Instagram 0.217 0.042 5.142 [0.134, 0.300] <0.0001***
(LinkedIn vs.) TikTok 0.138 0.035 3.978 [0.070, 0.206] <0.0001***
(LinkedIn vs.) Snapchat 0.140 0.042 3.310 [0.057, 0.224] 0.001***

(Facebook vs.) Snapchat

P_HARD

0.071 0.030 2.397 [0.013, 0.129] 0.017*
(Instagram vs.) Facebook -0.227 0.029 -7.700 [-0.285, -0.169] <0.0001***
(Instagram vs.) LinkedIn -0.211 0.029 -7.170 [-0.269, -0.153] <0.0001***
(Instagram vs.) Snapchat -0.156 0.034 -4.575 [-0.223, -0.089] <0.0001***
(X vs.) Facebook -0.201 0.030 -6.783 [-0.259, -0.143] <0.0001***
(X vs.) LinkedIn -0.185 0.030 -6.255 [-0.244, -0.127] <0.0001***
(X vs.) Snapchat -0.130 0.034 -3.798 [-0.197, -0.063] <0.001***
(TikTok vs.) Facebook 0.089 0.024 3.695 [0.042, 0.137] <0.001***
(TikTok vs.) Instagram 0.316 0.029 10.734 [0.259, 0.374] <0.0001***
(TikTok vs.) X 0.290 0.030 9.800 [0.232, 0.349] <0.0001 ***
(TikTok vs.) LinkedIn 0.105 0.024 4.341 [0.058, 0.153] <0.0001***
(TikTok vs.) Snapchat 0.161 0.030 5.414 [0.102, 0.219] <0.0001***

(Facebook vs.) Instagram

A_TIME

-19.356 9.340 -2.072 [-37.704, -1.009] 0.039*
(Facebook vs.) X -19.665 9.391 -2.094 [-38.113, -1.216] 0.037*
(Facebook vs.) TikTok -34.606 7.668 -4.513 [-49.669, -19.543] <0.0001
(Facebook vs.) Snapchat -38.701 9.391 -4.121 [-57.150, -20.253] <0.0001
(LinkedIn vs.) TikTok -33.036 7.668 -4.308 [-48.099, -17.973] <0.0001
(LinkedIn vs.) Snapchat -37.131 9.391 -3.954 [-55.579, -18.683] <0.0001

Significant thresholds: p*** < 0.0036 (correction), p** < 0.01, p* < 0.05 (default)
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