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Abstract
Recommendation systems are used widely to recommend items
such as movies, products, or news to users. The performance of
a recommendation model depends on the quality of the embed-
dings that are associated with users and items, which are generally
learned by tracking user behavior, such as their click history. Recent
legislative requirements allow users to withdraw their consent to
learning from some of their behaviors, even if they have provided
such a consent initially. Once a user withdraws their consent, the
models are supposed to unlearn the user behavior. This require-
ment has led to the emergence of machine unlearning, a research
area that proposes a class of privacy policy-compliant techniques
aimed at maintaining good model utility after deleting user infor-
mation. Machine unlearning techniques are generally divided into
two categories: exact unlearning, which may be accomplished by
retraining the model from scratch after removing a data point from
the training data; and approximate unlearning, which approximates
the model parameters that would result from removing a specific
user data, without needing a complete retraining of the model to
minimize computational costs.

In this work, we propose an enhanced exact machine unlearning
(EEMU) strategy that leverages meta-learning to reduce the loss
of recommendation performance while ensuring efficient and ex-
act unlearnability. We demonstrate our results using four public
datasets and show a significant improvement in recommendation
performance over state-of-the-art baselines while preserving the
privacy guarantees of exact unlearning. The source code of EEMU
is available at: https://github.com/alshabae/EEMU.
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1 Introduction
In today’s data-driven world, machine learning (ML) applications
rely heavily on sensitive user information. Recommendation mod-
els, for instance, track user behavior such as their click history,
to learn user and item embeddings which are part of ML models
that aim to improve recommendation performance. While behavior
tracking is usually done with explicit user consent, their consent
may be withdrawn at any time. In fact, regulatory bodies world-
wide have enacted policies that require supporting such privacy
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preservation, and other data retention restrictions in ML models
[4, 28, 31]. In particular, the "right to be forgotten" law requires
ML models to selectively forget or unlearn user information upon
request, which is known as the Machine Unlearning problem [3].

It is challenging to design an algorithm that allows an ML model
to selectively forget specific data subsets it was trained on. The dif-
ficulty lies in the non-linear interactions between different training
samples that is embedded into the model parameters. Unlearning
approaches can be categorized into exact unlearning and approxi-
mate unlearning. Exact unlearning typically involves retraining the
entire model from scratch after removing the desired data points,
guaranteeing the removal of their influence [3, 5]. However, it in-
curs significant computational overhead for large-scale models. On
the other hand, approximate unlearning methods aim to provide
guarantees within a margin of error, offering greater practicality
and lower computational overhead [11, 16, 17, 42]. However, the
guarantees are provided under specific data distribution assump-
tions, and such margin of errors can be difficult to prove for appli-
cations that require strict adherence to the right-to-be-forgotten
provisions in the European Union’s General Data Protection Reg-
ulation (GDPR) [28], United States’ California Consumer Privacy
Act (CCPA) [4] and Canada’s Personal Information Protection and
Electronic Documents Act (PIPEDA) [31].

Our research specifically focuses on the problem of exact unlearn-
ing in recommendation systems, which involve training models
based on user and item interaction histories.We focus on recommen-
dation systems constructed using Deep Neural Networks (DNNs)
[9, 29, 45, 46]. Although unlearning has been explored in various
ML domains, its application to recommendation systems poses sev-
eral challenges. Each user and item embedding is learned from a
wide range of user-item interactions that are recorded in the rec-
ommendation model training data. Effective unlearning techniques
require selectively removing some of the user-item interactions,
as dictated by the user, while maintaining model performance and
usability.

The primary challenge in achieving exact unlearning in any ML
domain is the computational overhead associated with retraining
the entire model. To mitigate this issue, the SISA (Sharded Isolated
Sliced and Aggregated) training method was introduced [3]. SISA
implements a sharded training scheme that divides the training
dataset uniformly at random into disjoint shards and trains replica
models using these shards. When a deletion request occurs, only the
shard containing the deleted data point needs to be retrained, sig-
nificantly reducing the overhead associated with retraining. During
inference, the final prediction is computed via a static, permutation
invariant function.
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In the context of recommendation models, user-item interac-
tions are the key inputs to recommendation models that capture
actions like clicks that indicate user interest. These interactions
serve as the foundation for learning user and item representations.
While user-user and item-item signals are not explicitly defined,
models implicitly learn these patterns through embeddings, cap-
turing relationships like similar users or frequently paired items.
These relationships help improve recommendation performance
by identifying complex patterns in user behavior and item rele-
vance. Applying the SISA strategy to such recommendation models
presents a challenge due to the potential loss of collaborative signal
caused by random sharding of user-item interactions [19]. When
data is split across multiple shards, each user’s interactions with
different items may be dispersed across different shards. Hence,
each shard has a narrow view of the user’s interactions from which
it has to learn. Sharding of user-item interactions leads to incom-
plete user profiles and fewer interactions per shard, reducing the
model’s ability to learn user and item representations and ultimately
hurting performance. To address this limitation, RecEraser [6] was
proposed as a variant of SISA tailored to DNN-based recommenda-
tion systems. RecEraser shards interactions based on user and item
similarity and uses a learnable attention-based aggregator during
inference. UltraRE [25] improves over RecEraser by proposing an
optimal balanced sharding algorithm and a more efficient learnable
aggregator.

While RecEraser and UltraRE adaptation of the SISA method to
recommendation systems has been successful, we have identified
the following drawbacks that affect their applicability to exact
machine unlearning:

(1) Partitioning the data based on the similarity of user and item
latent representations necessitates the availability of pre-
trained user and item embeddings. (RecEraser and UltraRE
use the model introduced in [21] to pretrain user and item
embeddings). Thus, the pretrained model determines the
similarity metric that is used in the sharding process. When
exact unlearning is necessary, the pre-trained model must
also be trained again from scratch in the event of a data point
deletion, which imposes significant burden, as discussed in
prior work [7]. If the pretrained model isn’t retrained and
the data isn’t repartitioned, the unlearning process cannot
be exact as the partitions themselves encode information
about data points that are deleted. Hence, the pretrained
model must be first trained without the sensitive data point,
and then use that pretrained model to identify the similarity
of users and items to reshard the data. Having to retrain a
pretraining model on the entire dataset and to repartition
the data again can detract from the benefit of sharding in
the first place.

(2) Using a learnable aggregator also presents a challenge.While
affording greater expressiveness and dynamic pooling across
shards during ranking, the learnable aggregator also needs
to be retrained on the entire dataset in the event of a data
point deletion. This overhead diminishes the advantages of
sharding in the first place. To reduce the retraining overhead,
UltraRE does not retrain the learnable aggregator, while Re-
cEraser proposes to retrain the learnable aggregator for a

small number of epochs using the entire dataset. While their
findings demonstrate promising empirical performance on
their test data, training the aggregator even for few epochs
on the entire dataset is expensive as reported in [6, 25]. The
alternative strategy of keeping the learnable aggregator un-
changed during unlearning would violate the exact unlearn-
ing guarantees [6, 7].

To address these challenges, we introduce a novel approach called
EEMU (Enhanced ExactMachineUnlearning). Unlike the approaches
in previous work, EEMU adopts random balanced data partitioning
and a static mean pooling aggregator, overcoming the identified
drawbacks. To mitigate potential model degradation resulting from
the loss of collaborative signal from random partitioning and static
aggregation, EEMU leverages meta-learning to enhance the training
process. To our knowledge, this is the first paper to explore meta-
learning in the context of exact machine unlearning.

The summary of the contributions of our work is as follows:
(1) We propose EEMU showcasing how meta-learning can be

effectively integrated with the SISA method to yield signifi-
cantly improved, exactly unlearnable, recommendation mod-
els. Unlike previous approaches that either use pretrained
embeddings or employ learnable aggregators, EEMU samples
several training data points from across shards for collabo-
rative signal recovery.

(2) Through extensive experimentation on four public datasets,
we demonstrate that EEMU outperforms several baselines in
terms of recommendation performance, while guaranteeing
exact unlearning.

(3) We leverage users’ task similarity in the context of meta-
learning to further enhance EEMU inference efficiency and
enable batch inferencing while maintaining good model util-
ity.

Outline. The remaining parts of the paper are structured as fol-
lows. In Section 2, we introduce the preliminaries. Then, in Section
3, we discuss the related work, and in Section 4, we present our
proposed model and its work flow. Section 5 presents our findings,
including ablation and sensitivity analysis results. We then, in Sec-
tion 6, showcase an enhancement to enable batch inferencing. We
conclude with a discussion of possible future directions in Section
7. In Table 1, we present the notations used in the paper.

Symbol Description

U Set of users
I Set of items
xu User representation
xi Item representation
𝑆 Number of shards

M𝑔𝑙𝑜𝑏𝑎𝑙
𝑠 Global model of shard 𝑠
𝑝𝑖 Sampling probability of item 𝑖 for adaptation set

M𝑠𝑝𝑒𝑐𝑖𝑎𝑙
𝑠,𝑢 Specialized model for user 𝑢 in shard 𝑠
𝐾 Number of clusters

M𝑠𝑝𝑒𝑐𝑖𝑎𝑙
𝑠,𝑐 Specialized model for cluster 𝑐 in shard 𝑠

Table 1: Summary of symbols and notations.
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2 Preliminaries
2.1 Exact Recommendation Unlearning
The objective of recommendation systems is to generate a list of
items that align with the user’s preferences. Recommendation sys-
tems are trained using datasets consisting of user-item interac-
tions that are gathered from users’ interaction histories. Concretely,
given users 𝑢 ∈ U, items 𝑖 ∈ I, we define the dataset D(V,E)
with V = U ∪ I and E = {(𝑢, 𝑖) | 𝑢 ∈ U, 𝑖 ∈ I}. In the case of
exact recommendation unlearning, if a user 𝑢 wishes to retract a
particular interaction (𝑢, 𝑖) from their history, then the recommen-
dation system must be retrained from scratch with the retracted
interaction removed from the dataset [43]. Hence, as introduced in
[3, 6, 7, 25], the objectives of exact recommendation unlearning are
as follows:

(1) The recommendation system should completely remove
the impact of the retracted record from the trained model,
thus, the record should be removed from both the training
and preprocessing phases [7].

(2) It must maintain high training efficiency and minimize the
need to be retrained using the whole dataset [3].

(3) It should have comparable quality of recommendations
to the ones provided by the original model [6, 25].

2.2 Meta-Learning
Meta-learning, also known as learning-to-learn, aims to train mod-
els that quickly adapt to specific tasks with limited data by lever-
aging knowledge from previously learned tasks [30]. One effective
approach to achieve this task is the Model-Agnostic Meta-Learning
(MAML) algorithm [13], which is designed to optimize a model’s pa-
rameters for rapid adaptation across tasks. The algorithm involves
a training phase where the model is exposed to multiple tasks and
learns a shared initialization. For each task, MAML performs inner-
loop updates on task-specific data (called the support set), followed
by an outer-loop update on a generally smaller subset of the task-
specific data (called the query set) to optimize the initialization
across tasks. During the inner loop, the task-specific parameters 𝜃𝑖
are updated using the support set for that task as follows:

𝜃𝑖 = 𝜃 − 𝛼∇𝜃L𝑖 (𝜃 ) (1)

where L𝑖 (𝜃 ) is the task-specific loss.
In the outer loop, the shared initialization 𝜃 is updated by aggre-

gating gradients obtained from the query set for each task:

𝜃 ← 𝜃 − 𝛽∇𝜃
∑︁
𝑖

L𝑖 (𝜃𝑖 ) (2)

Inference in Meta-learning: The above approach generates a
global model that has learned from the data of multiple tasks.
During inference, before providing any task specific prediction,
few-shot examples are drawn from the task-specific data. These
examples are then used to fine-tune the global model to create a
transient model. The fine-tuned transient model is then queried
for the prediction. After the prediction is complete the transient
model may be optionally deleted or preserved for future use. This
approach enables the model to generalize effectively across tasks

by performing few-shot specialization on a small number of task-
specific samples, without requiring extensive fine-tuning during
inference.
Adapting Meta-learning: In our work, we adapt meta learning
by treating each task as the objective of learning to recommend
items to a specific user. Thus, if there are 𝑁 users in the system
then the meta learning framework has to process 𝑁 tasks, each
task 𝑢 is focused on recommending items to a specific user 𝑢. In
the context of a sharded training scheme, the task-specific data
(namely per-user interaction history) is split across multiple shards.
We train a global model on a per-shard basis using equations 1
and 2. For instance, each user interactions within a shard are first
split into support and query sets to enable the inner and outer loop
updates. Thus, the per-shard global model training does not deviate
from the meta-learning approach explained earlier.

As we discuss in detail in Section 4, however, we designed a
unique inference framework that is built on the meta-learning
approach explained earlier but is uniquely suited for a sharded
training scheme.

2.3 Recommendation Model Architecture
In this work we demonstrate our idea using the popular Two-Tower
Neural Network (TTNN) [1, 29, 45] as the fundamental recommen-
dation model. TTNNs consist of two Deep Neural Networks: the
user tower and the item tower. The user tower processes both dense
and sparse user features to generate a dense user representation
xu, while the item tower performs the same function for items,
producing a dense item representation yi. What constitutes a dense
or a sparse feature is generally defined by the model designer. For
instance, an item’s price or a user’s age may be considered a dense
feature since many of these values are usually non-zero, while the
item categorization information such as a shoe category, could be
considered as a sparse feature. In this work we assume that these
features are selected by the designer and the training dataset is
appropriately labeled. The final relevance score of item 𝑖 to user 𝑢
is computed using a scoring function 𝑆𝐹 : R𝑑 ×R𝑑 → R. 𝑆𝐹 can be
a simple inner product, such as a dot product, which is the method
we utilize, or a more complex function, such as a DNN.

More formally, the user network processes user feature represen-
tations, which are concatenated and passed through a multi-layer
perceptron (MLP) to produce a user representation:

xu =MLP𝑢 (ecat ⊕ fcont) (3)

where ecat represents embeddings of categorical features, fcont rep-
resents dense continuous features and ⊕ denotes the concatenation
operator.

Similarly, the item network processes item feature representa-
tions and generates item representations:

yi =MLP𝑖 (ecat ⊕ fcont) (4)

Then the relevance between a user 𝑢 and an item 𝑖 is calcu-
lated as the dot product of the user representation xu and the item
representation yi:

𝑆𝐹 (xu, yi) = xuyi⊤ (5)
698



Meta-Learn to Unlearn: Enhanced Exact Machine Unlearning in Recommendation Systems with Meta-Learning Proceedings on Privacy Enhancing Technologies 2025(4)

Details about the fundamental recommendation model architec-
ture are depicted in Figure 1.
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Figure 1: Fundamental RecommendationModel Architecture

3 Related Work
Recommendation System Unlearning:While research on ma-
chine unlearning in the context of recommendation systems is still
relatively new, there have been recent notable attempts to apply un-
learning techniques [6, 25, 38]. For instance, [38] presents a fast and
exact unlearning strategy applicable to neighborhood-based recom-
mendation systems using K-nearest neighbors indexing, where at
training time the model builds an index of the top-K similar users
per user. However, this approach is unsuitable for DNN-based rec-
ommendation models where the model uses non-linear functions to
learn from user-item interactions. Another approach, GraphEraser
proposed in [7], can be applied to recommendation model unlearn-
ing since interactions in a recommendation system form a bipartite
graph. However, similar to [6, 25] mentioned in Section 1, Gra-
phEraser also relies on pretraining to generate node embeddings
for partitioning nodes, resulting in similar drawbacks that affect
its applicability to exact machine unlearning. [26] groups similar
data together and trains a model sequentially on each subset using
curriculum learning, which is a training strategy that present data
to the model in an increasing order of complexity to help the model
learn more effectively. However, this approach provides two-fold
speedup over retraining from scratch, which is still a significant
retraining cost.
Meta-Learning in Recommendation Systems:Meta-learning
techniques have proven effective in enhancing various aspects of
recommendation systems [22, 24, 47]. One popular approach is
to adapt the Model-Agnostic Meta-Learning (MAML) algorithm
[13] to different use cases [10, 24]. The MAML algorithm, designed
to be model agnostic and enable few-shot specialization [10, 13],
serves as motivation for our work. We incorporate a MAML-style

meta-learning framework in EEMU. EEMU treats the objective of
learning to recommend items to a user within a shard as one task,
and thus multiple shards would have multiple views of that task
for the same user. The goal is to use meta-learning across these
multiple shards to re-acquire the degraded collaborative signal due
to sharding, as we describe in the next section.

There are several works in recommendation systems and other
domains that exploit task similarity to modify the meta-training
process, resulting in better model accuracy [44, 48, 49]. Task similar-
ity in meta-learning refers to the measurable relationship between
tasks, such as the similarity based on their shared feature repre-
sentations or how a model learns them. However, we pursue a
different goal: improving the inference efficiency. Therefore, we
take an orthogonal approach by clustering users based on their task
similarity in the learned representation space to enable batch in-
ferencing. In particular, we use the user representations generated
from the optimized models to measure how close users are to one
another, enabling model serving in batches of similar users.

4 EEMU
EEMU is an exact unlearning approach that is designed for the
scenario in which a user may request for deletion of a subset of
their interactions that the recommendation model was trained on.
At a high level, EEMU enables efficient exact unlearning by par-
titioning user-item interactions into isolated shards and training
separate models per shard. In particular, within each shard, we
consider the task of recommending an item to a given user 𝑢 as
a specific task. Thus, the user-item interactions in each shard are
first grouped by user then each user’s interactions are sliced into
support and query sets. After that, in each shard, the support and
query sets of all users are used to train a global model using the
MAML training as described in Section 2.2. However, EEMU relies
on a novel inference adapation where the few-shot examples for in-
ference are sampled from across the shards. Note that as described
earlier, MAML samples few-shots from a task-specific dataset. But
in EEMU since the task-specific dataset is no longer only available
in a single shard it samples these few-shot examples from across
the shards. The small adaptation set, sampled across the shards,
is used to fine-tune the model for each user, but these fine-tuned
models are never stored, preserving exact unlearnability. Finally,
predictions from all shards are aggregated using a simple mean,
helping recover lost collaborative signals while maintaining shard
isolation. In Figure 2, we illustrate EEMU’s work flow and describe
its steps below.

Sharding: In EEMU, which is a specialization of the SISA para-
digm, the first step is dataset sharding. Sharding enables efficient
exact unlearnability by creating a per-shard model rather than one
trained on the whole dataset. EEMU employ random balanced parti-
tioning of user’s interactions across all shards. This approach offers
the advantage of being computationally efficient as each user-item
interaction is randomly assigned to only one of the shards. Thus,
shards are mutually exclusive and do not share any user-item inter-
action. While computationally efficient, random balanced sharding
poses a challenge for recommendation systems since user-item in-
teractions contain valuable collaborative information that may be
lost when sharded randomly. Each shard has only a fraction of the
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Figure 2: EEMUWork Flow.

per-user interactions thereby potentially impacting the per-shard
model performance. However, EEMU addresses this concern by
deferring the mitigation of collaborative signal loss to a subsequent
step in the EEMU training flow.
Slicing: Recall that EEMU adapts the MAML algorithm by creating
multiple per-user recommendation tasks in each shard. Thus, the
per-shard model has to be trained using MAML’s two-stage opti-
mization process, where subsets of the user-specific data, known
as the support and query sets, are used for local (Equation 1) and
global (Equation 2) model updates. Hence, to train the model in each
shard, we first group the training samples per user and then slice
the per-user training samples in a shard into support and query
sets. To ensure balance, we allocate a fixed number of interactions
to the query set, ensuring that each user has an equal number of
interactions in their query sets across all shards. The remaining
interactions are used for the support set. In our current research,
we place interactions into support and query sets randomly. How-
ever, we acknowledge the potential for further enhancements by
intelligently selecting the the support and query sets in future work.

Figure 2 illustrates the sharding and slicing steps from the per-
spective of all users. In the sharding step, all the interactions are
placed into shard1 and shard2 (color coded in the figure). In the
slicing step, the data in each shard is grouped by user and their
interactions are sliced into support and query sets.
Training:Wemap the two-stage optimization process of theMAML
algorithm presented in Section 2.2 to the non-collaborative sharded
training. As shown in the training box in Figure 2, each shard trains
its own global model. As described earlier, a key concept of the
MAML algorithm is the notion of tasks. Specifically, the model is
trained on multiple tasks and then adapted to perform on a specific
task. In our framework, we refer to the objective of learning to
recommend items within a shard to a user as a task.

Algorithm 1 shows the detailed training procedure of EEMU.
First, the global model parameters 𝜃 for each shard’s modelM𝑔𝑙𝑜𝑏𝑎𝑙

𝑠

are randomly initialized (line 2). Next, a batch of users is sampled

from the training data of shard 𝑠 (line 4). For each user 𝑢 in the
batch, the model computes gradients based on the user’s support
set, then updates the user-specific parameters 𝜃𝑢 (lines 6-7). The
model then evaluates these updated parameters on the user’s query
set to compute gradients for the global update (line 8). Finally,
the global model parameters 𝜃 are updated using the aggregated
gradients from all users in the batch (line 10). EEMU’s training
process in Algorithm 1 is similar to MAML’s training process. The
difference between the two training methods is that EEMU uses
multiple shards where each shard is trained in isolation as shown
in the For loop in line 1.

Algorithm 1 Training Procedure of EEMU
Input: number of shards S; step size 𝛼 , 𝛽
1: for each shard 𝑠 in 𝑆 do
2: Randomly initialize global modelM𝑔𝑙𝑜𝑏𝑎𝑙

𝑠 parameters 𝜃
3: while not converged do
4: Sample batch of users 𝐵
5: for each user 𝑢 in 𝐵 do
6: Evaluate ∇𝜃𝐿(𝜃 ) with user 𝑢 support set
7: Update: 𝜃𝑢 = 𝜃 − 𝛼∇𝜃𝐿(𝜃 )
8: Evaluate ∇𝜃𝑢𝐿(𝜃𝑢 ) with user 𝑢 query set
9: end for
10: Global update: 𝜃 ← 𝜃 − 𝛽∇𝜃𝑢𝐿(𝜃𝑢 )
11: end while
12: end for

The parameters of the models are trained using a max-margin-
based ranking loss function. The objective is to maximize the score
of positive examples and at the same time minimize the score of
negative examples. Positive examples are items a user interacted
with, while negative examples are items the user did not interact
with. This is typically done by ensuring that the score of positives is
larger than the score of negatives by a fixed margin Δ. Thus, given
a positive example (𝑢, 𝑖+) and a negative example (𝑢, 𝑖−), with item
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representations yi+ and yi− , respectively, and user representation
xu, the loss function is computed as follows:

L(xu, yi+ ) =𝑚𝑎𝑥 (0, 𝑆𝐹 (xu, yi− ) − 𝑆𝐹 (xu, yi+ ) + Δ) (6)

Once the per-shard global model is trained, EEMU can be de-
ployed in any recommendation pipeline. EEMU then uses a novel
inference framework to recapture the collaborative signal loss. We
describe the inference next.
EEMU Inference: The first step during inference is called the adap-
tation step in which the model achieves few-shot specialization on
a user-by-user basis. Specialization within a shard is achieved by
finetuningM𝑔𝑙𝑜𝑏𝑎𝑙

𝑠 using a small set of adaptation data. Specifically,
in EEMU, the adaptation set is constructed by sampling items from
the user interaction history from across all shards. Thus, while
the global model was trained using only the per-shard data, dur-
ing inference few shot examples are drawn randomly from across
shards. This random sampling from across the shards is one key
element of the EEMU inference deployment in a sharded training
setting. Since we prioritize efficiency, we sample very few items (a
hyperparameter of EEMU) and aim to choose them wisely to better
model user preferences.

One of the challenges in recommendation systems is the long-
tail distribution of interactions where some items have very few
interactions and hence they do not get recommended well. In our
prior work, we demonstrated that sampling interactions from the
long-tail items is beneficial for improving model utility [1]. Inspired
by this work, we create an adaptation set by sampling interactions
from across shards with a bias toward items that have received few
interactions, as they contain more information about user prefer-
ences. For user 𝑢, the sampling probability distribution over each
item 𝑖 in user 𝑢’s interaction history is given by the following
softmax distribution:

𝑝𝑖 ∼ 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥
(
1
𝑑𝑖

)
(7)

where 𝑑𝑖 is the number of interactions received by item 𝑖 .
The adaptation set for each user contains significantly fewer

interactions than the support set used during their training. This is
why the adaptation process is referred to as the few-shot specializa-
tion. We denote the specialized model for a given user 𝑢 in a shard
𝑠 byM𝑠𝑝𝑒𝑐𝑖𝑎𝑙

𝑠,𝑢 . A key thing to note here is that even though the
adaptation step producesM𝑠𝑝𝑒𝑐𝑖𝑎𝑙

𝑠,𝑢 for each user 𝑢 in every shard 𝑠 ,
M𝑠𝑝𝑒𝑐𝑖𝑎𝑙

𝑠,𝑢 is never required to be stored. This ensures that any model
trained using EEMU is indeed efficiently and exactly unlearnable.
EEMU employs a static aggregator to combine scores from each
shard during inference. Among various choices of static, permuta-
tion invariant functions, EEMU adopts a straightforward approach
of computing the mean across all shards to derive the final score.
The inference box in Figure 2 illustrates the process of performing
inference on a single incoming query request from a single user.

Algorithm 2 shows the inference procedure of EEMU. First, an
adaptation set is created for user 𝑢 by sampling a few interactions,
where the probability for each item 𝑖 appearing in the sample is
given by Equation 7 (line 1). Next, for each shard 𝑠 in 𝑆 , the global
modelM𝑔𝑙𝑜𝑏𝑎𝑙

𝑠 is specialized for user 𝑢 using their adaptation set to

produceM𝑠𝑝𝑒𝑐𝑖𝑎𝑙
𝑠,𝑢 (line 3). Using this specialized model, the scores

for an incoming query are computed for each shard (line 4). Finally,
the final score is calculated by averaging the scores from all shards
(lines 6). EEMU employs a two-stage optimization process similar
to MAML within each shard, enabling better generalization across
users without extensive fine-tuning during inference. However,
unlike MAML, EEMU selects samples for the adaptation set with a
probability inversely proportional to the item degree, as shown in
Equation 7. Additionally, EEMU computes scores within each shard
before aggregating them across all shards, with each shard having
access to samples from the whole dataset.

It is important to emphasize that few-shot specialization during
inference enables each shard 𝑠 to access data from all other shards
without compromising the isolation guarantees, as theM𝑠𝑝𝑒𝑐𝑖𝑎𝑙

𝑠,𝑢 is
never required to be stored. As EEMU accesses user-item interac-
tions from multiple shards during inference, it recaptures some of
the lost collaborative signal, allowing for improved recommenda-
tion performance.

Algorithm 2 Inference Procedure of EEMU

Input: Global modelsM𝑔𝑙𝑜𝑏𝑎𝑙
𝑠 for each shard 𝑠 ; number of shards

𝑆 ; user 𝑢
1: 𝐴𝑑𝑎𝑝𝑡𝑆𝑒𝑡𝑢 ← sample few interactions 𝑝𝑖 ∼ 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 ( 1𝑑𝑖 )
2: for each shard 𝑠 in 𝑆 do
3: M𝑠𝑝𝑒𝑐𝑖𝑎𝑙

𝑠,𝑢 ← SpecializeM𝑔𝑙𝑜𝑏𝑎𝑙
𝑠 using 𝐴𝑑𝑎𝑝𝑡𝑆𝑒𝑡𝑢

4: 𝑆𝐹𝑠,𝑢 ← compute scores for incoming query usingM𝑠𝑝𝑒𝑐𝑖𝑎𝑙
𝑠,𝑢

5: end for
6: 𝐹𝑖𝑛𝑎𝑙𝑆𝑐𝑜𝑟𝑒 ← 1

𝑆

∑𝑆
𝑠=1 𝑆𝐹𝑠,𝑢

7: Return: 𝐹𝑖𝑛𝑎𝑙𝑆𝑐𝑜𝑟𝑒

Efficient Exact Unlearnability: To achieve efficient exact un-
learning in recommendation systems, minimizing the retraining
overhead is crucial. EEMU is structured to minimize the compo-
nents that require retraining when a deletion request is made. Only
the shard containing the deleted interaction needs to be retrained
due to the following reasons: 1) partitioning is performed at random
with no associated clustering, learnable parameters or pretrained
models, 2) aggregation is performed using a non-learnable static
function and 3) onlyM𝑔𝑙𝑜𝑏𝑎𝑙

𝑠 is part of the stored state in the EEMU
work flow. As mentioned in Section 1, this is unlike the frameworks
proposed in [6, 7, 25] which require the retraining of the pretrained
model used for partitioning and/or the learnable aggregator to en-
sure exact unlearnability. Moreover, to minimize the retraining
overhead, employing a balanced sharding scheme is also crucial.
EEMU employes a random balanced sharding scheme and have the
following lower bound on the expected retraining overhead:

E(𝑂𝐻 ) =
𝑆∑︁
𝑖=1

𝑡𝑖 · 𝑟𝑖 ≥
𝑇

𝑆
, (8)

where 𝑡𝑖 is the retraining overhead of shard 𝑠𝑖 , 𝑟𝑖 is the probability
of a retracted interaction being in shard 𝑠𝑖 and 𝑇 is the overhead of
retraining all 𝑆 shards. This lower bound is theoretically validated
in [25] assuming no prior knowledge about unlearning request
distribution [3]. Thus, EEMU is practically and theoretically a very
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efficient model of exact recommendation system unlearning. Adap-
tation is a crucial component of this framework (as we will show
in Section 5.5), and the fact that adapted model parameters are not
required to be stored makes EEMU an ideal choice for a system that
supports exact unlearning.

5 Experiments
Sharding effectively avoids the necessity to retrain a single central-
ized model on the entire dataset in response to a deletion request.
However, it introduces a critical challenge: the loss of collaborative
signal. This collaborative signal loss is an inherent consequence
of data fragmentation across shards. What further complicates the
matter is that the lost signal cannot be recovered during training
through information exchange between the shards. Attempting
such an exchange would require full retraining of all shards in
response to a single deletion request, rendering the process in-
efficient. Consequently, there is an anticipated decline in model
performance within the sharded training scheme. In this section,
we start with comparing the degradation experienced by different
sharded training strategies to that observed with EEMU. Following
that, we analyze the impact of each sharded training strategy on
both retraining and inference complexity. Then, we perform abla-
tion and sensitivity studies to understand the effect of some of the
key parameters in our strategy. We also present three case studies
in Appendix A to show how EEMU can generalize to another funda-
mental recommendation model, support user-wise exact unlearning
and perform while employing another meta-learning algorithm.

5.1 Datasets
We evaluate the performance of EEMU on four benchmark datasets:
MovieLens-1M (ML1M)[? ], BookCrossing (BX)[? ], Gowalla[? ]
and Epinions[? ]. Because we’re interested in the top k recommen-
dation task, we use a common pre-processing method to convert
these datasets into implicit feedback. As in [1, 19, 47], we divide all
the datasets into training, validation and test datasets according
to the leave-one-out setting. In the presence of interaction time
stamps, we use the latest interaction for each user for testing, the
penultimate interaction for validation and the rest for training. The
original crawled BookCrossing dataset is extremely noisy, thus, we
follow [51] recommendations in processing the dataset to obtain
more meaningful results. The same applies to Gowalla and Epinions
dataset, therefore we process them using a 20-core setting to get
close to the number of interactions in [37]. In MovieLens-1M, the
available user features include ID, age, gender and occupation, while
item features include ID, genre, year and title. In BookCrossing, user
features consist of ID, location and age, and item features include
ID, author, publisher, year and title. In Gowalla, there is only one
feature for each user and each item which is ID. Finally, in Epinions,
users have only IDs as their features, while item features are ID and
category. For all users across each dataset, a random training inter-
action is selected for the query set, while the remaining training
interactions are used for the support set. Detailed statistics about
the datasets used in our experiments can be found in Table 2.

ML1M BX Gowalla Epinions

# Users 6040 2297 5992 3666
# Items 3883 4717 5639 3369

# Interactions 1000209 160560 287404 151096
Sparsity 99.957% 99.985% 99.991% 99.988%

Avg User Degree 163.598 67.900 45.965 39.215
Avg Item Degree 254.476 33.065 48.842 42.673
# User Features 4 features 3 features 1 feature 1 feature
# Item Features 4 features 5 features 1 feature 2 features

Table 2: Statistics of the datasets used in the experiments.

5.2 Baselines
We compare EEMU against a number of sharded training strategies
that support exact machine unlearning which can have static or
trainable aggregationmethods. EEMU and all baselines use the same
fundamental recommendation model architecture specifications.
The baselines are outlined below:
• RETRAIN - An unsharded centralized implementation of
the recommendation system. To perform exact unlearning
on this model, the model has to be retrained on the entire
dataset after the deletion of a datapoint.

Static Aggregation

• MEAN - Mean aggregation across the shards is utilized by
this baseline to calculate the final score for each item.
• MRA - A sharded training strategy that uses Median rank
aggregation (MRA) [12] across the shards to get the final rank
for all items . MRA is shown to be effective in aggregating
item ranks from different recommenders in [32].
• ItemC - The final score for each item in this baseline is
computed by taking the weighted mean of the item scores
across shards, with the weights being proportional to the
number of items each shard has for a user.
• JS_Div - This baseline uses weighted mean aggregation
across the shards to compute the final score for each item.
The weights are proportional to the similarity between the
probability distribution of the unsharded data and the data
in each shard. The probability distribution similarity is mea-
sured using Jensen–Shannon divergence.

Trainable Aggregation

• GraphEraser [7] - Utilizes an aggregation layer trained
with data from all shards to obtain a set of fixed weights
for aggregating the final item scores across all users. The
aggregation layer, however, must be retrained following a
deletion request.
• RecEraser [6] - Implements an attention aggregation layer
to compute the final score for each item, with weights that
vary across users and items. As with GraphEraser, retraining
the aggregation layer is necessary after a deletion request.
• UltraRE [25] - Employs a logistic regression-based aggrega-
tor to compute the final score for each item, using weights ob-
tained from training data across all shards. Like GraphEraser,
the weights of the aggregation layer remains fixed for all
users and requires retraining after a deletion request.
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MovieLens-1M BookCrossing Gowalla Epinions

Baseline HR@10 NDCG@10 HR@10 NDCG@10 HR@10 NDCG@10 HR@10 NDCG@10

RETRAIN 0.07235 0.03555 0.03135 0.01446 0.05391 0.02531 0.03219 0.01518

MRA 0.05927 (18%) 0.02837 (20%) 0.02003 (36%) 0.00988 (32%) 0.01218 (77%) 0.00609 (76%) 0.01937 (40%) 0.00909 (40%)
ItemC 0.05977 (17%) 0.02934 (17%) 0.02481 (21%) 0.01230 (15%) 0.01736 (68%) 0.00874 (65%) 0.01991 (38%) 0.00904 (40%)
JS_Div 0.06026 (17%) 0.02876 (19%) 0.02525 (19%) 0.01204 (17%) 0.01636 (70%) 0.00756 (70%) 0.01882 (42%) 0.00915 (40%)
Mean 0.05993 (17%) 0.02908 (18%) 0.02537 (19%) 0.01317 (9%) 0.01643 (70%) 0.00761 (70%) 0.01964 (39%) 0.00906 (40%)

GraphEraser 0.06093 (16%) 0.02930 (18%) 0.02569 (18%) 0.01236 (15%) 0.01752 (68%) 0.00841 (67%) 0.01909 (41%) 0.00886 (42%)
RecEraser 0.05613 (22%) 0.02684 (25%) 0.01872 (40%) 0.00871 (40%) 0.02170 (60%) 0.01103 (56%) 0.02182 (32%) 0.00953 (37%)
UltraRE 0.05894 (19%) 0.02863 (19%) 0.02481 (21%) 0.01294 (11%) 0.01652 (70%) 0.00789 (69%) 0.01909 (41%) 0.00896 (41%)

EEMU 0.06589 (9%) 0.03299 (7%) 0.03962 (0%) 0.01985(0%) 0.05674 (0%) 0.02691 (0%) 0.02591 (20%) 0.01218 (20%)

Table 3: Comparison against baselines by HR@10 and NDCG@10.

MovieLens-1M BookCrossing Gowalla Epinions

Baseline HR@20 NDCG@20 HR@20 NDCG@20 HR@20 NDCG@20 HR@20 NDCG@20

RETRAIN 0.11738 0.04738 0.05877 0.02067 0.09162 0.03713 0.05728 0.02220

MRA 0.10050 (14%) 0.03900 (18%) 0.03222 (45%) 0.01218 (41%) 0.02086 (77%) 0.00746 (80%) 0.03573 (38%) 0.01291 (42%)
ItemC 0.10695 (9%) 0.04092 (14%) 0.03891 (33%) 0.01581 (24%) 0.02954 (68%) 0.01174 (68%) 0.03328 (42%) 0.01185 (47%)
JS_Div 0.10629 (9%) 0.04038 (15%) 0.03962 (33%) 0.01668 (19%) 0.02804 (69%) 0.01004 (73%) 0.03464 (40%) 0.01211 (45%)
Mean 0.10679 (9%) 0.04041 (15%) 0.04052 (31%) 0.01693 (18%) 0.02870 (69%) 0.01070 (71%) 0.03544 (39%) 0.01261 (43%)

GraphEraser 0.10695 (9%) 0.04031 (15%) 0.04049 (31%) 0.01643 (21%) 0.02887 (68%) 0.01104 (70%) 0.03519 (39%) 0.01210 (45%)
RecEraser 0.09586 (18%) 0.03702 (22%) 0.03439 (41%) 0.01138 (45%) 0.03471 (62%) 0.01298 (65%) 0.03710 (35%) 0.01308 (41%)
UltraRE 0.10232 (13%) 0.03938 (17%) 0.04179 (29%) 0.01762 (15%) 0.02837 (69%) 0.01089 (71%) 0.03519 (39%) 0.01217 (45%)

EEMU 0.11474 (2%) 0.04539 (4%) 0.05529 (6%) 0.02350 (0%) 0.07977 (13%) 0.03287 (11%) 0.04092 (29%) 0.01594 (28%)

Table 4: Comparison against baselines by HR@20 and NDCG@20.
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Figure 3: Floating point operations (GFLOPs) for one epoch of retraining for: (a) MovieLens-1M (b) BookCrossing (c) Gowalla
(d) Epinions. Retraining without sharding (RETRAIN) takes 3378.92, 508.72, 512.52, and 288.72 GFLOPS for MovieLens-1M,
BookCrossing, Gowalla, and Epinions, respectively, and these values are omitted from the figure for clarity.

Dataset / Baseline Static GraphEraser RecEraser UltraRE EEMU

MovieLens-1M 0.5817 0.5818 2.6816 0.5818 0.5823
BookCrossing 0.8224 0.8225 3.3733 0.8225 0.8231
Gowalla 0.4286 0.4287 3.4780 0.4287 0.4290
Epinions 0.3390 0.3391 2.1610 0.3391 0.3394

Table 5: Floating point operations (GFLOPs) for one inference
request.

With exception of RETRAIN, all the included baselines use a stan-
dard sharded implementation of the recommendation system, sim-
ilar to the one used in SISA [3] that employs random balanced
sharding to target exact machine unlearning. Also, we are not sug-
gesting the use of trainable aggregators in an exact unlearning
setting; in fact, this goes against the motivation we laid out in the
introduction. However, we are including GraphEraser, RecEraser
and UltraRE as baselines to have a fair comparison against a variety
of state-of-the-art recommendation unlearning methods.
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5.3 Evaluation Criteria
Ranking. To evaluate the ranking performance of each model we
employ two metrics: Hit Rate @ k (HR@k) and Normalized Dis-
counted Cumulative Gain @ k (NDCG@k). The former determines
if a candidate item is among the top k recommendations, while the
latter measures how closely the recommended item is placed to
the top of the list. Since retraining a centralized model serves as
the gold standard in terms of model performance, we also include
the percentage degradation in parentheses for each baseline com-
pared to RETRAIN as the objective of enhanced sharded training
is to minimize this degradation despite sharding. A value of 0% in
parentheses indicates no degradation (including when the baseline
outperforms RETRAIN).
Retraining Complexity. The complexity of training a model dic-
tates the overhead incurred to retrain in the event of a deletion
request. Thus, we compare the number of GFLOPS required on
average per epoch to retrain a shard of EEMU to baselines. The
choice of using GFLOPS to report the complexity is made following
the recommendation of [39].
Inference Complexity. Inference complexity is a crucial factor
as it affects serving latency. In a sharded setup, in addition to the
computations needed to perform inference in each shard, there is
an additional overhead incurred by aggregation across all shards.
Thus, we compare EEMU to all baselines in inference complexity
for a single request (also in GFLOPS).

5.4 Results
In this section, we summarize our key findings from our main
experiments in alignment with our evaluation criteria.
Ranking: Our primary ranking results for Top-k recommendation
are presented in Tables 3 and 4 for k=10 and k=20, respectively.
The biggest takeaway from both tables is that EEMU significantly
outperforms other sharded strategies in an exact unlearning setting,
including those based on learnable aggregators trained using data
from all shards. We postulate that this superiority stems from the
localized parameterization of each shard within different subspaces,
facilitated by optimization on distinct tasks — a phenomenon akin
to Mixture-of-Experts models [40]. These findings serve to validate
the efficacy of meta-learning in addressing the loss of collaborative
signal resulting from random interaction sharding. What is more
interesting, however, is that EEMU also outperforms RETRAIN in
some situations. While we leave the detailed understanding of this
phenomenon to follow-up work, we hypothesize that this is due
to the power of meta-learning to effectively learn in a few-shot
setting [15, 41], in conjunction with the specialization afforded by
the adaptation step.
Training Complexity: So far, we have established the improved
model performance with EEMU over other baseline methods and
showcased the effectiveness of meta-learning within a sharded
system. Nevertheless, the practicality of this solution hinges on
ensuring that the added complexity stemming from meta-learning
does not outweigh the advantages gained in reducing the retraining
complexity, which is a core benefit of sharding. Encouragingly, the
data presented in Figure 3 illustrate that EEMU is almost as efficient
as baselines that employ the standard sharding scheme with static
aggregation (Static) in terms of the average number of floating-point

operations necessary to retrain a single shard. What is even more
promising is that this number can be further diminished by scaling
up the number of shards, rendering EEMU an even more efficient
retraining option. It is also evident from the figure that employing
trainable aggregation layers (GraphEraser, UltraRE and UltraRE)
hurts the retraining efficiency, as the aggregation layers will also
be retrained. It is important to note that augmenting the number
of shards does introduce the risk of increased loss of collaborative
signal. However, as we will demonstrate in Section 5.5, EEMU
exhibits remarkable resilience to the expansion of shard count,
suffering only from minor additional performance degradation.
Inference Complexity: To further reinforce the computational
efficiency of EEMU, Table 5 presents the number of floating-point
operations necessary, on average, to fulfill a single inference request.
Here, a single inference request entails generating a Top-K recom-
mendation list for a single user. Notably, despite the additional
complexity introduced by the adaptation step during inference,
EEMU demonstrates a minimal increase in the number of floating-
point operations required to serve a single inference request in
comparison to the baselines that do not involve an adaptation step.
This efficiency is partly attributed to the fact that the number of
items used to adapt each user during inference can be just one, as
we will examine in Section 5.5. This makes EEMU highly scalable
for inference.

5.5 Ablation and Sensitivity Analysis
In this section, we present abltation studies on some key parameters
and components of our proposed strategy. Particularly, we would
like to answer the following questions: (i) How significant is the
adaptation step during inference to the overall performance of
EEMU? (ii) Can adaptation benefit other sharded models that do
not employmeta-learning during training? (iii) Does biasing toward
unpopular items during adaptation set creation positively improve
EEMU’s ranking performance (iv) If adaptation is crucial, how large
should the adaptation set be for each user? (v) What is the effect of
increasing the number of shards onmodel performance? And finally,
(vi) Given that meta-learning performs well in few-shot learning
settings, is one shard of data sufficient to achieve good performance,
or is aggregating predictions from all shards necessary?
Importance of adaptation: To comprehend the significance of the
adaptation step during inference, we conduct a comparative analy-
sis of the outcomes produced by a trained EEMU model with and
without the inclusion of an adaptation step prior to ranking. The re-
sults are visualized in Figure 4. It is evident that, across all datasets,
the incorporation of the adaptation step significantly enhances the
recommender’s performance. To provide a deeper analysis of the
results in Figure 4 and to further confirm the importance of adap-
tation to EEMU, we report EEMU’s shard-level recommendation
performance (HR@10) with and without adaptation in Table 6. It
is clear that adaptation plays a vital role in EEMU, as it enhances
recommendation performance compared to EEMU without adap-
tation across all shards and datasets included in the experiment.
Interestingly, however, the impact of adaptation on a model not
initially trained with meta-learning (Standard Sharded Training) is
more nuanced, resulting in a less effective recommender on half of
the datasets and a slightly improved one on the remaining half. This
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Figure 4: Ablation on adaptation step importance showing HR@10 for: (a) MovieLens-1M. (b) BookCrossing. (c) Gowalla. (d)
Epinions.
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Figure 6: Ablation on aggregation importance showing HR@10 for: (a) MovieLens-1M. (b) BookCrossing. (c) Gowalla. (d)
Epinions.

variability in recommendation performance suggests that models
not trained with meta-learning might not be inherently optimized
for generalization to user preferences with limited data, in contrast
to the performance seen in EEMU. To understand the reason for
this variability, we analyzed the entropy of user degrees in the four
datasets. MovieLens-1M and Epinions have larger entropy values
than BookCrossing and Gowalla, indicating more diverse user inter-
actions. Adaptation degraded performance in high-entropy datasets
(MovieLens-1M and Epinions), potentially because user preferences
are spread across many items, making small updates destabilizing.
In contrast, lower-entropy datasets (BookCrossing and Gowalla)

benefited from adaptation, as users interact with a more concen-
trated set of items, likely making their preferences more predictable.
This observation underscores the interdependency between the ef-
fectiveness of inference-time adaptation and a training procedure
based on meta-learning.
Importance of bias during adaptation set creation: Unpopu-
lar items have been theoretically proven in [1] to provide more
information about user preferences than other items. Therefore, in
EEMU, the adaptation set is constructed with a bias toward these
unpopular items. We expect EEMU to perform better when the
adaptation set is constructed using biased sampling rather than
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MovieLens-1M BookCrossing Gowalla Epinions

EEMU w/o Adapt w/ Adapt w/o Adapt w/ Adapt w/o Adapt w/ Adapt w/o Adapt w/ Adapt

Shard 1 0.03477 0.0368 0.01001 0.01027 0.01469 0.01647 0.01146 0.01366
Shard 2 0.03626 0.03818 0.00871 0.009 0.01769 0.01793 0.00955 0.0125
Shard 3 0.03079 0.03546 0.01045 0.01288 0.02019 0.021 0.00682 0.01054
Shard 4 0.03146 0.03515 0.0064 0.00947 0.03037 0.031 0.00873 0.01135
Shard 5 0.03642 0.03966 0.00653 0.0109 0.01235 0.0155 0.01037 0.01396
Shard 6 0.03775 0.03792 0.00479 0.00581 0.01669 0.01897 0.00655 0.00919
Shard 7 0.03526 0.03788 0.00218 0.00361 0.01285 0.01315 0.00791 0.00888
Shard 8 0.03013 0.03241 0.00784 0.00899 0.01469 0.0176 0.00846 0.00885

Table 6: Ablation on adaptation step importance at the shard level showing HR@10.

Dataset Random Sample Biased Sample Improv.

ML1M 0.06324 0.06589 +%4.9
BX 0.03657 0.03962 +%8.3
Gowalla 0.05491 0.05674 +%3.3
Epinions 0.02282 0.02591 +%13.5

Table 7: Ablation on sampling bias importance during adap-
tation set creation showing HR@10 for all datasets. Improv.
highlights the percentage improvement of biased sampling
over random sampling.

random sampling. To evaluate the effect of biased sampling, we
conducted two EEMU experiments differing in how the adaptation
set was created: one used a random sample of items, while the
other used a sample biased toward unpopular items. The results of
these experiments across all datasets are reported in Table 7. From
the results, we can conclude that biasing toward unpopular items
during adaptation set creation positively improve EEMU’s ranking
performance.
Size of adaption set: Intuitively, one might expect that a larger
adaptation set for each user would lead to improved recommender
performance. However, the drawback of having a larger adaptation
set is the increased demand for floating-point operations during
inference. Fortunately, as demonstrated in Figure 5(a), even with
an adaptation set of just one edge, the performance remains quite
robust. Therefore, depending on the available computational re-
sources for inference, utilizing a single edge for user adaptation
during inference can yield significant improvements. Naturally,
when there is a more generous computational budget, expanding
the size of the adaptation set becomes advantageous.
Effect of shard count: Once more, intuition might suggest that
an increase in shard count would correspond to a decline in model
performance, primarily due to the heightened loss of collaborative
signal. Interestingly, as observed in Figure 5(c), while the expected
trend is present, the actual magnitude of performance degradation
stemming from an increased shard count is remarkably minimal.
Therefore, there is a compelling argument to be made for employing
a larger number of shards, especially when the primary objective
is to minimize retraining time.

Importance of aggregation: Previous studies [15, 41] have demon-
strated that meta-learning models excel in few-shot learning set-
tings. Building on this, EEMU has shown strong performance in
adapting the sharded model to mitigate the loss of collaboration
caused by sharding. However, an important question remains: is
one shard of data sufficient to achieve good performance, or is
aggregating predictions from all shards necessary? To investigate
this, we evaluated the ranking performance of each shard in EEMU
using the same adaptation set for all shards and compared it to the
performance achieved by aggregating predictions from all shards,
which is the normal operation of EEMU. The results are presented
in Figure 6. The results clearly show that, despite meta-learning’s
effectiveness in few-shot settings, aggregating predictions from
all shards is necessary, as it significantly improves ranking perfor-
mance across all datasets compared to adapting a single shard.

6 Batch Inferencing
In Section 5.4, we demonstrated the efficiency of EEMU in fulfilling
single-user inference requests. We are also interested in making
EEMU more efficient in fulfilling multiple user inference requests
using the same computing fabric. As explained earlier, EEMU fine-
tunes a global model M𝑔𝑙𝑜𝑏𝑎𝑙

𝑠 for a given user 𝑢 in a shard 𝑠 to
getM𝑠𝑝𝑒𝑐𝑖𝑎𝑙

𝑠,𝑢 before it can generate a recommendation list for that
user. Thus, to generate recommendation lists for multiple users,
EEMU can either adapt users serially using one computing node
or in parallel using multiple nodes. We are interested, however, in
making EEMUmore efficient and enabling it to adapt multiple users
in parallel on the same node. We accomplish this by clustering users
based on their task similarity into 𝐾 clusters and then performing
an adaptation step onM𝑔𝑙𝑜𝑏𝑎𝑙

𝑠 for all users that fall in the same
cluster within a shard. This adaption step would generateM𝑠𝑝𝑒𝑐𝑖𝑎𝑙

𝑠,𝑐

for each cluster 𝑐 ∈ 𝐾 in shard 𝑠 ∈ 𝑆 , which would be used to
fulfill inference requests for all users in the cluster. It is important
to note that we cluster users usingM𝑔𝑙𝑜𝑏𝑎𝑙

𝑠 which is stored within
each shard. Next, we will explain our clustering methodology and
discuss our findings.

6.1 Clustering based on task similarity
We use the dense user representation xu, which is generated by
the user tower in the optimizedM𝑔𝑙𝑜𝑏𝑎𝑙

𝑠 , as a proxy to assess users’
706
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Figure 7: (a) HR@10 of EEMU in batch inferencing mode for all datesets. (b) NDCG@10 of EEMU in batch inferencing mode for
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task similarities and feed it to the chosen clustering algorithm.
Considering user representations as input to the clustering algo-
rithm will lead to having multiple cluster labels for the same user,
each one belonging to a shard, thereby creating a cluster ensem-
ble problem [2, 14]. Thus, we use the simple yet effective k-means
clustering algorithm [27] to cluster users within a shard. Then, we
aggregate the user cluster labels from each shard by generating a
co-association matrix and feeding it to a cluster ensemble aggre-
gation function. This procedure is depicted in Figure 8. Each entry
in the co-association matrix represents the similarity between two
users, calculated as the frequency of their co-assignment to clusters
divided by the total number of shards, which is defined as follows:

CO[𝑢𝑖 , 𝑢 𝑗 ] =
1
𝑆

𝑆∑︁
𝑠=1

I(Cs [𝑢𝑖 ] == Cs [𝑢 𝑗 ]), (9)

where 𝐶𝑠 is the cluster labels for shard 𝑠 and 𝑢𝑖 , 𝑢 𝑗 ∈ U.
Algorithm 3 shows the clustering procedure based on task simi-

larity. First, for each shard 𝑠 , user representations x𝑢 are extracted

from the corresponding global modelM𝑔𝑙𝑜𝑏𝑎𝑙
𝑠 (line 2). These rep-

resentations are then clustered into 𝐾 clusters using the k-means
algorithm, producing shard-specific cluster labels 𝐶𝑠 (line 3). Next,
a co-association matrix CO is initialized to aggregate clustering
results from all shards (line 5). For each pair of users (𝑢𝑖 , 𝑢 𝑗 ), the
matrix is updated by counting the number of shards where the
users are assigned to the same cluster (lines 6-7). Finally, the ag-
gregated cluster labels 𝐶final are determined by applying a cluster
aggregation function to the co-association matrix CO (line 9).

While one could simply avoid generating the co-association ma-
trix in favor of efficiency and aggregate the cluster labels based
on majority voting, we have chosen to generate the co-association
matrix and use k-means as an aggregation function due to its effec-
tiveness, based on our initial results. The aggregated cluster labels
will then be used by each shard to perform the adaptation step
and generateM𝑠𝑝𝑒𝑐𝑖𝑎𝑙

𝑠,𝑐 . Upon receiving a data deletion request, it’s
noteworthy that we only need to execute the clustering algorithm
on the retrained shard and the cluster ensemble aggregation func-
tion. This efficient process is possible because we run the k-means
clustering algorithm on each shard independently, without needing
to involve other shards.

Algorithm 3 Clustering based on task similarity

Input: Global optimized modelsM𝑔𝑙𝑜𝑏𝑎𝑙
𝑠 ; number of clusters 𝐾 ;

number of shards S
Output: Aggregated cluster labels C𝑓 𝑖𝑛𝑎𝑙

1: for each shard 𝑠 in 𝑆 do
2: xu ← user representations fromM𝑔𝑙𝑜𝑏𝑎𝑙

𝑠

3: Cs ← shard labels by running k-means(𝐾, xu)
4: end for
5: Initialize co-association matrix CO← 0
6: for each pair of users (𝑢𝑖 , 𝑢 𝑗 ) do
7: CO[𝑢𝑖 , 𝑢 𝑗 ] ←

∑
𝑠 I(Cs [𝑢𝑖 ] == Cs [𝑢 𝑗 ])/𝑆

8: end for
9: C𝑓 𝑖𝑛𝑎𝑙 ← cluster_aggregation_function(CO)
10: return C𝑓 𝑖𝑛𝑎𝑙
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6.2 Effect on ranking performance and
efficiency

We ran EEMU in batch inferencing mode with a varying number
of clusters and reported the results in Figure 7. It is reasonable to
expect that a reduction in the number of clusters could result in
a significant decline in recommender performance, as more users
would share the sameM𝑠𝑝𝑒𝑐𝑖𝑎𝑙

𝑠,𝑐 . However, as shown in Figure 7(a)
and Figure 7(b), even with just 25 clusters, the performance remains
quite stable. We hypothesize that this occurs because clustering
enables EEMU to finetune M𝑔𝑙𝑜𝑏𝑎𝑙

𝑠 using the adaptation sets of
similar users within a cluster.

This has meaningful practical implications as can be inferred
from the serving time speedup and the floating points required to
serve all users in the datasets, reported in Figure 7(c) and Figure
7(d), respectively. Moreover, a drawback of MAML and therefore
EEMU, is that the adaptation step adds inference latency if requests
are served serially. On the other hand, fully parallelizing inference
requests can lead to a blow-up of memory as each user would
concurrently require an M𝑠𝑝𝑒𝑐𝑖𝑎𝑙

𝑠,𝑢 . For instance, inference batch
sizes in large scale recommendation systems can exceed 64k [29], in
which case naive parallelization of inference will result in over 64k
copies of the model, which is intractable. However, our approach
only requires as many specialized models as there are clusters.
Thus, our scheme not only represents a much more efficient way to
perform inference in EEMU but also meaningfully moves the needle
in making MAML more practical for recommendation systems.

Hence, depending on the number of computing nodes available
for inference, using EEMU in batch inferencing mode can be a vi-
able option to increase the efficiency of inference requests for users
that fall in the same cluster. Nonetheless, it would be valuable to
explore various clustering algorithms or alternative cluster ensem-
ble aggregation functions; however, we defer this exploration to
future research work.

7 Future Work and Conclusion
In this work, we explore the utilization of meta-learning for exact
machine unlearning in the context of deep learning-based recom-
mendation systems. To render exact unlearning feasible, a central
dataset is typically split into multiple shards, each containing a
replica of the model. In this setup, only a single shard necessitates
retraining in response to a data deletion request. However, this
sharding approach, while effective in this regard, introduces a chal-
lenge by causing a loss of collaborative signal in recommendation
systems, consequently leading to reduced recommendation quality.

To address this issue, we introduce EEMU, a meta-learning ap-
proach designed to alleviate the adverse effects of collaborative
signal loss resulting from sharding. EEMU excels in situations in-
volving random sharding and does not rely on complex sharding
strategies, which are common in prior work within this domain.
Our results affirm that EEMU significantly outperforms various
sharded models, even those incorporating trainable parameters
during aggregation, all while maintaining computational efficiency.
Consequently, our work provides an accessible pathway for inte-
grating meta-learning into the realm of machine unlearning.

However, despite the strength of our findings, we identify two
unanswered questions that merit attention in future research. The
first question revolves around understanding the effect of the choice
of the clustering algorithm and the cluster ensemble aggregation
function on recommendation performance in the batch inferenc-
ing setting. The second question focuses on determining the most
suitable choices for the support and query sets within the meta-
learning algorithm in the sharded setting to optimize the quality of
the recommendation system. These questions represent areas that
warrant further exploration and investigation, some of which we
are actively pursuing.
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A Case Studies
In this section, we present three case studies to show how EEMU
can generalize to another fundamental recommendation model,
support user-wise exact unlearning and perform while employing
another meta-learning algorithm.

A.1 Case Study 1: EEMU on another
fundamental recommendation model

EEMU is a model-agnostic framework that can be applied to var-
ious fundamental recommendation models. To demonstrate this,
we extended our approach to another popular recommendation
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model, DeepFM [18]. DeepFM combines the strengths of Factoriza-
tion Machines [34] for efficiently capturing second-order feature
interactions and Deep Neural Networks for learning complex, non-
linear, high-order feature interactions. We conducted experiments
using all four datasets studied in this paper and reported the results
in Table 8. The results show that EEMU significantly outperforms
all baselines, maintaining the trends observed in the main results
of the paper (reported in Table 3). The consistent improvement
across datasets highlights the generalizability of EEMU, not only to
diverse data distributions but also to complex models like DeepFM.
This case study reinforces EEMU’s ability to adapt to different
fundamental recommendation models while preserving excellent
performance, further demonstrating its practical applicability to a
wide range of recommendation scenarios.

A.2 Case Study 2: User-wise exact unlearning
Although EEMU is designed for scenarios where deletion requests
occur at the interaction level, we believe that a robust machine
unlearning framework should also support user-wise deletion re-
quests, allowing users to request the removal of all their data. To
asses how EEMU generalizes to such scenarios, we followed [25] by
running experiments where 5% and 10% of the users were randomly
chosen for deletion to mimic user-wise unlearning requests. The
results of the user-wise unlearning are reported in Table 9, where
HR@10 results are presented while varying the 𝑞% of users deleted
at random. The percentages in parentheses represent the degra-
dation for each baseline compared to RETRAIN. We observe that
EEMU still outperforms the baselines and that the same conclusions
for interaction level unlearning still hold.

A.3 Case Study 3: Reptile
To further demonstrate the effectiveness of meta-learning in our set-
ting, we conducted additional experiments using Reptile [30] as the
meta-learning algorithm. Reptile updates the model by performing
multiple gradient steps on sampled tasks and taking a first-order
approximation of the model update. Our results show that Reptile
achieves performance comparable to MAML across all datasets that
it outperforms all baselines, as reported in Table 10. This similarity
suggests that the core advantage of meta-learning in our setting
stems from the ability to quickly adapt to new tasks rather than
the specific optimization strategy used.

B Implementation Details
Our model is implemented entirely in PyTorch [33] and all experi-
ments are conducted on a server consisting of eight Nvidia RTX 5000
GPU and an AMD EPYC 7502 32-Core CPU. For a fair comparison
we use the same fundamental recommendation model architecture
specifications for EEMU and all baselines, and use the GeLU acti-
vation function [20] and layernorms between layers. Specifically,
we adopt a common tower structure, wherein higher-layer hidden
dimensions contain half the number of neurons compared to their
lower layers. The Adaptive Moment Estimation (Adam) [23] is cho-
sen as the optimizer. Learning rate and batch size are determined
via grid search within the ranges of {0.2, 0.02, 0.002, 0.0002, 0.00002}
and {32, 64, 128, 512, 1024}, respectively. The number of shards used
for all experiments in this paper is set to 8 shards except for the

experiments conducted to produce the results shown in Figure 3,
Figure 5(c) and Figure 5(d), where we vary the number of shards
to study its effect on efficiency and recommendation performance
degradation. Similarly, an adaption set of size 7 is used for all ex-
periments in this paper except for the experiments conducted to
produce the results shown in Figure 5(a) and Figure 5(b), where we
vary the size of the adaptation set to study its effect on the recom-
mendation performance degradation. For the results in Figure 7(d),
we set the number of clusters 𝐾 to 25.
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MovieLens-1M BookCrossing Gowalla Epinions

Baseline HR@10 NDCG@10 HR@10 NDCG@10 HR@10 NDCG@10 HR@10 NDCG@10

RETRAIN 0.06970 0.03360 0.02873 0.01340 0.05090 0.02348 0.03082 0.01480

MRA 0.06076 (12%) 0.02967 (11%) 0.01698 (41%) 0.00755 (43%) 0.00918 (81%) 0.00408 (82%) 0.01964 (36%) 0.00899 (39%)
ItemC 0.06192 (11%) 0.02950 (12%) 0.01741 (39%) 0.00825 (38%) 0.01202 (76%) 0.00542 (76%) 0.01855 (39%) 0.00908 (38%)
JS_Div 0.06242 (10%) 0.02988 (11%) 0.01829 (36%) 0.00913 (31%) 0.01218 (76%) 0.00573 (75%) 0.01964 (36%) 0.00953 (35%)
Mean 0.06258 (10%) 0.02966 (11%) 0.01785 (37%) 0.00876 (34%) 0.01235 (75%) 0.00587 (74%) 0.02046 (33%) 0.00947 (36%)

GraphEraser 0.06325 (9%) 0.02972 (11%) 0.01741 (39%) 0.00902 (32%) 0.01218 (76%) 0.00569 (75%) 0.02019 (34%) 0.00946 (36%)
RecEraser 0.05795 (16%) 0.02819 (16%) 0.01959 (31%) 0.00965 (27%) 0.01986 (60%) 0.00897 (61%) 0.01882 (38%) 0.00875 (40%)
UltraRE 0.06341 (9%) 0.02984 (11%) 0.01872 (34%) 0.00920 (31%) 0.01152 (77%) 0.00498 (78%) 0.01855 (39%) 0.00922 (37%)

EEMU 0.06490 (6%) 0.03199 (4%) 0.03396 (0%) 0.01756 (0%) 0.05189 (0%) 0.02426 (0%) 0.02319 (24%) 0.01236 (16%)

Table 8: Comparison against baselines by HR@10 and NDCG@10 for DeepFM as a fundamental recommendation model.

MovieLens-1M BookCrossing Gowalla Epinions

Baseline 𝑞 = 5% 𝑞 = 10% 𝑞 = 5% 𝑞 = 10% 𝑞 = 5% 𝑞 = 10% 𝑞 = 5% 𝑞 = 10%

RETRAIN 0.07235 0.07114 0.03108 0.03103 0.05371 0.05334 0.03209 0.03163

MRA 0.05877 (19%) 0.05856 (18%) 0.01989 (36%) 0.01980 (36%) 0.01216 (77%) 0.01194 (78%) 0.01929 (40%) 0.01906 (40%)
ItemC 0.05966 (17%) 0.05862 (18%) 0.02466 (21%) 0.02452 (21%) 0.01723 (68%) 0.01710 (68%) 0.01975 (38%) 0.01963 (38%)
JS_Div 0.05985 (17%) 0.05934 (17%) 0.02524 (19%) 0.02492 (20%) 0.01636 (70%) 0.01606 (70%) 0.01879 (41%) 0.01860 (41%)
Mean 0.05950 (18%) 0.05884 (17%) 0.02531 (19%) 0.02487 (20%) 0.01636 (70%) 0.01612 (70%) 0.01945 (39%) 0.01925 (39%)

GraphEraser 0.06074 (16%) 0.06013 (15%) 0.02561 (18%) 0.02520 (19%) 0.01745 (68%) 0.01724 (68%) 0.01899 (41%) 0.01872 (41%)
RecEraser 0.05578 (23%) 0.05539 (22%) 0.01868 (40%) 0.01844 (41%) 0.02170 (60%) 0.02139 (60%) 0.02177 (32%) 0.02153 (32%)
UltraRE 0.05851 (19%) 0.05811 (18%) 0.02458 (21%) 0.02449 (21%) 0.01639 (69%) 0.01620 (70%) 0.01908 (41%) 0.01884 (40%)

EEMU 0.06557 (9%) 0.06466 (9%) 0.03949 (0%) 0.03917 (0%) 0.05653 (0%) 0.05564 (0%) 0.02578 (20%) 0.02560 (20%)

Table 9: Comparison against baselines by HR@10 after randomly removing 𝑞% of users.

MovieLens-1M BookCrossing Gowalla Epinions

Baseline HR@10 NDCG@10 HR@10 NDCG@10 HR@10 NDCG@10 HR@10 NDCG@10

RETRAIN 0.07235 0.03555 0.03135 0.01446 0.05391 0.02531 0.03219 0.01518

MRA 0.05927 (18%) 0.02837 (20%) 0.02003 (36%) 0.00988 (32%) 0.01218 (77%) 0.00609 (76%) 0.01937 (40%) 0.00909 (40%)
ItemC 0.05977 (17%) 0.02934 (17%) 0.02481 (21%) 0.01230 (15%) 0.01736 (68%) 0.00874 (65%) 0.01991 (38%) 0.00904 (40%)
JS_Div 0.06026 (17%) 0.02876 (19%) 0.02525 (19%) 0.01204 (17%) 0.01636 (70%) 0.00756 (70%) 0.01882 (42%) 0.00915 (40%)
Mean 0.05993 (17%) 0.02908 (18%) 0.02537 (19%) 0.01317 (9%) 0.01643 (70%) 0.00761 (70%) 0.01964 (39%) 0.00906 (40%)

GraphEraser 0.06093 (16%) 0.02930 (18%) 0.02569 (18%) 0.01236 (15%) 0.01752 (68%) 0.00841 (67%) 0.01909 (41%) 0.00886 (42%)
RecEraser 0.05613 (22%) 0.02684 (25%) 0.01872 (40%) 0.00871 (40%) 0.02170 (60%) 0.01103 (56%) 0.02182 (32%) 0.00953 (37%)
UltraRE 0.05894 (19%) 0.02863 (19%) 0.02481 (21%) 0.01294 (11%) 0.01652 (70%) 0.00789 (69%) 0.01909 (41%) 0.00896 (41%)

EEMU (Reptile) 0.06581 (9%) 0.03256 (8%) 0.03528 (0%) 0.01644 (0%) 0.05624 (0%) 0.02661 (0%) 0.02557 (21%) 0.01205 (21%)
EEMU (MAML) 0.06589 (9%) 0.03299 (7%) 0.03962 (0%) 0.01985(0%) 0.05674 (0%) 0.02691 (0%) 0.02591 (20%) 0.01218 (20%)

Table 10: Comparison against baselines by HR@10 and NDCG@10 showing EEMU that employs Reptile as meta-learning
algorithm.
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