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Abstract
Large Language Models (LLMs) are widely used in conversational
agents (CAs) due to their ability to generate coherent and human-
like text. However, their deployment raises significant privacy con-
cerns, as users often share sensitive data in prompts. This data can
be used to train the underlying LLM, introducing memorisation
risks and challenging users’ right to be forgotten.While these issues
have been explored from a technical standpoint, little is known
about how users perceive and navigate privacy issues in their day-
to-day use of LLM-based CAs. To address this research gap, we
conducted a survey of UK-based CA users (𝑛 = 211) that focused on
their privacy behaviours, self-disclosure boundaries, concerns, and
awareness of LLM-specific privacy issues. We found that engage-
ment with protective behaviours was low overall, and that many
participants held inaccurate beliefs about the effects of deleting
data and opting out of model training. Although participants were
generally reluctant to share sensitive information during interac-
tions, we identified several challenges to limiting self-disclosure
in practice, such as balancing privacy with app utility. Lastly, we
observed a nuanced relationship between privacy awareness and
concern, and identified significant demographic effects. We pro-
pose design avenues for privacy-supportive tools, and discuss the
implications of our work for regulation and governance.
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1 Introduction
LLMs are trained on vast amounts of textual data, allowing them
to perform well on several natural language processing tasks [24].
Motivated by their strong performance and versatility, LLMs have
been widely deployed in CAs such as OpenAI’s ChatGPT, which
users can interact with via text or voice [118]. Compared to CAs
with specific use-cases (e.g., customer service chatbots), it is dif-
ficult to anticipate the types of data that apps like ChatGPT will
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collect, as they support multimodal inputs and can converse on a
wide range of topics [91]. Growing evidence suggests that users
include personal data in their prompts to support their tasks—for
instance, sharing their name and employment history when draft-
ing a CV [77, 114] or uploading confidential workplace material for
analysis [60]. Owing to their sophistication, LLM-based CAs are
capable of employing persuasive strategies and exhibiting anthro-
pomorphic characteristics, increasing the likelihood that users will
disclose more personal information than they intend [47, 57, 102].

The risks of disclosing sensitive data to LLM-based CAs go be-
yond traditional privacy concerns such as unauthorised collection
or sale of data [114]. Chat data is often used to train and fine-tune
the underlying model, which can lead to the unintentional mem-
orisation of this data [60]. This not only raises the risk of data
extraction [20], but also poses compliance challenges regarding
users’ right to be forgotten, since it is difficult to selectively remove
memorised information from a trained model [90, 111]. Growing
evidence suggests that users lack awareness of these risks and mis-
understand how LLMs operate on a technical level, limiting their
ability to give informed consent and protect themselves against
privacy risks [35, 61, 114]. Further, while technical mitigations such
as training data sanitisation, differentially private training, and
machine unlearning are fast-developing, these techniques have yet
to be scalably applied to LLMs in industry, and currently fail to ad-
dress the rich and context-dependent nature of user self-disclosure
to CAs [16, 69]. Against this background, it is important to ex-
amine how users understand and manage privacy risks related to
LLM-based CAs, with a view to developing user-centered privacy
interventions.

As it stands, most existing LLM privacy research is technical
and model-centric, focusing on evaluating data leakage risks [7, 20,
44, 81] or developing technical mitigations [90]. While valuable,
model-centric research provides little insight into end-users’ under-
standing of privacy risks and protective strategies [114]. Similarly,
while conversational interfaces have been extensively studied in the
field of usable privacy (e.g., [22, 23, 57]), most of this work considers
rule-based chatbots or explores user privacy psychology in a way
that is agnostic to the chatbot’s underlying language model. The
use of LLMs in CAs introduces a distinctive threat landscape char-
acterised by opaque, complex training processes and multimodal
capabilities. However, dedicated user research on LLM-based CAs
remains scarce, and is limited to smaller-scale qualitative interview
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studies [61, 114]. To address the lack of wider LLM-focused usable
privacy research, we conducted an online survey study examining
privacy behaviours, awareness, and concerns among regular users
of popular LLM-based CAs. We addressed the following research
questions:

RQ1 What privacy behaviours do users engage in when using
LLM-based CAs?

RQ2 What types of information are users willing to share with
LLM-based CAs, assuming this information is relevant to
their tasks?

RQ3 What are users’ expectations of data deletion, retention, and
opting out of having their data used to train models?

RQ4 How aware are users of the privacy issues associated with
LLMs such as model training, data memorisation, and data
extraction, and how concerned are users about these issues?

RQ5 What challenges do users face when trying to protect their
privacy when using LLM-based CAs, and what solutions or
strategies could support them?

Overall, we found engagement with common privacy-protective
behaviours to be low (RQ1), with just 7% opting out of their data
being used to train models. While participants had clear boundaries
for self-disclosure that broadly matched the sensitivity of the data
being shared, many struggled to balance privacy with prompt util-
ity, and were concerned that inferences could be drawn about them
without their knowledge (RQ2). Further, many participants held
mismatched expectations of opting out of model training and data
deletion, and believed that information could be retroactively un-
learned from the model (RQ3). While participants perceived several
privacy practices and risks to be hypothetically plausible, they had
lower baseline awareness and expressed varying levels of concern
about them (RQ4). Contextualising these findings, our qualitative
analysis uncovered feelings of privacy cynicism, overwhelm with
the technical complexity of AI, and practical barriers to privacy
action. Addressing these barriers requires better privacy interaction
design, educational strategies, and regulation (RQ5). Finally, our
findings suggest that demographics including age, gender, educa-
tion, and reasons for using LLM-based CAs, likely influence users’
privacy attitudes and behaviours. Our study makes the following
novel contributions:

• We present a novel mixed-methods usable privacy study
of LLM-based CAs covering privacy attitudes, knowledge,
and behaviours. Our study illustrates a complex interplay
between privacy strategies, awareness, and concerns that is
shaped by demographics and contexts of app usage.

• We present findings from a UK context, providing a baseline
for comparison with future work that explores cross-cultural
privacy perceptions of generative AI.

• We identify several privacy challenges faced by users includ-
ing privacy cynicism, difficulties in calibrating information
disclosure, and a limited understanding of LLM training and
inference.

• We identify diverse avenues for future research and design,
such as novel privacy choice architectures for CAs and semi-
automated support for prompt sanitisation.

2 Literature Review
We now summarise related literature. This section examines the
technical privacy risks associated with LLMs (§2.1), and how these
risks translate into privacy compliance challenges when LLMs are
integrated into CAs (§2.2). We then explore key concepts in usable
privacy, including the privacy paradox, privacy calculus, and the
impact of demographics on privacy attitudes and behaviours (§2.3).

2.1 Privacy Risks of LLMs: Inference Attacks,
Data Extraction, and Memorisation

Large Language Models (LLMs) use an attention-based transformer
to process, understand, and generate natural language. Their im-
pressive performance across various tasks has driven their adop-
tion in conversational interfaces, outpacing traditional rule-based
chatbots and smaller language models [105]. However, LLMs have
well-known privacy shortcomings: the extensive corpora required
to train them can include personal data [108], and privacy vulnera-
bilities pervade the training and inference pipeline. Membership
inference attacks allow adversaries to determine whether data per-
taining to a specific individual was used to train an LLM [88], and
the closely related property inference attack is concerned with ex-
tracting global properties of the training dataset [115]. Recently,
Wang et al. demonstrated a novel property existence attack, using
shadow models and similarity computation to ascertain whether
samples with specific properties (e.g., gender or ethnicity) were
present in the training set of a generative model [106].

Inference attacks can precede data extraction attacks by acting
as an oracle to identify target samples which have a high probabil-
ity of being in the training set [16]. Data extraction from LLMs is
made possible by memorisation, which refers to the ability of deep
neural networks to recall and reproduce strings they have seen
during training [60]. While memorisation occurs in all pre-trained
language models, LLMs memorise a greater portion of training data,
and do so more readily than smaller models [96]. For example, Car-
lini et al. [20] used membership inference to extract users’ names,
addresses, and social media profiles from GPT-2, and Bai et al. [7]
demonstrated an increased risk of memorisation and data leakage
for text containing special characters, such as@ in email addresses.

2.2 Privacy Compliance in LLM-Based Apps
On an organisational level, sensitive information disclosed to LLM-
based CAs can be retained for long periods of time, accessed by
developers, and used to train and fine-tune models [46, 60, 83]. In
addition to established security risks like cyberattacks and API
misuse, LLM-based apps pose the novel technical risks summarised
in §2.1, and publicly available, black-box models can be jailbroken
to reveal user data that it has been trained on [50]. Moreover, the
downstream uses of LLMs are difficult to predict, and memorisation
risks are not well understood by lay users [16, 114], complicating
the ability for users to meaningfully consent to having their data
used to train models [16, 114]. This poses a compliance challenge
for frameworks such as the GDPR, which depend on consent as a
lawful basis for processing [111].

Furthermore, the permanence of data traces within LLMs makes
the right to be forgotten difficult to fulfill [56, 60, 111]. Under Article
17 of the GDPR, a data subject has the right to have personal data
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erased if it is no longer required, or if a legal basis for processing is
altered (e.g., the user has withdrawn their consent) [56]. In practice,
erasure should be complete and cover both live copies of data as
well as backups. However, even if user data is deleted from the
company’s database and excluded from future training iterations,
data traces can persist within model memory until it is retrained
from scratch, which is computationally infeasible for each dele-
tion request [111]. To address this challenge, machine unlearning
has emerged as a way to remove specific, undesired data items
from a trained model [69, 90]. However, unlearning techniques
perform questionably when applied to LLMs with vast training
datasets [69], and enforce rigid assumptions about the nature of
private data which may not hold for natural language, such as it
being well-structured and easy to remove [16]. For these reasons,
no widespread industrial implementations of machine unlearning
for LLMs currently exist [13, 16, 69, 112].

2.3 Usable Privacy and Conversational AI
Usable privacy research explores how users perceive the flow of
their data through socio-technical systems using privacy constructs:
specific aspects of users’ privacy psychology which include con-
cerns, trust, and self-disclosure [31]. Our study focuses on privacy
awareness, concern, and behaviour. Privacy awareness is the extent
to which users understand how their data is collected and used [45],
while privacy concern reflects the worry or apprehension about
situations that involve the transmission or use of their data [31].
Privacy behaviour refers to any observable action a user takes to
keep their data safe, such as limiting disclosure, deleting data, and
seeking information about privacy [12].

2.3.1 Privacy Awareness and Concern. Several studies have ex-
plored CA users’ awareness and concerns about privacy risks and
practices, revealing that users are primarily concerned about the
collection and storage of chats by developers [9, 23, 61, 114], adverse
events such as unauthorised data sharing and cyberattacks [2, 4],
and the creation of personalised inferences or profiles [70, 116]. By
contrast, LLM-specific risks such as model training and memori-
sation are not well-understood by users, and perceived as too ab-
stract to warrant concern [114]. Zhang et al. [114] found that many
participants held erroneous mental models of ChatGPT response
generation (e.g., assuming that LLMs work like search engines), and
that such misunderstandings hindered their ability to anticipate
memorisation. Therefore, a shallow or incorrect understanding of
AI systems can obscure potential risks, hinder users’ ability to take
protective actions, and worsen privacy concerns, since users lack
concrete assurances that their data is being processed in ways that
align with their expectations [116].

2.3.2 Privacy Behaviours: Self-Disclosure and the Privacy Paradox.
Users of CAs employ various methods to protect their privacy, with
the most common approach being to limit the amount of informa-
tion they disclose during conversations. Antecedents of disclosure
to CAs include anthropomorphic design cues [27, 57, 64, 98], trust
in the system [28, 54], and concerns about data leakage [10, 23, 113].
Prior research has explored users’ intended disclosures in hypo-
thetical scenarios [10, 23, 70], as well as their actual disclosure

behaviours through experimental studies and analyses of chat
logs [77, 110, 114], often revealing a discrepancy between the two.

The nuanced interplay between privacy concern, awareness, and
self-disclosure is well-understood within the usable privacy disci-
pline. Despite being aware of privacy risks and expressing concern,
users frequently neglect to adopt privacy-protective behaviors—a
phenomenon named the ‘privacy paradox’ [62]. Observed incon-
sistencies between self-reported privacy attitudes and real-world
behaviour have long been attributed to a ‘privacy calculus’ wherein
the benefits of information disclosure (e.g., personalisation and con-
venience) are logically judged to outweigh the privacy risks [37].
There is evidence of this dynamic at play in CAs. For instance,
Chalhoub et al. [22] found that Amazon Alexa users preferred their
devices to be ‘always-on’ to reduce the manual burden of activating
them, and ChatGPT users often include sensitive and personal data
in prompts for convenience and increased app utility [114, 116].

At the same time, it is well-known that user disclosures are in-
fluenced by external factors. For example, while design nudges can
be used to encourage privacy-conscious disclosures [32, 65], the
same dynamics can be abused: advanced CAs can manipulate users
into prolonged app usage, or encourage deeper self-disclosures
through invasive questioning [3, 49, 87]. User distrust in service
providers, combined with a lack of meaningful transparency and
limited privacy controls, can lead to privacy cynicism and disen-
gagement [53]. This often results in resigned inaction that may be
mistaken for apathy [39]. Therefore, rather than attributing the pri-
vacy paradox solely to users prioritising convenience over privacy,
it should be understood in the context of broader socio-technical
power imbalances [39, 114].

2.3.3 Demographic Influences. Finally, several studies have ex-
plored the effect of demographics—particularly gender, age, and
education level—on self-disclosure, privacy awareness, and concern.
For instance, Belen-Saglam et al [10] ranked several information
types by perceived sensitivity and willingness to disclose among a
UK sample. Gender emerged as a significant mediator of privacy
perceptions, and older adults rated a higher proportion of infor-
mation types as sensitive compared to younger age groups. Other
studies have similarly reported heightened concern among older
adults regarding data deletion and misuse by CAs [9, 35].

However, in a healthcare context, older adults have expressed
lower levels of privacy concern, owing to a higher level of trust
in chatbots associated with official healthcare providers [41, 70].
Education level has also shown mixed effects, with some studies
finding it increases privacy concern and awareness and others ob-
serving the opposite depending on the specific technology being
evaluated [9, 12]. It is clear that demographic factors do not uni-
formly influence privacy attitudes; their effects vary depending on
the specific technology and context, highlighting the relevance and
timeliness of our analysis of UK users of LLM-based CAs.

2.4 Study’s Novelties
Our work builds on related studies in several important ways.
Firstly, the scope of our work is novel compared to prior experi-
mental usable privacy studies of CAs which focus on individual
privacy psychology, and model single constructs like concern or
self-disclosure in isolation [28, 29, 41, 57, 66]. These studies also
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focus primarily on rule-based chatbots, and even those that address
ChatGPT (e.g., [29]) do not engage with the distinct technical pri-
vacy risks posed by LLMs such as model training and memorisation.
By contrast, our exploratory study covers psychological, organisa-
tional, and technical dimensions of LLM privacy, bridging the gap
between technical and user-centric privacy literature.

Against this background, the studies most similar to our own are
mixed-methods user surveys that examine privacy behaviours, con-
cerns, and awareness regarding AI chatbots for mental health [23]
and LLM-powered healthcare consultations [70]. Our methods and
sample differ from these studies. In addition to focusing on health-
care, the participants in these studies were overwhelmingly not
current LLM users, making the findingsmore relevant to the general
public than to users of LLM-based CAs. Our study also explores
interface design, and incorporates mockups for probing partici-
pants’ mental models of specific privacy features, and developing
learnings for privacy design. Lastly, our work builds on qualitative
user studies of ChatGPT [61, 114] by gathering data on a larger
scale, in a different cultural context, and analysing the effects of
demographics and contexts of app usage.

3 Methods
3.1 Recruitment
To address our research questions, we administered an online sur-
vey to 211 participants via the academic recruiting platform Prolific.
We used a screening survey to recruit participants that were aged
over 18, lived in the UK, and used one or more LLM-based CAs at
least monthly.We recruited UK residents to control for international
differences in app access and cultural privacy attitudes [10, 68]. We
selected monthly use as a lower bound for participation to ensure a
baseline level of familiaritywith the technologywhile still capturing
a range of usage patterns. Unlike previous user studies that focus
solely on ChatGPT [61, 114], we recruited users of any LLM-based
CA to improve the generalisability of our study, and capture a wider
range of user interactions with AI. We did not mention privacy in
our study title, description, or screening survey to avoid priming
participants or skewing our sample [14, 114]. Participants were
paid GBP0.13 to complete the screening survey and GBP1.25 for
the full survey which took between 5 and 10 minutes to complete.
Of the 375 participants who completed the screener, 221 completed
the full survey. Ten responses were discarded due to failed quality
checks, leaving 211 responses for analysis.

3.2 Survey Instrument
We designed our questionnaire in three phases: identifying tar-
get constructs, developing an initial item pool, and iterative pilot-
ing [52]. Due to the lack of user studies on LLM-based CAs, we
explored a broad range of constructs including privacy behaviours,
self-disclosure intentions, comprehension of privacy features, and
privacy awareness and concern. To ground our findings in users’ ex-
periences, we asked open-ended questions about challenges partici-
pants faced when maintaining their privacy while using LLM-based
CAs and potential solutions. For the full survey questionnaire, see
Appendix A.

3.2.1 Privacy Behaviours. Our first research question was to ex-
plore users’ self-reported privacy behaviours when interacting with
LLM-based CAs. To identify behaviours of focus, we reviewed di-
verse usable privacy research on CAs [23, 114], general internet
use [18, 31, 86], and fitness apps [45]. We identified six common
privacy behaviours which are summarised in Table 1. These be-
haviours were slightly modified to be relevant to the most popular
LLM-based CAs used by participants (ChatGPT, Google Gemini,
and Microsoft Copilot). For example, we added using of data export
features to our list of behaviours, and adjusted the generic ‘opting
out of secondary use’ behaviour to opting out of model training
specifically. Privacy behaviours were queried in a retrospective
assessment format, with participants indicating which they had
previously engaged in from a provided list. To add further context,
we also asked participants whether they were aware of the follow-
ing privacy features before completing the survey: chat deletion,
export, and opting out of having chats used for model training.

Table 1: Privacy behaviours adapted from previous literature.

Behaviour Citations

Reading privacy policies [18, 45]
Limiting disclosure of sensitive information [23, 31, 86, 114]
Data falsification (signing up with a fake
email or pseudonym) [23, 86, 114]

Opting out of secondary uses of data [18, 31, 45, 86]
Using privacy tools (e.g., VPNs) [18, 23, 31, 86]
Deleting data [23, 86]

3.2.2 Information Disclosure Boundaries. We measured partici-
pants’ information disclosure boundaries by assessing their willing-
ness to share 12 data types during a hypothetical interaction with an
LLM-based CA. Participants rated their willingness on a five-point
Likert scale, where five was the most willing. Here, we considered
two core antecedents of online disclosure to CAs: task relevance and
information sensitivity. We addressed task relevance by instructing
participants to assume that each type of information was relevant
to their task. We developed 12 data items of varying sensitivity
levels using prior related work as a baseline [10, 21, 23, 72, 78].
We extracted the information types explored in each of the above
studies and removed duplicates, resulting in 42 granular data items,
which we list in Appendix B.

To avoid participant fatigue, we reduced the 42 items into 12 in-
formation categories based on topical relationships and sensitivity.
For example, prior work suggests that UK users are particularly
concerned about health and financial data [10], motivating us to
separate these attributes into two categories, allowing a granular
analysis of users’ perceptions. Similarly, we created two demo-
graphic categories: basic information (e.g., age, gender) and infor-
mation considered sensitive under the GDPR (e.g., religion and
sexual orientation). We created a separate category for PII a user
might disclose during account creation, such as full names and
emails. Finally, we included items not covered in previous studies
such as work documents and photos, to reflect the multi-modal
capabilities of LLMs.

841



Proceedings on Privacy Enhancing Technologies 2025(4) Malki et al.

3.2.3 Comprehension of Privacy Features. Addressing our third
research question, we explored participants’ comprehension of
three tasks: opting out of model training, chat history deletion, and
account deletion. We focused on these features as they are imple-
mented in at least one CA used by participants and have distinct,
and frequently misunderstood, outcomes [92, 97, 114]. To enhance
realism, we presented participants with images of each feature.
Rather than using screenshots of existing apps, we developed fic-
tional mockups for the survey. These mockups were designed to
be familiar to participants regardless of which CAs they used, and
excluded any branding or company names to avoid influencing
their judgments. Our mockup images are provided in Appendix A.

We developed mockup screens of a main chat window, a sum-
mary of the user’s chat history, and a privacy settings screen con-
taining three options: opting out of model training, chat history
deletion, and account deletion. The design of our mockups was
inspired by existing apps—we inspected the interfaces of ChatGPT,
Google Gemini, and Microsoft Copilot, documenting the workflows
of privacy-related features with annotated screenshots, and inte-
grating common design patterns such as opting out with a toggle
slider into the mockups. During the survey, participants were asked
to select the most likely effect of using the Chat history and training
setting, to determine whether they understood the permanence of
data traces in trained models, or expected their data to be removed
when they opted out. For the Delete all chats and Delete account
options, we presented participants with the following potential
outcomes: losing access to chats or accounts, permanent deletion
of chats or accounts, and the permanent removal of patterns the
model has learned from chats (see Table 3). We asked participants to
select when they thought each outcome would occur given six time
points ranging from Immediately to Never, mirroring the approach
used by Schaffner et al. [97] to probe users’ mental models of data
expiration.

3.2.4 Privacy Awareness and Concern. To address our fourth re-
search question, we explored participants’ awareness of and con-
cerns about privacy practices and risks associated with LLM-based
CAs. We presented participants with 10 privacy scenarios, and
asked whether they had heard of the scenario before completing
the survey (prior awareness), whether they thought the scenario
was possible (perceptions of plausibility), and how concerned they
were about the scenario on a five-point Likert scale, where five was
the most concerned. Though privacy scales for directly measuring
concern exist (e.g., the IUIPC scale [73]), these are general, and not
tailored to specific technologies. Treating privacy awareness and
concern as latent variables offered greater flexibility for exploring
AI-specific privacy issues, and avoided priming participants with
direct references to privacy [14].

We developed our scenarios by reviewing academic literature
and case reports on real-world AI privacy incidents. Our scenarios
involved a range of data actors (e.g., developers, advertisers, and
the government), processing mechanisms (e.g., access and infer-
ence), and domains (e.g., health). Many scenarios, such as using
chats to train models, represent the existing privacy practices of
LLM-based CA apps [83], and others, including memorisation and
data extraction have been empirically demonstrated by research
studies [20, 81]. Even the more speculative scenarios like targeted

health advertising, law enforcement access, and financial profiling
are not without precedent: online data is already used in credit
scoring [94], and privacy literature has long-illustrated how app
data is used to target users with adverts across the web [89]. Indeed,
OpenAI has recently expressed an interest in integrating person-
alised advertising into ChatGPT as the company transitions to a
for-profit business model [79]. We integrated these case-studies
into short, thematically diverse scenarios which represented real-
world situations that users could imagine and respond to. Table 2
presents the scenarios alongside relevant examples.

3.3 Piloting
We conducted two pilot studies to evaluate question comprehen-
sibility, determine the average completion time of the survey, and
ensure accessible formatting. The first pilot involved live walk-
through sessions with five participants who were asked to think
aloud as they completed the questionnaire. They were prompted
by the first author to explain how they interpreted questions and
decided on their responses. From this, we discovered that some
participants were unfamiliar with the concept of model training,
motivating us to provide a simple definition at the beginning of the
survey. Additionally, our question on information disclosure inten-
tions initially did not prompt participants to consider the relevance
of the data items to their task. As a result, many participants found
it difficult to rate their willingness to disclose, as they struggled to
envision a scenario where such disclosure would be necessary. We
revised the question to explicitly include the assumption of task
relevance [72]. Finally, we reviewed the privacy scenarios to ensure
they were clear to participants with varying technical backgrounds,
and that participants’ understanding of the scenarios matched the
risks and practices being explored, making adjustments to the sur-
vey’s phrasing as needed. Our second pilot involved distributing the
survey to 15 participants to gather feedback on the survey’s layout,
mobile responsivity, and length. This resulted in minor stylistic
changes and improvements to the fidelity of mockup images by
increasing element sizing and resolution.

3.4 Quantitative Analysis
We began with a descriptive analysis of participants’ responses,
using visualisations and summary statistics to provide a broad
overview of our findings. We used Friedman’s test to detect statisti-
cally significant effects of information type on participants’ median
willingness to disclose data, and of privacy scenarios on their me-
dian level of privacy concern. Comparisons were made across the 12
information types described in §3.2.2, and the 10 scenarios described
in Table 2 respectively. The information types and scenarios were
randomised to account for ordering effects. For detecting main ef-
fects, we used Friedman’s test as a non-parametric alternative to
repeat-measures ANOVA [117], and identified pairwise effects with
Holm-adjusted post-hoc tests [40].

We conducted regression analysis to explore the effects of de-
mographics and app usage habits on participants’ privacy attitudes
and behaviour. Based on results from prior usable privacy stud-
ies [11, 26, 71], we identified age, gender, and education level as the
most relevant demographic predictors. After checking for multi-
collinearity, we also included participants’ frequency of app usage,
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Table 2: Privacy scenarios presented to participants with related examples from academic literature and the press.

Risk/Practice Scenario Related Examples

Training A user’s chat history is used to train and improve the company’s AI models. [5, 25, 84]

Memorisation Information used to train an AI chatbot remains in the model even after the
original information is deleted. [56, 58, 90]

Developer Access A user’s chat history is read by the development company’s staff. [46, 76]

Legal Access The authorities access someone’s chat history and use it as evidence in a criminal
investigation. [75, 99]

Health Inferences
A user experiencing health issues seeks information about their condition from
an AI chatbot. Insights drawn from the user’s chat logs are sold to third party
advertisers, who target them with ads for remedies.

[79, 89]

Financial Inferences
A user interacts with an AI chatbot for budgeting advice. These interactions are
analysed, and used to predict the user’s financial behaviour. These predictions
are sold to credit agencies, impacting the user’s credit score.

[94, 107, 109]

Data Extraction Attack A user with a high level of technical knowledge forces an AI chatbot to output
the personal data and chat history of other users. [20, 81, 93]

Database Leak A cyberattack on a popular app’s database causes user chat histories, names
and email addresses to be leaked onto the Internet. [59, 63, 85]

Insecure Extension
A user downloads a browser extension which automatically optimises their chat-
bot prompts. Unbeknownst to them, the extension has captured their prompts
and leaked them onto the Internet.

[48, 95, 114]

Deception An AI chatbot manipulates a user into sharing their banking details. [3, 51]

whether participants used multiple LLM-based CA apps, and their
stated purposes for using CAs as predictors. We coded categorical
predictors as dummy variables with the most common category
used as reference [71]. Reference categories for each variable are
indicated in Appendix C.

We ran a binary logistic regression model to predict engagement
with each of the eight privacy behaviours. We used the same ap-
proach to model whether participants expected data to be unlearned
after opting out of model training or deleting data. For informa-
tion disclosure boundaries and privacy awareness/concerns, we ran
binary logistic regression models for each of the 12 information
types and 10 privacy scenarios respectively. We collapsed the five
Likert items into a two-point binary response to address the sparse
distribution of data across the original ordinal scale points. For
information disclosure boundaries, we coded a response of 1 (Not
at all willing) as 0, and coded the remaining scale points as 1, to
conceptually indicate some level of willingness to share the data.
For privacy concerns, we modelled high levels of concern by coding
the highest categories (4 and 5) as 1. While this approach sacrificed
some granularity regarding the strength of participants’ attitudes,
collapsing low-frequency categories is an effective strategy for han-
dling sparse Likert data and ensuring model convergence when
ordinal regression performs unstably [38, 103].

3.5 Qualitative Analysis
We collected a total of 347 responses to our two open questions
asking about privacy challenges and potential solutions. Of the
provided responses, we excluded 107 from analysis, since they con-
tained a basic ‘No’ or any phrase which lacked any further content
or justification. We analysed the remaining responses qualitatively,

using the Dedoose1 software package for open coding and inter-
rater reliability analysis.

The first author coded the responses inductively and generated
an initial codebook which was reviewed by the second author. The
two authors met to discuss the codebook and made minor initial
adjustments. Then, the first and second authors conducted two
rounds of independently coding 10% of the dataset, meeting to
discuss disagreements and revisions. At this stage, we agreed that
certain responses required multiple codes to accurately capture
the data, and calculated Cohen’s Kappa statistic to quantify inter-
rater reliability [74]. Once we reached a sufficiently high Kappa
score (>0.7), both authors independently coded the entire dataset,
resulting in a final Kappa score of 0.72 (good agreement). The first
author re-organised the resulting codes into coherent themes based
on topical commonalities and relationships, with the second author
providing regular input and feedback. The final codebook we used
for our analysis is provided in Appendix D.

3.6 Ethical Considerations
The study was approved under institutional ethics and posed mini-
mal risks to participants. Before starting the survey, participants
were provided with an information sheet which summarised the
study’s purpose, risks, and privacy notice. Ethical risks were mini-
mal: we did not collect any information which could identify users,
and all participants were over 18. No vulnerable participants were
purposefully recruited for the study. The study did not broach sen-
sitive topics, involve deception, or require participants to use any
hardware.

1https://www.dedoose.com/
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4 Results
4.1 Participants
A total of 211 responses were analysed, with a median completion
time of 8.3 minutes. Slightly over half of the respondents were
women (52.1%, 𝑛 = 110) and most were aged between 18 and 45
(72.0%, 𝑛 = 152). Over 70% of participants had completed higher
education, such as a Bachelor’s (50.2%, 𝑛 = 106) or postgraduate
degree (20.4%, 𝑛 = 43). All but one participant either currently
used ChatGPT, or had done so in the past. Many participants also
used Microsoft Copilot (31.3%, 𝑛 = 66) and Google Gemini/Bard
(22.7%, 𝑛 = 48). Participants reported diverse use-cases for CAs,
including work-related tasks (56.9%, 𝑛 = 120), general information
seeking (56.4%, 𝑛 = 119), personal admin (42.2%, 𝑛 = 89), recre-
ational use (49.7%, 𝑛 = 105) and seeking information about personal
or health topics (35.5%, 𝑛 = 75).

4.2 RQ1: Privacy Behaviours
Overall, engagement with privacy behaviours was low. On average,
participants reported engaging in 1.4 behaviours (𝑆𝐷 = 1.5) out
of the eight presented. As illustrated in Figure 2, the most com-
monly reported behaviours were deleting/clearing chat histories
(31.3%, 𝑛 = 66) and removing sensitive information from prompts
(27.0%, 𝑛 = 57). Approximately a quarter of participants had either
read the app’s privacy policy (23.7%, 𝑛 = 50) and/or learned about
how the developers handle personal data from blogs and forums
(26.1%, 𝑛 = 55). Of the participants who used an alternative source
to learn about privacy, half had not read the privacy policy. Strik-
ingly, only 15 participants (7.1%) had opted out of having their data
used to train models. We also explored participants’ awareness of
privacy features, finding it to be moderate. Approximately half of
participants were aware that they could delete their chat history
(49.3%, 𝑛 = 105), and slightly fewer were aware that they could
export their chat history (46.9%, 𝑛 = 99). Less than a third of partic-
ipants were aware that they could opt-out of having their data used
to train models (28.9%, 𝑛 = 61). However, even among those aware
of the opt-out feature, three-quarters still had not used it (41/61).

4.3 RQ2: Information Disclosure Boundaries
Participants were asked to rate their willingness to disclose 12 infor-
mation types to an LLM-based CA on a scale of 1 to 5. Friedman’s
test revealed a significant effect of information type on median
willingness to disclose (𝜒2 (11) = 1121.0, 𝑝 < 0.01). The results
are visualised in Figure 1, and broadly illustrate that willingness
to disclose decreased as the sensitivity of information increased.
The darkest regions, representing the greatest percentage of partic-
ipants, appear at the lowest scale point for banking details, photos,
personally identifiable contact details, and credit scores. We note
that while personally identifiable contact information was among
the data types participants were the least willing to share, an email
address is required to create an account with most LLM-based CAs.
However, participants rarely used an anonymous email or name
to sign up, as we report in §4.2. This may suggest a disconnect
between users’ disclosure attitudes during chat interactions, and
their behaviours during account creation. Participants were willing
to share general data such as personality and interests, and some

targeted data types such as health and medical history, sexual ori-
entation, and religion or political affiliation. Finally, participants
were significantly more willing to share their monthly budget and
purchases than their banking details or credit scores, though both
data types are finance-related.
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Figure 1: Heatmap of participants’ willingness to disclose
different types of information with an LLM-based CA.

4.4 RQ3: Comprehension of Privacy Features
Our third research question focused on participants’ expectations
of three privacy features: 1) Opting out of their data being used to
train models; 2) Deleting their chat histories; and 3) Deleting their
accounts. First, participants selected the most likely outcome of
opting out of model training given three options:

A My data will not be used to train models in the future, but
patterns that the model has learned from my data will remain
in the model.

B My data will not be used to train models in the future, and
patterns that the model has learned from my data will be
removed from the model.

C My data will continue to be used to train models.
Over half of participants (54.0%, 𝑛 = 114) selected option A.

This response is consistent with the actual outcome of opting out
of model training, as implied by the privacy policies and FAQs of
developers such as OpenAI: “While history is disabled, new conversa-
tions won’t be used to train and improve our models” [83]. However,
over a third (36.0%, 𝑛 = 76) assumed that opting out would not
only prevent their data being used to train models in the future,
but also remove the influence of past data on the model (option B).
Lastly, 10% of participants (𝑛 = 21) selected option C, believing
that the option would have no effect, and that their data would
continue to be used to train models.

844



Hoovered Up as a Data Point Proceedings on Privacy Enhancing Technologies 2025(4)

0 % 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Opted out of model training

Signed up with an anonymous email or pseudonym
Exported or made a backup of my chat history

Used a VPN or private browser
Read the privacy policy/terms of use of the CA

Learned about app privacy from blogs or forums
Sanitised prompts

Deleted my chat history Yes No

Figure 2: Bar chart illustrating the percentage of participants who engaged in each privacy behaviour.

Participants were also asked about their expectations of chat his-
tory and account deletion in terms of when (and if) each outcome
would occur. As shown in Table 3, the distribution of responses was
similar across the chat history and account deletion scenarios. In
both cases, almost all participants assumed that they would immedi-
ately lose access to their chat histories and accounts, and that their
data would be permanently deleted within a few days. Similarly,
almost half of participants expected their data to be removed from
the model (i.e., unlearned) either immediately or within a few days.

4.5 RQ4: Awareness and Concerns About
Privacy Practices and Risks

To address our fourth research question, we examined participants’
awareness of and concerns about ten hypothetical scenarios illus-
trating various privacy practices and risks associated with LLM-
based CAs. Friedman’s test revealed a significant effect of privacy
scenario on median level of concern (𝜒2 (9) = 423.0, 𝑝 < .001).

As illustrated in Figure 3, our findings indicate strong risk imag-
ination but lower prior awareness: while participants overwhelm-
ingly thought the scenarios were possible, far fewer had considered
them before. For example, while 91.0% (𝑛 = 192) found developers
accessing their chats to be plausible, only 39.8% (𝑛 = 84) had heard
of the practice. Most participants were aware that their data might
be used to train and improve models (75.8%, 𝑛 = 160) and that
their data could be memorised (51.7%, 𝑛 = 109), but far fewer were
aware that developers could access and review their chats. Further,
participants were more aware of data being used for targeted health
advertising than for financial profiling, and awareness of general
data breaches was higher than more specialised scenarios, such as
training data extraction or insecure browser extensions. Partici-
pants were the least likely to believe that an LLM-based CA could
deceive a user into sharing their banking details, and only a fifth of
participants were aware of this scenario (21.3%, 𝑛 = 45).

Participants were the most concerned about scenarios with the
most adverse outcomes, such as an LLM-based CA deceiving some-
one into sharing banking details and the inferential use of financial
data. Notably, these were also the scenarios participants were the
least aware of, indicating reactive concern once the risks were made
explicit. By contrast, participants were the least concerned about
their chat history being used to train and improve models, with
three-quarters (73.9%, 𝑛 = 156) indicating that they were either not
at all, or slightly concerned about the practice. Participants were
mildly concerned about developers or law enforcement accessing
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Figure 3: Heatmaps of participants’ awareness and concerns
about different privacy scenarios.

their chat data, though when data was repurposed for advertis-
ing or financial profiling, their concerns increased. This suggests
a distinction between data being viewed by reputable data actors
versus being reused or analysed for commercial purposes—a more
unpredictable use-case which users have limited control over. Of
the three attack scenarios, participants were the most aware of and
concerned about the database attack, with 63.0% (𝑛 = 133) rating it
as quite or very concerning.

4.6 Effects of Demographics and App Usage
We used regression analysis to determine the effects of demograph-
ics and app usage habits on participants’ privacy behaviours, in-
formation disclosure boundaries, awareness, and concerns. In this
section, we summarise statistically significant effects (𝑝 < 0.05),
reporting the odds ratio (OR). We provide the full set of results from
all significant models in Appendix E.

4.6.1 Gender. Gender had an effect on privacy behaviours and
information disclosure. Women were less likely to have used an
anonymous email or pseudonym when signing up for an account
with an LLM-based CA (𝑂𝑅 = 0.1), and had more conservative
disclosure boundaries. Specifically, women were less willing to
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Table 3: Participants’ expectations of when possible outcomes would occur for chat and account deletion.
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Patterns that the model has learned from my data will be
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Account deletion

I will no longer be able to access my account. 87.7 9.0 0.5 1.4 0.5 0.9
My chat history will be permanently deleted. 71.1 11.9 4.8 2.8 2.8 6.6
My account data will be permanently deleted. 67.3 16.6 5.2 3.3 2.4 5.2
Patterns that the model has learned from my data will be
removed from the model. 33.1 12.8 2.4 4.3 1.4 46.0

share demographics (𝑂𝑅 = 0.21), sexual orientation (𝑂𝑅 = 0.25),
banking details (𝑂𝑅 = 0.06), budget and purchases (𝑂𝑅 = 0.46),
and personal photos (𝑂𝑅 = 0.5). We found no significant effects of
gender on privacy concern or awareness.

4.6.2 Age. Age had an effect on several privacy outcomes. Partici-
pants in the 35-44 age range were more likely to opt out of having
their data used for model training (𝑂𝑅 = 4.97) compared to those
aged 25-34. However, those in the 25-34 age group were the most
likely to sanitise their prompts, surpassing all other groups, includ-
ing those under 24, who were the least likely to do so (𝑂𝑅 = 0.21).
Participants aged 35 and older were less willing to share their sex-
ual orientation, with the strongest effect observed among those
aged 45–54 (𝑂𝑅 = 0.23). Additionally, those over 55 were less
likely to disclose information related to their budget and purchases
(𝑂𝑅 = 0.23). Generally, older participants were less aware of
privacy risks: over 45s were less likely to believe that the tar-
geted health advertising scenario was plausible (𝑂𝑅 = 0.05) and
were the least likely to have considered the law enforcement ac-
cess (𝑂𝑅 = 0.26) and memorisation scenarios (𝑂𝑅 = 0.3) before.
Younger participants (18 to 24) had a higher level of concern about
being deceived by a CA into sharing banking details (𝑂𝑅 = 6.19).

4.6.3 Level of Education. Participants with a tertiary education
were more likely to have read the privacy policy (𝑂𝑅 = 2.94), read
about privacy from another source (𝑂𝑅 = 3.78), and opted out of
having their data used to train models (𝑂𝑅 = 7.81) compared to
those with a Bachelor’s degree. Effects on information disclosure
were mixed: participants educated up to a high school level were
more willing to share their banking details (𝑂𝑅 = 12.22) and work-
place content (𝑂𝑅 = 4.24) but less willing to share information
about their health (𝑂𝑅 = 0.29). This group also had lower prior
awareness of model training (𝑂𝑅 = 0.21), and a higher level of
concern about being deceived into sharing their banking details
by a CA (𝑂𝑅 = 4.25). Participants with a postgraduate level of
education were less willing to share photographs (𝑂𝑅 = 0.36).

4.6.4 Context of App Use. Frequency of use had mixed effects on
privacy behaviour. Participants who used LLM-based CAs daily
were more likely to have read the privacy policy (𝑂𝑅 = 3.21).
Weekly users were less likely to sign up with a pseudonym or
anonymous email (𝑂𝑅 = 0.22) and opt out of model training than
monthly users (𝑂𝑅 = 0.09). Multi-use predicted higher engagement
with several behaviours, including privacy information seeking
(𝑂𝑅 = 2.49), opting out (𝑂𝑅 = 17.8), prompt sanitisation (𝑂𝑅 =

2.48), and falsifying sign-up details (𝑂𝑅 = 3.97). Multi-app users
were also less willing to share banking details (𝑂𝑅 = 0.14), and had
a higher prior awareness of model training (𝑂𝑅 = 2.39).

Finally, participants’ self-reported reasons for using LLM-based
CAs had significant effects on several privacy outcomes. Firstly,
those who used LLM-based CAs for work were more likely to opt-
out of model training (𝑂𝑅 = 7.53) and sanitise their prompts (𝑂𝑅 =

2.36). Using LLM-based CAs for personal admin purposes predicted
a higher willingness to share banking details (𝑂𝑅 = 10.1) and
health information (𝑂𝑅 = 2.68) and a lower likelihood of believing
targeted health advertising was possible (𝑂𝑅 = 0.27). Interestingly,
use of LLM-based CAs for health advice was associated with a
much higher likelihood of believing that data could be leaked in a
cyberattack. (𝑂𝑅 = 11.5).

4.7 RQ5: Privacy Challenges and Solutions
To contextualise our quantitative findings, we asked open-ended
questions about the privacy challenges participants faced when
using LLM-based CAs, and potential solutions. Overall, 151 par-
ticipants provided a usable response to at least one question. We
summarise the key themes from our data in the following section.

4.7.1 Uncertainty, Cynicism, and a Lack of Transparency. Many
participants were fearful about AI and lacked confidence in their
understanding of app privacy practices (𝑛 = 33). Practices of con-
cern included storage and retention of chat data (𝑛 = 5), chats
being shared with unauthorised parties (𝑛 = 14), data linkage and
re-identification (𝑛 = 14), and the generation of inferences or user
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profiles from their chats (𝑛 = 7). They were uncertain about how
data was processed behind the scenes, and feared potential misuse:
“There is the uncertainty of never knowing if the owners of these tools
will take advantage of my data” (P123). While some participants
attributed their uncertainty to the technical complexity and ‘black
box’ nature of LLMs (𝑛 = 4), most felt that there was a deliberate
lack of transparency regarding how their data was processed and
safeguarded (𝑛 = 21). This lack of transparency made it difficult
to formulate an accurate mental model of privacy risks and give
informed consent: “you’re not sure what you’re even being asked
permission for” (P2).

Building on this, a few participants expressed feelings of cyni-
cism and distrust towards providers (𝑛 = 14), doubting that tech
companies would put user privacy above profits, or considering
privacy to be a lost cause: “I assume I have no protections other than
safety in numbers” (P115). For instance, one participant described AI
as the latest thing to degrade user privacy in an imbalanced socio-
technical system: “AI is just the next thing to take more privacy away
from people who have very little privacy already” (P110). These
affective dimensions had mixed effects on participants’ privacy
behaviours. For some, cynicism and distrust motivated vigilance
around not sharing sensitive information: “We are our own first
line of defence for protecting our privacy” (P123). However, other
participants responded with resignation, justifying disclosure with
the fact that their data was already “all over the Internet” (P5), and
feeling that nothing could prevent the over-collection of data by
LLM developers: “not using the app doesn’t even protect you, you’re
still hoovered up as a data point” (P15).

4.7.2 Challenges to Limiting Self-Disclosure. When asked about po-
tential privacy solutions, a large group of participants emphasised
individual protective strategies (𝑛 = 67) which mostly involved
some form of limiting disclosure. Participants described three spe-
cific strategies: (1) not using CAs for sensitive purposes; (2) redac-
tion, which involved replacing discrete chunks of information (e.g.,
full names or emails) with placeholders; and (3) abstraction, which
involved more nuanced rephrasing or generalisation of prompts to
obfuscate details. Although participants’ redaction strategies were
largely ad hoc and guided by intuition rather than a well-informed
privacy threat model, most felt confident that their efforts were
adequate to protect their privacy. Many felt that they had nothing
to hide, and that the risk of privacy breaches was low as long as
they did not share sensitive information: “As long as you keep any-
thing personal to yourself then they [AI chatbots] can’t threaten your
privacy” (P57).

However, some participants acknowledged limitations to their
sanitisation strategies, such as being caught off guard by human-like
conversations with CAs (𝑛 = 2) or finding that sanitised prompts
produced less relevant outputs (𝑛 = 6). Optimising the privacy-
utility trade-off was challenging in practice: certain tasks like draft-
ing emails required more “targeted” information, and vague lan-
guage did not provide the results participants needed: “I work hard
to not share personal information, but I feel the responses I get back
are too generic” (P34). A few participants viewed this tension as
irreconcilable and believed that privacy loss was a necessary cost:
“The user pays the price of privacy when using chatbots at the gain of

conveniently presented data” (P114). In a similar vein, a few partici-
pants feared re-identification from inferences developed through
aggregation, analysis, and profiling (𝑛 = 7). Participants’ limited
understanding of the model’s analytical capabilities made it even
more difficult to judge what was safe to share, as inferences were
beyond their control and could be drawn from data points they
hadn’t considered sensitive enough to redact in isolation: “AI chat-
bots can make assumptions based on what you ask, it’s the unknown
and technical side of this that worries me. What information can they
gather through simple prompts, we might not even realize we’re doing
it” (P136).

4.7.3 Transparency, Education, and Regulatory Solutions. Apopular
solution mentioned by 47 participants focused on greater trans-
parency, educational initiatives, and accountability from develop-
ers. Participants had several knowledge gaps around data storage,
including what data was stored and whether data deletion was ef-
fective, how data was safeguarded on a technical level, and whether
it was shared with third parties or used to train models. However,
privacy policies were described as ‘deliberately ambiguous’ or too
long to provide useful answers to their questions, so participants
wanted information to be simpler, shorter, and more conspicuous
within the app: “Clearer guidelines about data retention and opt-outs
that are more obvious when starting to use the chatbot” (P62).

Some participants also called for general educational campaigns
(𝑛 = 9) aimed at non-technical users, and practical guidance onwhat
information can be safely shared with LLMs: “Create a simple Be-
ginners Guide to AI. This can be a short animation or video dispelling
common myths about AI etc. There is a lot of mistrust with AI and
yet we all use it, we still need more info to educate ourselves” (P136).
However, not all participants trusted developers to be forthcoming
with their privacy disclosures. Some called for systemic account-
ability (𝑛 = 16), through regulations that prevented chat data from
being used for training purposes, enforced the use of encryption,
and limited the potential applications of AI: ”new laws need to be
implemented to adapt to this advancement in technology” (P67).

4.7.4 Design Solutions. Finally, 37 participants proposed design
suggestions for more usable and transparent privacy features. Sug-
gestions fell into three broad categories: usable privacy settings
(𝑛 = 21), warnings designed to nudge users away from disclosing
sensitive information (𝑛 = 11), and an in-app incognito mode which
allowed full use of the app without data being linked to an email
address (𝑛 = 5). Most importantly, participants wanted more discov-
erable and granular privacy settings. Example suggestions included
scheduled auto-deletion for chats, being able to alter model training
choices during conversations, and having more control over infer-
ences through being able to access or delete any profiles created
about them. Similarly, some participants saw value in interface
warnings which reminded them not to share personal information,
or automatic tools that alerted users if the prompt they were en-
tering was sensitive. Two participants envisioned a privacy filter
which automatically flagged PII and either advised the user on how
to make the prompt safer, or automatically redacted the sensitive
data: “there should be warning messages, and the AI should be trained
to prevent privacy issues. It should warn users and/or delete personally
identifiable information itself” (P19).

847



Proceedings on Privacy Enhancing Technologies 2025(4) Malki et al.

5 Discussion
In this section, we situate our findings within previous literature
and discuss implications for policy and design.

5.1 Engagement with Privacy Behaviours and
Features

The most common privacy behaviours were deleting chats, sanitis-
ing prompts, and seeking privacy information. Even so, less than
a third of participants had engaged in these behaviours, and even
fewer used VPNs, exported data, or falsified sign-up information,
reflecting broader usable privacy trends around low user adoption
of formal privacy measures [26, 45, 55, 101]. In particular, only 7% of
participants had opted out of their data being used to train models.
Previous qualitative studies have identified low feature awareness,
negative outcomes (e.g., losing access to chat histories), and a lack of
concern about model training as reasons for not opting out [61, 114].
Supporting this, we found that most participants were unaware
of the opt-out feature, and perceived model training as the least
concerning scenario.

Interestingly, we note that the proportion of participants who
self-reported as reading the privacy policy (23.7%) was higher than
in several past works [45, 55], with one UK study finding that the
click-rate to privacy policies was less than 1% [30]. Firstly, these
differences may be explained by our sample, which consisted of
regular LLM-based CA users rather than general Internet users. Fur-
ther, participants might have interpreted the term ‘privacy policy’
broadly, including materials like FAQs, simplified privacy notices,
and app privacy nutrition labels, which they are more likely to
have accessed. We also note that self-reported privacy informa-
tion seeking varied across education levels. Participants educated
to a tertiary level were more likely to read privacy policies than
participants with a bachelor’s degree. While higher educational
attainment has been linked to greater privacy literacy [71], previ-
ous research has also found that individuals with lower income or
education levels may seek out privacy information to compensate
for a perceived lack of technical understanding [12, 15].

5.2 Limited Comprehension of Privacy Features
In addition to limited use of available privacy features, data dele-
tion and opting out of model training often did not work as users
expected. Our findings build on the work of Zhang et al. [114] by
illustrating how inaccurate mental models of inference and training
fostered by poor developer transparency, can manifest as misunder-
standings of important privacy features. Participants overwhelm-
ingly believed that data would be permanently and immediately
erased. However, the standard period for which OpenAI retains
deleted chats is 30 days, for instance [83]. Similarly, almost half of
participants erroneously believed that either by deleting data or opt-
ing out of model training, patterns the model had already learned
from their data would be erased (see §2.2). Therefore, while data
deletion was the most common privacy behaviour, it was widely
misunderstood.

Memorisation, and its implications for data deletion, is not ade-
quately communicated in the interfaces, privacy policies, or FAQs
of any popular LLM-based CA, nor is it deeply understood by
users [16, 114]. While withholding such information may prevent

users from being overwhelmed by technical details, we argue that
knowledge of memorisation may influence a user’s decision to
opt in, share data, or use a particular app [114]. However, beyond
informing users and improving opt-out architecture, we also un-
derscore that memorisation and retention must be addressed on a
technical level by developers. Current research into machine un-
learning is still in the model-centric stage and focuses on remedying
the foundational issues discussed in §2.2, rather than exploring how
these techniques can be integrated into commercial apps at scale.
Designing privacy features that align with users’ expectations re-
quires exploring how machine unlearning can be made easier to
deploy by app developers (e.g., through reusable code packages)
and how they might offer more visible assurances of privacy [113].

5.3 The Challenges of Limiting Self-Disclosure
Participants’ willingness to share information with a CA depended
on the sensitivity of the information, consistent with findings from
several prior studies [23, 70, 113, 114]. Age and gender had strong
mediating effects on disclosure willingness, aligning with work by
Belen Saglam et al. [10]. In particular, our results favour the interpre-
tation that women have more conservative disclosure boundaries
when interacting with LLM-based CAs. While some research sug-
gests women disclose less and are more conscientious about digital
hygiene [11, 42], other studies show women may share more data
depending on the context and nature of the disclosure [19, 36].
This underscores the need for further research into gender differ-
ences in interactions with conversational agents, where commu-
nication styles differ from those in social media. In this light, we
explored participants’ attitudes towards multimodal data in CA
interactions, finding that participants—particularly women and
those with higher levels of education—were very unwilling to share
photographs. LLMs introduce a new paradigm for photo-sharing,
distinct from the social media context typically explored in pri-
vacy research that focuses on self-presentation and communication
trade-offs [8, 33]. To address this emerging use case, future re-
search should investigate users’ motivations for sharing images
with general-purpose LLM-based CAs, their perceptions of risks,
and how text-centric privacy interventions (e.g., [113, 116]) might
be adapted for visual data.

In addition to exploring which data types users were willing to
disclose, we also uncovered insights about how disclosures were
managed. The redaction and abstraction strategies we identified
broadly align with those reported in prior studies [61, 114, 116],
and while the standard advice is to refrain from disclosing PII
to LLMs [60], our study shows that users have clear disclosure
boundaries, and understand the importance of keeping sensitive
data private. However, participants often struggled to enforce these
boundaries in practice due to cognitive load, uncertainty about
what to redact, and concerns about personalised inferences.

5.4 Awareness and Concern About Specific
Privacy Practices

We explored participants’ awareness of, and concerns about several
privacy risks including memorisation, data leakage, access, and per-
sonalised inferences. While participants overwhelmingly found the
scenarios plausible (indicating an effect of information saliency),
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they were much less likely to have considered them before complet-
ing the survey. This is despite the fact that some of the scenarios
presented, such as data breach incidents, have been widely reported
in the press [85]. In particular, we found that participants were more
concerned about inferences in health and financial domains, than
data being accessed by developers or even law enforcement. This
possibly reflects the unpredictability of downstream inferences ir-
respective of the data actors involved [70, 114]. We also found that
participants overwhelmingly did not believe that an LLM-based
CA could manipulate a human into divulging their banking de-
tails, even though deceptive capabilities of commercial CAs have
been documented [3, 49]. Yet, the very same scenario was rated
as the most concerning, particularly for younger users and those
with lower levels of education, possibly owing to higher financial
instability among these user groups [10].

Among all scenarios, participants exhibited the highest prior
awareness of, and lowest concerns about model training and mem-
orisation. On the surface, this finding appears to contrast with pre-
vious research that suggests users have a low awareness of model
training [61, 114]. However, we highlight that while most users
have probably considered model training and app improvement
in a vague sense, this does not imply an in-depth understanding
of how LLMs are trained, or how they might memorise data. We
speculate that participants interpreted training in the general sense
of using data to improve apps, rather than reflecting on the specific
process of training a neural network which introduces technical
privacy risks that go beyond typical concerns about sharing analyt-
ics with third-parties [111]. Further supporting this intuition, we
found that participants were significantly more concerned about
the data leakage scenarios, suggesting they may not understand
that training can lead to memorisation and data extraction.

5.5 Fear of the Unknown, Distrust, and Limited
Choices

Although media coverage and awareness of AI has steadily in-
creased among the general UK public, so has anxiety, with many
people describing advancements in AI as ‘scary’ and feeling that
they lack control over how their data is used [1, 34, 35]. Building on
the above research, we uncovered that fear and uncertainty about
privacy is also felt among regular users of LLM-based CA apps. This
indicates that usage of AI does not eliminate privacy concerns, nor
does it imply a lack of concern about privacy to begin with. A few
participants were distrusting of app developers to use their data
responsibly or honour their privacy preferences, and this finding is
supported by research indicating that tech companies inspire the
lowest levels of trust among the UK public [35]. Therefore, it is vital
to address risks both from providers exploiting transparency strate-
gies (e.g., through ‘privacy-washing’), and from users dismissing
privacy interventions due to distrust and cynicism [1, 35].

Behavioural responses to uncertainty and distrust were diverse.
Some participants doubled down on their belief that it was up to in-
dividuals to not share risky data with an LLM—an attitude observed
in other user studies of smart homes and social media [43, 67].
While this attitude can reflect self-empowerment and confidence,
it also risks placing an unfair privacy burden on users [39, 114].
Indeed, other participants responded with cynicism and resigned

inaction. We observed that all antecedents of privacy cynicism
originally identified by Hoffman et al. [53]—uncertainty, distrust in
service providers, and powerlessness—were present to some degree
in our findings. Despite provably negative effects on user engage-
ment with privacy [39, 104], cynicism and resignation has yet to
be widely explored in the context of generative AI, where data
collection is extensive and the processing ever-more complex and
opaque. Future research should focus on understanding cynicism
among LLM-based app users, and ensuring that these feelings are
not misinterpreted as a lack of concern for privacy [114].

5.6 Recommendations for Design and Practice
5.6.1 Strategies for Transparency and Education. Our findings sug-
gest that even regular users of LLM-based CAs experience fear,
uncertainty, and misconceptions about privacy. Participants’ knowl-
edge gaps commonly centred around data storage, third-party ac-
cess, data deletion and retention, and how models internally pro-
cessed their data. While most participants were superficially aware
of the concept of model training, our findings suggest that this
understanding lacked the accuracy and depth needed for fully in-
formed consent [16, 111]. Educating lay users about how LLMs
function requires a careful balance of detail with information utility,
and an awareness of how effects may vary across sub-populations
of users. At a minimum, users should be made aware of data reten-
tion policies, and should understand enough about model training
to know that data cannot easily be removed from a trained model.

However, our findings suggest that written materials (e.g., pri-
vacy policies) are currently insufficient for addressing these knowl-
edge gaps. Therefore, future work should explore how to embed
transparency moments into users’ routine app interactions and
design for situated learning [6], rather than placing the onus on
users to read and absorb instructive content. In this way, everyday
use of the app can naturally foster correct mental models of LLMs
and privacy concepts. For example, data retention can be commu-
nicated with alternative post-deletion workflows, such as moving a
deleted chat to a separate section where it is marked as scheduled
for permanent deletion. During this time, a clear explanation of
why the data is being retained can also be shown. Such an approach
may help shift users away from a simplistic ‘press delete and it’s
gone’ mental model [80], and offer more personalised clarification
on whether a user’s chats have actually been used in training.

5.6.2 Developing a Design Space for LLM-Specific Privacy Choices.
In addition to transparency, users must also be given sufficient
choice into how their data is used. While personal autonomy and
control over privacy was important to participants, opt-out settings
were barely used. Our findings show that the status-quo for privacy
settings in popular LLM-based CAs (a single, global toggle) does
not offer sufficient flexibility in privacy choices, nor is it enough
to address the breadth of privacy concerns that users have. We
emphasise the need for novel privacy choice architectures tailored
to LLM-based CAs that manage traditional forms of data sharing
and use, while also enabling fine-grained control over how chat data
is used for model training. For instance, future work could explore
how users might set preferences for different types of training—for
instance, allowing their data to be used to pre-train models, but
opting out of more targeted fine-tuning routines.
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In particular, alternative modalities for control which go beyond
graphical user interfaces should be explored. In the context of CAs,
relying solely on graphical privacy settings forces users to switch
modalities to adjust privacy settings, which can increase cognitive
load and discourage use of these features [65]. As such, a few stud-
ies have explored using chatbots for delivering privacy notice and
choice to users, demonstrating that well-timed prompts that offer a
specific scope of action (e.g., deleting data at the end of a chat) can
increase users’ likelihood of engaging with privacy preferences [65],
and improve privacy perceptions without sacrificing usability [17].
LLM-based CAs offer even richer opportunities for personalised pri-
vacy settings than previous rule-based interventions. More flexible
variations of privacy choice architectures can be explored, including
different timings and levels of granularity—for example, allowing
users to give consent on a chat-by-chat basis or based on specific
topics (e.g., prohibiting training on chats relating to health), or tim-
ings. Importantly, privacy-preserving defaults and presets should
be available, as it is unrealistic to expect that lay users will know
which options offer the highest level of privacy [100].

5.6.3 Supporting Participants in Limiting Disclosures. Beyond us-
able privacy choices, we emphasise that users require guidance
on how to interact safely with LLMs while also getting the best
from the system. A valuable avenue for future work is context-
aware tools that alert users of sensitive disclosures, and suggest
improvements or automatically reformulate prompts before they
are submitted [114]. Existing approaches include the Rescriber tool
by Zhou et al. [116] which uses a smaller, distilled LLM to detect,
redact, or abstract sensitive prompts and theAdanonymizer plugin—
a graphical tool that visualises the privacy-utility trade-off for a
given prompt as a line graph, allowing users to ‘tinker’ and iter-
atively achieve the optimal balance [113]. Both systems provide
flexible control options, and illustrate how users can achieve safer
disclosures without sacrificing app usability [116]. Importantly, lon-
gitudinal evaluations of Rescriber found that users developed a
more coherent mental model of appropriate disclosures, and found
it easier to balance the privacy-utility trade-off over time. This
reaffirms our previous recommendation that practical tools with
indirect educational effects may be a more effective strategy than
simply providing more information for users to digest.

While insightful, both of the above approaches use a one-size-fits
all approach to identifying sensitive data, and match on pre-defined
categories of PII. However, users have distinct privacy needs and
preferences depending on their tasks, demographics, and levels of
experience. Future work should explore how tools can go beyond
a static definition of privacy to consider context, defined by the
data actors involved, the task being completed, and wider cultural
privacy norms [82].

6 Limitations and Future Work
Our sample, while diverse in age and gender, was recruited from
Prolific and may differ from the wider population of LLM-based CA
users. For instance, most participants had a university education
and were users of ChatGPT. This can be explained by the popularity
of ChatGPT, and the fact that UK users of AI apps are more likely
to be university-educated [35]. However, future work could target
apps that are less widely used but attract a more specialised and

domain-specific userbase (e.g., healthcare professionals), as these
may produce distinct privacy considerations and trust dynamics.
While we analysed a broad set of user demographics and attributes,
it is likely that participants’ technical skills also influenced their
privacy attitudes and behaviours—indeed, we found that users of
several apps were more engaged with privacy behaviours and had
a greater awareness of model training. Therefore, there is value in
incorporating a formal measure of technology interest, experience,
or comfort in future work. Further, our data was self-reported, and
may not reflect participants’ true behaviour in practice. Future work
could experimentally observe participants’ actual interactions with
a live prototype, or use data donation methodologies to capture in-
the-wild disclosures. In addition, future research could also extend
our cross-sectional approachwith a longitudinal survey, and explore
how changes in user perceptions, knowledge, and experiences with
AI can affect privacy attitudes and behaviour over time.

7 Conclusion
In conclusion, we examined the privacy behaviours, awareness,
and concerns of LLM-based CA users. Overall, we found that most
participants: (1) lacked reliable strategies for safeguarding privacy;
(2) struggled to accurately predict the outcomes of privacy features,
such as mistakenly believing that data can be unlearned from a
trainedmodel; and (3) had a low baseline awareness ofmany privacy
practices and risks, but were concerned about them nonetheless.
Our qualitative analysis showed that many participants valued au-
tonomy and responsibility over their own privacy, and embodied
this by not sharing sensitive information with CAs. However, this
strategy was undermined by challenges in balancing privacy with
task effectiveness and navigating implicit disclosures. We identi-
fied intervention spaces related to more targeted support for users
in correctly understanding how LLMs function, and more usable
paradigms for privacy settings with in conversational interfaces.
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A Survey Questionnaire
A.1 Demographics
Q1. How old are you?

❍ 18-24
❍ 25-34
❍ 35-44
❍ 45-54
❍ 55+

Q2. What is your gender?
❍ Woman
❍ Man
❍ Non-binary
❍ Prefer to self-describe

Q3. What is your ethnic group?
❍ White
❍ Black
❍ Asian
❍ Arab/North African
❍ Mixed, please specify
❍ Prefer to self-describe

Q4. What is your highest level of education?
❍ High School
❍ A-Level or equivalent
❍ Bachelor’s degree
❍ Master’s degree
❍ Doctorate/PhD

Q5. Please describe your job/profession. If you are a student, please
specify the subject that you are currently studying.

A.2 Chatbot Usage
* Q6.Which of the following AI chatbots have you interacted with?

❑ ChatGPT
❑ Google Gemini/Bard
❑ Microsoft Copilot/Bing
❑ Github Copilot
❑ Claude
❑ Other, please specify

* Q7. How often do you use the above chatbots?
❍ Daily
❍ Weekly
❍ Monthly

* Q8. How long have you been a user of AI chatbots?
❍ Less than 1 month
❍ 1-3 months
❍ 3-6 months
❍ 6-12 months
❍ More than 12 months

* Q9. How do you access AI chatbots?
❍ Desktop/web app
❍ Mobile app
❍ Plugin/Browser extension
❍ Application Programming Interface (API)
❍ Other, please specify

* Q10.What do you typically use AI chatbots for?
❑ Work or job-related tasks
❑ Personal admin
❑ Information or advice about general topics
❑ Information or advice about personal topics
❑ Creative purposes
❑ Other, please specify

A.3 Privacy Behaviours
* Q12. During my time using an AI chatbot, I have...

❑ Read the privacy policy/terms of use of the chatbot
❑ Read about how AI chatbots handle user data from another

source, such as blogs, articles, or forums.
❑ Removed personal information from prompts.
❑ Deleted/cleared my chat history.
❑ Exported or made a backup of my chat history.
❑ Opted out of my chat history being used to train models.
❑ Created an anonymous email and/or pseudonym to use an

AI chatbot so that my chats are not linked to me.
❑ Used a VPN or private browser while using an AI chatbot to

make it harder to track me.
* Q13. Before completing this survey, were you aware of the fol-
lowing AI chatbot features?

❑ Deleting chat history
❑ Deleting account
❑ Exporting chat history
❑ Opting out of chat history being used to train models.

A.4 Information Disclosure
The following questions are about an app called ConvoGenie, a
fictional AI chatbot. Please assume that you use ConvoGenie regu-
larly for general tasks and inquiries. The main interface is shown
below.

* Q14 Please indicate how willing you would be to share the follow-
ing pieces of information with ConvoGenie during a conversation
where that information is relevant.)

Participants rated their willingness to share the following informa-
tion types with 1=Not at all willing, 2=Slightly willing, 3=Moder-
ately willing, 4=Quite willing, 5=Very willing.

• Personally identifiable contact information such as your
name, phone number, or email address

• Your personality and interests, such as your favourite books,
movies, or hobbies

• Demographic information such as your age, race, or gender
• Your religion or political affiliation
• Your sexual orientation
• Information about your personal life and relationships
• Information about your health, fitness, or medical history
• Pictures of you or people you know
• Your monthly budget and purchases
• Your banking information (e.g., card details)
• Your credit score
• Work-related content such as reports, documents, or code
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A.5 Expectations of Privacy Features
The next screenshot depicts the settings for your ConvoGenie ac-
count. The following questions will ask about your expectations of
how these settings work.
* Q15.When I disable Chat history and training I expect...

• My data will not be used to train models in the future, and
patterns that the model has learned from my data will be
removed from the model.

• My data will not be used to train models in the future, but
patterns that the model has learned frommy data will remain
in the model

• My data will continue to be used to train models
* Q16.When I use the Delete all chats option, I expect...

• I will no longer be able to access my chat history.
• My chat history will be permanently deleted.
• All patterns that the model has learned from my chat history
will be All patterns that the model has learned from my chat
history will be removed from the model.

* Q17.When I use the Delete account option, I expect...
• I will no longer be able to access or log into my account.
• My account information (email, phone number, banking de-
tails) will be permanently deleted.

• My chat history will be permanently deleted.
• All patterns that the model has learned from my chat his-
tory/data will be All patterns that the model has learned
from my chat history will be removed from the model.

For each outcome, participants selected one from the following:
[Immediately, Within a few days, Within a few months, Within a few
years, This will never happen.]

A.6 Awareness and Concern about Privacy
Risks

For each scenario (see Table 2), the following questions were asked:
* Q18. Have you ever thought about this scenario (or a similar one)
before completing this survey?

❍ Yes
❍ No

* Q19. How concerned are you about this scenario?
❍ Not at all concerned
❍ A little concerned
❍ Moderately concerned
❍ Quite concerned
❍ Very concerned

* Q20. Do you think this scenario is possible?
❍ Yes
❍ No

A.7 Open Questions
* Q21. Do you find anything challenging about protecting your
privacy when using AI chatbots? If so, what?
* Q22. Is there anything that you feel would help you to protect
your privacy when using AI chatbots?

(a) Mocked up homepage

(b) Mocked up settings page

Figure 4: Mocked up interface for the fictional LLM-based
CA ConvoGenie
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B Development of Disclosure Items
We developed our information types by adapting prior studies of
self-disclosure in the context of chatbot interactions [10, 21, 23], e-
commerce transactions [78], and online credit card applications [72].
After collating data items and removing duplicates/items that did
not make sense to share with a CA, we were left with 42 items,
which we organised into eight categories:

• PII and Contact Details: Full Name, Home Address, Phone
Number, Email, GPS Location

• Basic Demographics: Gender, DOB, Education Level, Oc-
cupation, Racial or Ethnic Origin, Nationality

• Special Demographics: Political Affiliation, Religion, Sex-
ual Orientation, Trade Union Membership

• Health and Medical History: Substance Usage, Medical
History and Conditions, HIV Status, Sleep Issues, Concen-
tration Issues, Emotional Difficulties/Mental Health

• Personal Life and Relationships:Mother’s Maiden Name,
Family Structure, Marital Status, PII of Friends, Relationship
History, Relationship Issues, Sex Life, Criminal Record

• Basic Financial: Income Level, Value of Home, Employment
Status, Budget

• Sensitive Financial: Credit Card Number, Credit Score,
Bank Account Credentials, Bills and Payment Histories, In-
surance Claims

• Personality and Interests: Internet Usage Habits, Leisure
and Hobbies, Favourite Products/Brands, Media Consump-
tion Habits

We amalgamated the above categories, and split religious/political
affiliation and sexual orientation into two categories. We did the
same for banking information and credit scores. We added two
more data items to reflect the multimodality of LLMs: Photos and
Documents (e.g., PDFs). This resulted in twelve information types
overall, described in full in A.4.

C Participant Demographics

Table 4: Summary of participants’ demographics and app
usage habits. Items marked with an asterisk were used as the
reference category for regression modeling. The CAs used
and Reasons for using CAs questions were multi-select, and
so each option was treated as a binary variable.

# %

Gender

Woman 110 52.1
Man 98 46.4
Non-binary 3 1.3

Age

18-24 24 11.4
25-34 * 68 32.0
35-44 60 28.3
45-54 33 15.6
55+ 26 12.3

Highest level of education

High school 20 9.5
A-Level or tertiary 42 19.9
Bachelor’s degree * 106 50.2
Postgraduate degree 43 20.4

Frequency of CA use

Daily 31 14.7
Weekly 83 39.3
Monthly * 97 46.0

CAs Used

ChatGPT 209 99.1
Microsoft Copilot 66 31.3
Google Gemini 48 22.7
Other 30 14.2

Reasons for using CAs

Work 120 56.9
Administrative tasks (e.g., finances) 89 42.2
Health and personal advice 75 35.5
General information seeking and advice 119 56.4
Recreational 105 49.7
Other 12 5.7
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D Qualitative Analysis Codebook

Table 5: Final codebook for qualitative survey analysis.

Code name Description Example data extract

Attitudes and
Challenges Concern and Uncertainty

An expression of uncertainty or anxi-
ety towards privacy practices, or an self-
perceived lack of technical knowledge
and privacy self-efficacy.

“I think there is still some unknown about
where the data is stored and who has ac-
cess to it.” (P85)

Lack of Transparency

Perceptions that developers/companies
do not provide enough open or usable
information about how user data is
stored, processed, or shared.

“It’s challenging to understand what the
ai can do, terms and conditions can be
deliberately long and ambiguous.” (P87)

Cynicism and Distrust
The belief that privacy is unattainable,
and a lack of trust in developers’ assur-
ances to safeguard data.

“I’m not sure that any tech company’s
assurances have ever proven to be worth
the paper they’re presumably not written
on.” (P115)

Personal
Strategies Limiting Disclosures

Making a conscious effort to limit the
sensitive data shard with a CA, through
redacting prompts or not using CAs for
personal reasons.

“I have only used chatbots for quite triv-
ial tasks so have not worried excessively
about privacy.” (P96)

Using PETs

Using specific privacy enhancing tech-
nologies when interacting with LLM-
based CAs such as a VPN or private
browser.

“VPN and incognito mode would help.”
(P33)

Anonymous Accounts
Signing up for an account with a pseu-
donym or separate anonymous email to
avoid linking chats to personal identity.

“Perhaps make a fake account so you
don’t even use your own email.” (P76)

Governance
Solutions Transparency and Education

Calls for increased transparency from
developers surrounding privacy prac-
tices, and wider educational campaigns
for raising public awareness about AI.

“Clearer information about where your
information is stored and who can access
it.” (P37)

Regulations
A desire for targeted regulations com-
pelling companies to safeguard user
data and limit its secondary use.

“Reassurance from government bodies
about legal rights and polices in place
to help protect users.” (P53)

Design-based
Solutions Warnings and filters

Warnings on the interface to remind
users not to share PII, and automatic
removal of PII in prompts.

“There should be warning messages, and
the ai should be trained to prevent pri-
vacy issues... ie. it should warn users,
and/or delete personally identifiable in-
formation itself.” (P19)

Usable privacy controls

More transparent and user-friendly op-
tions for deleting data or opting out,
e.g., in-conversation privacy controls
and scheduled autodeletion.

“In each chat, you choose how in that
exact scenario your data is used.” (P87)
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E Regression Analysis
E.1 Privacy Behaviour

Table 6: Results for significant binary logistic regressionmodels predicting engagement with privacy behaviours. As indicated by
column names, the behaviours with significant demographic predictors were reading the privacy policy, reading an alternative
source to learn about privacy, opting out of model training, sanitising prompts, and falsifying signup data.

Read Privacy Policy Read Alt. Source Opt-Out Prompt Sanitisation Data Falsification
𝐿𝐿 = −100.9 𝐿𝐿 = −108.8 𝐿𝐿 = −38.6 𝐿𝐿 = −108.02 𝐿𝐿 = −43.7

𝑂𝑅 𝑝 𝑂𝑅 𝑝 𝑂𝑅 𝑝 𝑂𝑅 𝑝 𝑂𝑅 𝑝

Woman 0.57 0.13 0.54 0.08 0.78 0.70 1.10 0.78 0.10 0.005
Age (18-24) 0.31 0.12 0.65 0.49 0.46 0.53 0.21 0.017 0.24 0.23
Age (35 - 44) 0.64 0.35 0.68 0.38 4.97 0.045 0.34 0.015 0.46 0.29
Age (45 - 54) 2.25 0.11 0.78 0.64 0.26 0.32 0.30 0.027 0.17 0.08
Age (55+) 0.40 0.19 0.53 0.32 0.84 0.90 0.41 0.16 0.26 0.27
Edu. (HS) 3.25 0.06 1.56 0.49 0.83 0.89 1.07 0.92 0.33 0.40
Edu. (A-Level) 2.94 0.023 3.78 0.004 7.81 0.014 2.10 0.11 1.60 0.54
Edu. (Postgraduate) 0.52 0.22 1.22 0.66 1.65 0.57 1.45 0.40 0.87 0.87
Freq. of Use (Daily) 3.21 0.048 1.42 0.51 0.41 0.30 1.07 0.89 0.49 0.45
Freq. of Use (Weekly) 1.45 0.38 0.90 0.79 0.09 0.015 0.62 0.24 0.22 0.047
Multi-user 1.28 0.53 2.49 0.014 17.79 0.002 2.48 0.014 3.97 0.045
Work use 1.43 0.40 1.61 0.24 7.53 0.029 2.36 0.033 1.01 0.99
Personal use 1.24 0.58 1.24 0.55 2.10 0.25 1.59 0.19 1.84 0.34
Health use 1.44 0.33 1.07 0.86 0.62 0.49 1.31 0.48 1.53 0.50

E.2 Information Disclosure

Table 7: Results for significant binary logistic regression models predicting willingness to disclose information. As indicated by
column names, the data types with significant demographic predictors were demographics, sexual orientation, banking details,
budget and purchases, health information, personal photos, and workplace material.

Demographics S. Orientation Banking Budget Health Photos Work
𝐿𝐿 = −50.55 𝐿𝐿 = −73.5 𝐿𝐿 = −34.2 𝐿𝐿 = −112.2 𝐿𝐿 = −95.6 𝐿𝐿 = −117.6 𝐿𝐿 = −133.8

𝑂𝑅 𝑝 𝑂𝑅 𝑝 𝑂𝑅 𝑝 𝑂𝑅 𝑝 𝑂𝑅 𝑝 𝑂𝑅 𝑝 𝑂𝑅 𝑝

Woman 0.21 0.017 0.25 0.005 0.06 0.003 0.46 0.037 0.58 0.18 0.50 0.037 0.86 0.62
Age (18-24) 0.44 0.34 0.56 0.47 1.82 0.59 2.92 0.19 1.97 0.36 0.47 0.26 0.58 0.30
Age (35 - 44) 0.76 0.72 0.29 0.048 2.89 0.25 0.62 0.28 1.22 0.69 1.05 0.90 0.86 0.70
Age (45 - 54) 0.48 0.35 0.23 0.033 2.27 0.46 0.49 0.15 0.86 0.78 2.02 0.15 0.93 0.87
Age (55+) 0.23 0.11 0.32 0.15 1.38 0.83 0.23 0.009 1.15 0.82 1.11 0.85 0.95 0.92
Edu. (HS) 2.81 1.00 2.01 0.43 12.22 0.026 1.35 0.62 0.29 0.045 1.87 0.26 4.24 0.018
Edu. (A-Level) 9.04 1.00 1.94 0.30 0.65 0.67 1.46 0.43 0.85 0.75 0.87 0.75 1.75 0.17
Edu. (Postgraduate) 1.37 0.62 1.60 0.45 2.62 0.31 0.59 0.22 0.90 0.84 0.36 0.036 0.91 0.82
Freq. of Use (Daily) 1.47 0.64 2.02 0.31 0.08 0.09 1.97 0.27 3.33 0.15 2.16 0.15 1.85 0.22
Freq. of Use (Weekly) 1.13 0.84 2.27 0.12 0.35 0.22 0.78 0.50 0.83 0.65 1.70 0.16 1.04 0.90
Multi-user 0.63 0.42 0.73 0.50 0.14 0.015 1.05 0.90 0.63 0.27 0.68 0.27 0.79 0.47
Work use 0.65 0.47 0.61 0.30 2.49 0.27 0.98 0.97 1.04 0.92 1.30 0.48 3.26 0.001
Personal use 1.37 0.58 0.92 0.85 10.07 0.011 1.90 0.08 2.68 0.019 1.51 0.24 0.89 0.72
Health use 1.09 0.89 1.77 0.27 0.66 0.59 1.13 0.75 2.30 0.07 1.62 0.16 1.38 0.33
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E.3 Perceptions of Plausibility

Table 8: Results for significant binary logistic regression models predicting whether participants found a given scenario to be
plausible. As indicated by column names, the scenarios with significant demographic effects were the health advertising and
database leak scenarios

Health Advertising Database Leak
𝐿𝐿 = −43.9 𝐿𝐿 = −25.8

𝑂𝑅 𝑝 𝑂𝑅 𝑝

Woman 0.54 0.30 1.68 0.51
Age (18-24) 0.15 0.18 0.00 1.00
Age (35 - 44) 0.12 0.08 0.00 1.00
Age (45 - 54) 0.02 0.004 0.00 1.00
Age (55+) 0.05 0.035 0.00 1.00
Edu. (HS) 0.30 0.22 0.32 0.35
Edu. (A-Level) 0.30 0.12 0.69 0.67
Edu. (Postgraduate) 1.84 0.52 1.94 1.00
Freq. of Use (Daily) 0.04 0.002 0.34 0.39
Freq. of Use (Weekly) 0.61 0.52 0.66 0.64
Multi-user 2.23 0.23 2.48 0.31
Work use 0.95 0.95 1.22 0.83
Personal use 0.27 0.047 1.01 0.99
Health use 0.82 0.75 11.50 0.036

E.4 Prior Awareness

Table 9: Results for significant binary logistic regression models predicting whether participants were aware of a given scenario
prior to completing the survey. As indicated by column names, the scenarios with significant demographic effects were the
model training, memorisation, law enforcement access, and deception scenarios.

Model Training Memorisation Law Enforcement Access Deception
𝐿𝐿 = −101.7 𝐿𝐿 = −132.3 𝐿𝐿 = −132.5 𝐿𝐿 = −99.9

𝑂𝑅 𝑝 𝑂𝑅 𝑝 𝑂𝑅 𝑝 𝑂𝑅 𝑝

Woman 0.76 0.45 0.65 0.18 0.69 0.24 0.66 0.27
Age (18-24) 0.48 0.20 0.42 0.10 0.78 0.62 1.03 0.96
Age (35 - 44) 0.88 0.79 0.50 0.08 0.45 0.039 0.70 0.47
Age (45 - 54) 0.38 0.07 0.45 0.09 0.27 0.006 1.04 0.95
Age (55+) 2.11 0.29 0.30 0.027 0.26 0.016 1.98 0.25
Edu. (HS) 0.21 0.01 0.41 0.14 0.89 0.83 2.89 0.07
Edu. (A-Level) 0.65 0.34 1.55 0.27 1.22 0.63 0.71 0.53
Edu. (Postgraduate) 1.86 0.26 1.67 0.21 0.78 0.52 1.32 0.56
Freq. of Use (Daily) 0.82 0.74 2.29 0.10 1.12 0.81 1.51 0.47
Freq. of Use (Weekly) 1.41 0.39 1.79 0.09 1.26 0.49 0.85 0.70
Multi-user 2.39 0.029 1.41 0.29 1.76 0.08 0.51 0.08
Work use 0.92 0.83 0.88 0.71 1.36 0.36 1.82 0.16
Personal use 0.97 0.94 0.78 0.43 1.67 0.11 1.48 0.32
Health use 1.08 0.84 0.78 0.46 0.75 0.38 1.60 0.22
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E.5 Privacy Concern

Table 10: Results for significant binary logistic regression models predicting high levels of concern about scenarios. The only
scenario with significant demographic effects was the deception scenario.

Deception
𝐿𝐿 = −131.55
𝑂𝑅 𝑝

Woman 0.97 0.92
Age (18-24) 6.19 0.003
Age (35 - 44) 1.44 0.34
Age (45 - 54) 0.97 0.95
Age (55+) 1.95 0.21
Edu. (HS) 4.25 0.036
Edu. (A-Level) 0.75 0.48
Edu. (Postgraduate) 0.77 0.50
Freq. of Use (Daily) 0.63 0.35
Freq. of Use (Weekly) 0.52 0.06
Multi-user 1.00 1.00
Work use 1.17 0.64
Personal use 1.10 0.76
Health use 1.34 0.38
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