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Abstract
Software applications, while being an integral part of the mod-
ern world, pose significant threats to end-user privacy. Thus, com-
puter professionals require knowledge and skills to develop privacy-
aware software. However, undergraduate computing degree pro-
grams often lack privacy-focused curricula that can cultivate this
ability in the future workforce. Therefore, we designed a privacy
curriculum informed by the common challenges that computing
professionals face when developing privacy-embedded software. It
guides students in realising the need for privacy, identifying pri-
vacy protection mechanisms and programming Privacy Enhancing
Technologies (PETs). We piloted the curriculum for third-year Com-
puter Science undergraduates at the University of Auckland, New
Zealand. The curriculum was evaluated using course assessments
and surveys conducted before and after the lessons. Overall, the stu-
dents improved their understanding of privacy, especially technical
aspects. Most of them valued the applied learning experience of the
programming lessons yet showed distinct views on task completion
difficulty and motivation to do programming. Students recognised
that privacy should be integral to their skill set by confirming the
importance and relevance of the lessons. However, their perceived
responsibility in privacy protection varied depending on their in-
tention to take proactive measures. Based on the results, the paper
suggests improvements to the proposed curriculum.
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1 Introduction
The vast accumulation of data through software applications ex-
pands the attack surface on people’s privacy. As such, researchers
have explored ways to enhance laypeople’s privacy literacy to
promote more informed data-sharing practices [4, 6, 41, 64]. The
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end-user perspective on privacy has limitations, as users are of-
ten unaware of the complexities involved in data handling behind
software systems [1, 23]. Given this context, it is vital to develop
software with privacy constraints embedded as a core feature. This
approach is also emphasised by data protection regulations (e.g.,
General Data Protection Regulation [19]), principles of global organ-
isations (e.g., the United Nations [21]) and standardisation bodies
(e.g., International Organisation for Standardisation [28]).

Computer Science (CS) professionals face challenges when in-
tegrating privacy into software. They struggle to define privacy
and differentiate it from security [27]. Many are unaware of differ-
ent privacy protection mechanisms, while some struggle to select
and apply suitable ones [47, 59, 61]. Some lack the mindset to em-
pathise with users or realise the consequences of privacy violations
[2, 18, 39, 53]. Due to these challenges, privacy is not a primary
concern in CS professionals’ daily workflow, and they often transfer
the responsibility of privacy preservation to upper management
or privacy experts [2, 3, 29, 68]. Consequently, privacy remains un-
addressed or an afterthought in software development [29]. Thus,
Computer Science (CS) professionals, not limited to privacy special-
ists, require knowledge and skills to address data privacy [33, 40].

A well-structured privacy curriculum at the undergraduate level
can train future professionals to address the above challenges [27].
To date, institutions and research efforts have given limited atten-
tion to improving the privacy education of CS undergraduates [46].
Emerging technical privacy curricula and teaching methods are
not readily available. While existing efforts are valuable, they fail
to align the proposed lessons or teaching methods with the indus-
try demands (e.g., threat modelling, implement privacy protection
techniques) and lack in-depth evaluation.

This paper introduces a novel curriculum on privacy that teaches
CS undergraduates the importance of privacy and the technical as-
pects of privacy protection. The lessons guide the students through
1. introduction to privacy (definition, societal aspect, regula-
tions, contextual privacy [50]), 2. data privacy protection (digi-
tal footprint, Privacy by Design [11], LINDDUN threat modelling
[76]), 3. PETs (theoretical background, known weaknesses, sec-
ondary benefits, selecting suitable PETs) and 4. programming
PETs (pseudonymisation, k-anonymity and differential privacy).
These lessons were designed to mitigate the difficulties comput-
ing professionals face when addressing privacy concerns. Lesson
1 aligns with the challenges: define privacy, differentiate it from
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security, and understand the consequences of privacy breaches.
Lessons 2 and 3 teach foundational privacy protection mechanisms.
Lesson 4 aligns with the challenge of applying privacy protection
mechanisms. As the lessons start from conceptual levels and span
towards practical levels, they offer students a chance to improve
their knowledge progressively.

We piloted the curriculum for third-year CS undergraduates
at the University of Auckland, New Zealand. The lessons were
included in the COMPSCI 316 cybersecurity course and taught over
two weeks. We aimed to answer the following research questions:

RQ1 : How has the proposed curriculum improved the privacy
knowledge of Computer Science undergraduates?

RQ2 : How do Computer Science undergraduates perceive privacy
programming lessons?

RQ3 : How can the proposed curriculum help Computer Science
undergraduates realise their role in privacy protection?

To investigate the research questions, we evaluated the course
using survey data (before and after the lessons) and assessments
(optional exercises, group assignment, mid-semester exam, and final
exam). The lesson slides, assessments, and programming exercises
are available in the repository at https://github.com/MaishaB/und
ergraduate-privacy-curriculum.

The curriculum improved the students’ understanding of privacy.
There was a significant improvement in their ability to identify pri-
vacy threats and their perceived confidence and skill in implement-
ing privacy protection. This outcome is notable, given their limited
technical knowledge before the course. However, students needed
more understanding of offline privacy threats and the distinction
between security and privacy.We also identified five distinct learner
groups based on the perceptions towards PETs programming: capa-
ble but unengaged, moderately engaged, hands-on, perseverant, and
struggling. This differentiation will aid lesson customisation in fu-
ture. The students found the content relevant and important to CS
undergraduates. While most students felt a sense of responsibility
towards privacy protection, their intention to take proactive action
differed. Based on these findings, we proposed improvements to
the content, structure and execution of the curriculum.

2 Related Work
To identify research contributions towards privacy education in
undergraduate CS curricula, we searched in the ACM digital library,
IEEE Explorer, Web of Science, Springer Link, SAGE journals and
Google Scholar. We used the search string “privacy” AND (“edu-
cation” OR “teach” OR “curriculum”) AND (“computer science” OR
“software engineering” OR “information technology” OR “computing”).
After screening the search results of the last decade, we retrieved
five publications; two focused on proposing curricula [46, 57] and
three examined teaching methods (e.g., lab exercises) [38, 62, 63].

Moore et al. [46] proposed a privacy course covering ethical,
technical, and legal aspects. It included adversarial thinking as part
of the exercises, where students implemented server-side track-
ing techniques. The authors also included exercises to code k-
anonymity, l-diversity and differential privacy, providing hands-on
experience with privacy protection. The curriculum improved the
students’ confidence in designing privacy-preserving systems. Redd

et al. [57] integrated sociotechnical privacy concepts into a cap-
stone project course covering regulations, privacy settings, and
threat analysis. Students exhibited a notable improvement in pri-
vacy awareness compared to those in traditional capstone courses.

Few studies explored creative teaching methods to enhance stu-
dent engagement with privacy concepts. Shilton et al. [63] sug-
gested a role-playing activity leveraging privacy by design prac-
tices. Students worked as a group to decide policy and technical
changes when a mobile application shifts its market platform (e.g.,
Android, iOS) to a more restrictive one. The intervention was well
received and sparked student interest in learning more about ethics
in technical work.

Li et al. [38] introduced a lab-based learning approach based on
location privacy. This labware provided a tool that students could
use to observe how location anonymisation impacts the accuracy
of location-based services (LBS). The lab was perceived as effective
and increased students’ awareness, interest, and understanding of
privacy disclosure, LBS, and anonymisation. Further, Rydal et al.
[62] used experiential learning in which students collected, visu-
alised, and reflected on their movement data. This method fostered
awareness of privacy considerations and cultivated a sense of re-
sponsibility and caring towards protecting data.

Additionally, we manually reviewed the course catalogues and
artifacts of the top 50 universities in the 2025 Times Higher Educa-
tion rankings1 for the computer science field (Appendix E, Table 8).
Only 14% of these universities offered dedicated privacy courses,
while 32% integrated privacy with other subjects (e.g., ethics, se-
curity). This limited focus on privacy education is consistent with
observations in [46]. Most courses focused on legal, theoretical, or
policy aspects of privacy, covering topics like social impact, regula-
tions, and privacy risks. Practical components, like threat modelling
and privacy protection implementation, were largely absent.

Related research [38, 46, 57, 62, 63] and tertiary curricula lay an
important foundation in privacy education. In comparison, Table 8
highlights the following key contributions of our approach:

Pedagogical: Our curriculum was built to address industry chal-
lenges: inability to prioritise privacy [2, 18, 39, 53], lack of technical
skills [47, 59, 61], and reluctance to take responsibility for privacy
concerns [2, 3, 29, 68], aligning it with professional needs. Com-
pared to others, our curriculum is progressive, including lessons and
assessments moving from foundational concepts to practical skills.
It stands out for balancing both user and professional perspectives
of privacy, an aspect overlooked in related efforts. It expands the
technical breadth by integrating threat modelling, a wide range of
PETs, and hands-on programming, a combination absent in related
work. Finally, we made our lessons and assessments open-access to
support adoption, adaption and research.

Scientific: We contribute to an underexplored area, ‘undergrad-
uate privacy education’, by introducing a curriculum with evidence-
based design and the most detailed evaluation to date. As shown
in Table 8 in Appendix E, we stand out through our use of diverse
evaluation methods and multifaceted findings. Generally, related
research [38, 46, 57, 62, 63] reports pre-post knowledge differences

1https://www.timeshighereducation.com/world-university-rankings/latest/wo
rld-ranking
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using quantitative or qualitative methods. The qualitative evalua-
tion in [62] offers thematic insights but lacks measurable evidence.
The quantitative evaluations show statistical improvement only
across some intended learning goals [46, 57, 63], omit effect sizes
[46], do not justify statistical test assumptions [46, 57], and use
mean score changes limiting statistical validity [38]. Conversely,
we achieve statistically significant improvement across all learning
objectives and maintain credibility and validity by reporting effect
sizes (medium to large), 95% confidence intervals, and validated
test assumptions. Further, we capture students’ perceptions of PETs
programming and their perceived role in privacy protection, in-
sights crucial for tailoring curricula that offer technical competency
and a sense of professional involvement. Most importantly, we use
these findings to interpret changes in students’ privacy mindset,
an important determinant of their future behaviour [13]. We also
examine assessment quality and engagement, which are important
for improving instruction but are missing in prior work. Moreover,
contrary to the existing studies, we propose curriculum improve-
ments based on our findings.

This methodological rigour sets our work apart and strength-
ens the credibility of our insights into curriculum effectiveness.
While the findings may vary depending on the cohort or instruc-
tor, our evaluation strategy is generalisable due to its grounding
in real-world privacy demands. Even CS courses outside the pri-
vacy domain can benefit from our approach (e.g., tailor content for
different learners), further increasing the generalisability.

3 Methodology
The proposed privacy curriculum was piloted with third-year CS
undergraduates at the University of Auckland, New Zealand. It was
integrated into the existing COMPSCI 316 cybersecurity course (12
weeks). The privacy lessons were taught in weeks six and seven of
the cybersecurity course using six hours of lectures and a tutorial
session. Recorded lectures were provided to the students, allowing
them to revisit the material. The tutorial session was a revision of
the lectures, in which the students were given time to complete
eight questions: six multiple choice and two essay type, followed
by a discussion with a graduate teaching assistant. Prerequisites
for the cybersecurity course and the lessons covered before week 6
is shown in Appendix B.

3.1 Learning Outcomes
We employed the backward design strategy of curriculum design
[45], where the learning outcomes are first defined, followed by
the teaching content creation. This method allowed us to align the
lessons and assessments to the intended learning outcomes. To
contextualise the learning outcomes of the curriculum, we used
the privacy-related challenges computing professionals face, which
were reported in the interview-based research studies [2, 3, 29, 47,
59, 61]. We defined three broader learning outcomes that provide
knowledge and skills to counter these identified challenges: 1. Stu-
dents know the need for privacy, 2. Students know existing privacy
protection mechanisms, and 3. Students can implement privacy pro-
tection mechanisms. “Students know the need for privacy” instils
a sense of care in protecting others’ privacy. Without this initial

motivation, the students will not understand the importance of
developing privacy-preserving software. “Students know existing
privacy protection mechanisms” improves students’ ability to iden-
tify which technique to use in different contexts when protecting
privacy. Finally, “Students can implement privacy protectionmecha-
nisms”, enhances their competency in integrating privacy measures
into real-world applications.

The broader learning outcomes were further divided into more
manageable and measurable ones (Table 1). They span different
cognitive levels proposed in the revised Bloom’s taxonomy [35]: re-
member, understand, apply, analyse, evaluate and create. For exam-
ple, defining privacy is a remembering activity, while programming
PETs covers applying, which is more advanced than remembering.
Table 7 in Appendix A maps each learning outcome to its corre-
sponding cognitive level. To create lessons and exercises that sup-
port these learning outcomes, we synthesised content from privacy
education research [17, 38, 46, 57, 62, 63], other privacy research
[8, 11, 15, 37, 50, 66, 76] and online resources [22, 49, 52, 54, 60].
Appendix A includes a detailed description of the lessons developed
along these learning outcomes.

3.2 Data Collection
To answer the research questions, we collected data through surveys
and assessments. The students were given two surveys: before (pre)
and after (post) the privacy lectures. They were instructed to enter a
pseudonym for their name during the pre-survey and post-survey so
we could pair their responses anonymously. Regarding assessments,
we used four ways to collect data to evaluate the learning outcomes,
including optional exercises, mid-semester test (MST), assignment
and the final exam. The IRB of the university approved the data
collection and usage. All data were anonymised according to the
ethics guidelines.

3.2.1 Pre-Survey. The pre-survey consisted of seven items (LP1
to LP7), including six Likert items and one open-ended question.
The items corresponded with the learning outcomes. In the Likert
items, the students had to self-rate themselves on different response
scales (e.g., “I don’t know” to “I’m an expert” or “not aware” to “very
aware”). The ‘neutral’ option was removed from the responses as
it was not conceptually meaningful for those questions, and stu-
dents could have used it to avoid answering the item [32]. We used
AhaSlides2, an interactive presentation platform, to conduct the
pre-survey. Students accessed it via a QR code, and responses were
displayed after all submissions. By framing the activity as part of the
learning experience, we aimed to promote more honest responses.
The survey was provided as a Google form for the students who
failed to attend the first lecture. To ensure the data quality, we
removed the straightlining responses (giving the same response to
consecutive questions [42]).

LP1 : What is “Privacy”?
LP2 : Rate your awareness regarding privacy threats in the offline

world.
LP3 : Rate your awareness regarding privacy threats in the online

world.

2https://ahaslides.com/
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Table 1: Learning outcomes of the proposed curriculum and the methods used to evaluate those outcomes.

Broader Outcome Learning Outcome
Evaluation

Optional
Exercises MST Assignment Final

Exam

Students know the need for
privacy

LO1 Students can define what privacy means ✓ ✓

LO2
Students can explain why privacy is important for indi-
viduals, society, and organisations ✓ ✓

LO3
Students can classify different privacy threats
according to the LINDDUN threat model ✓ ✓ ✓ ✓

LO4
Students can generate a plan to improve the privacy cli-
mate of a software organisation ✓

Students know existing privacy pro-
tection mechanisms

LO5
Students can distinguish privacy protection
mechanisms from security protection mechanisms ✓ ✓

LO6
Students can select suitable technical and non-technical
privacy protection mechanisms for a given software ap-
plication scenario

✓ ✓ ✓ ✓

Students can implement privacy
protection mechanisms

LO7
Students can implement pseudonymisation,
k-anonymity and differential privacy using Python ✓ ✓

LO8
Students can justify their own decisions taken
during the implementation of pseudonymisation,
k-anonymity and differential privacy

✓ ✓ ✓

MST = Mid Semester Test

LP4 : Rate your ability to identify privacy vulnerabilities and pri-
vacy threats.

LP5 : Rate your confidence in trying to mitigate the identified
privacy threats.

LP6 : Rate your skill level required to mitigate the identified pri-
vacy threats.

LP7 : Which mechanisms can be used to protect data privacy dur-
ing software development?

3.2.2 Post-Survey. The post-survey included three main sections
corresponding to the defined research questions: learning progress,
perceptions of the programming lessons and perceptions of the
role in privacy protection. In addition, it included an open-ended
question at the end of the survey for additional comments. Since
this survey was long, we avoided conducting it during the lectures
and provided it through a Google Form. To motivate participation,
we offered one bonus mark to each participant if the total number
of responses exceeded 150. The survey was given during week 10,
two weeks after the last privacy lecture, giving students time to
process and reflect on the content.

Learning Progress. Students were first presented with a list of
privacy topics covered in the course. They were asked to indicate
whether they had learned about each topic before the course and,
if so, to specify the learning resource: school, other university
courses, external courses, social media, books, research papers,
and other. We specifically added this question to the post-survey
rather than the pre-survey, as students were expected to develop a
clear understanding of the topics by that time. The topics included:

• The meaning of “Privacy”
• Social aspect of privacy
• Importance of privacy protection for individuals
• Importance of privacy protection for organisations
• Data privacy

• Privacy threats (LINDDUN or other)
• Different types of PETs
• Programming PETs

Then, to evaluate the progress along the learning outcomes, we
included the same questions from the pre-survey (LP1 to LP7) in the
post-survey. As a complementary measure, we asked the students to
indicate the perceived improvement in their overall understanding
of privacy using a seven-point scale.

LP8 : “The offered privacy lessons improved my understanding
about privacy.” On a scale of 1 to 7, how much do you agree
with the above statement?

Perceptions of the Programming Lessons. In the post-survey, we
included eight seven-point Likert items (PP1 to PP8) to retrieve
students’ feelings towards the programming lessons. To ensure the
validity of the responses, we wanted to identify the students who
attended (or watched) at least one programming lecture out of the
three. For this, the survey asked students whether they attended
(or watched) the lectures with options: No, Partially, or Yes.

PP1 : Too much work
PP2 : The exercises were hard
PP3 : It was interesting to convert theory into practice
PP4 : It helped me to understand more about the theory
PP5 : I wish I had more exercises
PP6 : It motivated me to program other PETs
PP7 : It showed me how privacy relates to software development
PP8 : It motivated me to try PETs in my software projects

Perceptions of the Role in Privacy Protection. In the final part, we
wanted to investigate how students interpret their involvement in
privacy protection. We included four questions: three seven-point
Likert items (PR1 to PR3) and one open-ended question (PR4).
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PR1 : How would you rate the relevance of the weeks 6 and 7
content to Computer Science undergraduates?

PR2 : How important do you think it is to include the weeks 6 and
7 content in undergraduate Computer Science courses?

PR3 : How well did the content from weeks 6 and 7 make you feel
about your responsibility to protect privacy?

PR4 : How do you think the content covered in weeks 6 and 7 will
help you in your future profession?

To validate the post-survey responses, we applied the following
exclusion criteria.
EC1 : Straightlining
EC2 : Have learned PETs programming from school
EC3 : Responded ‘No clue’ to ‘What is privacy?’ but responded

that they had learned privacy and programming PETs from
various sources before the course

EC4 : Have learned different PETs and programming PETs from
other sources before the course but failed to name a single
PET as a privacy protection mechanism

EC5 : Have responded ‘No’ to ‘Have you ever learned different
PETs before the course?. However, responded ‘Yes’ to ‘Have
you ever learned programming PETs before the course?’

3.2.3 Assessments. To encourage students in discussions, we pro-
vided eight optional exercises and purposefully did not provide
answers to some of the exercises. The MST (20 questions) and the
final exam (50 questions) were multiple choice questions based tests.
The number of privacy-related questions in the MST and the final
exam were two and four, respectively. The assignment was released
in the end of week six. It contained five questions: three essay type
and two programming-related. Since addressing privacy concerns is
considered a collaborative effort during software development [51],
we wanted the students to build that experience by completing the
assignment as a group. They were given one week to form groups
of five, except for one group of six, due to the total of 221 students.
We expected that the students’ diverse societal backgrounds would
lead to interesting brainstorming sessions. The students were asked
to explain their individual contributions to help us understand their
collaborative efforts.

3.3 Evaluation
We adopted a mixed methods approach combining quantitative and
qualitative analyses to evaluate the curriculum.

3.3.1 Pre and Post Surveys. The survey responses were intended
to be paired. However, only 25 students correctly entered match-
ing pseudonyms in both surveys, limiting our ability to conduct
evaluation methods that handle paired data.

Learning Progress. First, we cross-tabulated prior privacy knowl-
edge and learning resources, which allowed us to identify knowl-
edge gaps and assess the contribution of different resources to
improve the privacy knowledge of CS students. Then, we analysed
the learning progress using responses of LP1 to LP8.

LP1 to LP6 were Likert items intended for paired comparison.
While the Wilcoxon signed-rank test [74] is suitable for evaluating
such paired ordinal data, we did not apply it due to the limited num-
ber of paired responses. Thus, we analysed LP1 to LP6 responses
using the Mann–Whitney U test [43]. This test was appropriate as

the responses were unpaired, non-normally distributed, and ordinal
[48]. The comparison of the response distributions is included in
Appendix D, Figure 9. The null hypothesis for each Likert item
was, “There is no significant difference between the distributions
of the pre-survey and post-survey responses”. The asymptotic sig-
nificance (2-tailed p value) was used to validate the hypotheses. To
quantify the strength of the difference between the distributions,
we calculated eta-squared effect size [69] with 95% confidence inter-
vals. The eta-squared value is interpreted as small (<0.05), medium
(0.06 - 0.13) and large (≥ 0.14) [30].

For the LP7 open-ended question, we visualised the responses
through word clouds. Since the dataset sizes of pre- and post-
surveys were different, our effort here was not to compare the fre-
quencies of the answers. Instead, we observed interesting patterns
in the responses, such as increased references to privacy-specific
measures after the lessons.

Lastly, to reflect the improvement in students’ understanding of
privacy, we calculated the central tendency of item LP8 using the
median measure.

Perceptions of the Programming Lessons. We performed Ward’s
hierarchical clustering [71] on Likert items PP1 to PP8 to identify
different learner groups so that we can design more targeted pro-
gramming lessons in the future. This clustering method is suitable
for our analysis since we do not have a defined number of clus-
ters before the clustering process [77]. We first reverse-scored the
negatively worded Likert items. Then, to improve the interpretabil-
ity of the clusters, we conducted dimensionality reduction using
principal axis factoring [10] and identified three latent factors to
represent the eight Likert items. Finally, hierarchical clustering
was performed on these latent factors. The number of clusters was
verified using the validation method presented in [77], in which the
sudden spike in the agglomeration schedule coefficients is selected
as the stage where clustering is stopped.

Perceptions of the Role in Privacy Protection. We evaluated the re-
sponses of PR1 to PR3 Likert items in two ways. First, to understand
the perceived relevance (PR1) and importance (PR2) in learning
privacy and perceived privacy protection responsibility (PR3), we
calculated the central tendency of each item using the median.
Second, to examine how these perceptions related to the overall un-
derstanding of privacy, we calculated the correlation between PR1,
PR2, PR3 and LP8 (understanding of privacy). We used Kendall’s
tau-b correlation since the responses were ordinal, non-normal and
displayed monotonic relationships [55]. The scatter plots showcas-
ing the monotonic relationships are included in Appendix D, Figure
11. The strength of the correlation can be interpreted as negligible
(0.0 - 0.05), weak (0.06 - 0.25), moderate (0.26 - 0.48), strong (0.49 -
0.7) and very strong (≥ 0.71) [73].

Finally, we used Braun and Clarke’s Reflexive Thematic Analysis
(RTA) [9] to interpret the responses of PR4. To draw on subjective
reflections, we used our experience in the software industry, privacy
research, and teaching.We read the responses in multiple directions,
top-down, bottom-up, and middle-out, to familiarise ourselves with
the data and identify patterns without being influenced by a fixed
reading order. When reading the responses, we maintained notes
of our thoughts, which were later used to interpret the results. We
then coded the data in two rounds. The first author independently
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generated the initial codes, and then all authors refined the codes,
replacing some with existing codes and suggesting new ones if
necessary. Finally, we synthesised the codes into three overarching
themes, ensuring they align with the research question RQ3.

3.3.2 Assessments. As a part of the assessment-based evaluation,
we analysed the frequency of attempts on optional exercises as
a proxy for voluntary learning effort. Since these exercises were
ungraded, attempt frequency was interpreted as an indicator of stu-
dents’ initiative in reinforcing their privacy knowledge, an essential
skill for professional growth.

Then, we evaluated the quality of the MST and final exam ques-
tions using the difficulty index (the percentage of students who
correctly answered the question) and the discrimination index (per-
formance differentiation between high and low 27% scorers) [25].
The difficulty index (DIF) varies from 0 to 100%, where questions
are categorised as easy (>70%), acceptable (30-70%), and difficult
(<30%) [26]. The discrimination index (DIS) ranges from -1.00 to
+1.00, where negative values indicate non-discriminating questions,
while positive values suggest poor (<0.15), marginal (0.15–0.24),
good (0.25–0.34), or excellent (≥ 0.35) discrimination [26].

Unlike the optional exercises, the MST, and the final exam, we
could not evaluate the assignment. Most groups did not clearly
explain individual contributions; as such, we could not confirm
whether a considerable number of students had equal exposure to
all questions. Consequently, we excluded the assignment results
from the evaluation process.

4 Results
This section presents the results of the surveys and assessments.
Of the 221 students enrolled, 86 and 139 responded to the pre- and
post-surveys, respectively. 35 responses from the post-survey were
omitted according to the exclusion criteria EC1 (2), EC2 (14), EC3
(2), EC4 (15), and EC5 (2) mentioned in Section 3.2.

4.1 Learning Progress
During the post-survey, students had to self-report whether they
had learned the privacy content before the course. Figure 1 depicts
the responses to this question. Overall, students were more familiar
with basic concepts related to privacy, such as the meaning of
privacy (n = 67), the social aspect of privacy (n = 66), the importance
of privacy protection for individuals (n = 74) and organisations (n =
57), and data privacy (n = 62). Students relied primarily on informal
learning resources such as social media rather than formal academic
materials to learn these topics. Striking unfamiliarity was reported
regarding advanced topics such as privacy threats (n = 12), different
types of PETs (n = 4) and programming PETs (n = 2), which are
crucial for privacy-aware software development.

The responses to the Likert items LP1 to LP6 are visually pre-
sented in Appendix C, Figure 5. In the post-survey, most students
positively responded to these items compared to the pre-survey. As
shown in Table 2, this observed difference was statistically signifi-
cant (p < .001) across all six items, rejecting their null hypotheses
of equal distributions. All Likert items except LO2 had a large effect
size (≥ 0.14). The Likert item LO2 had a medium effect size (0.06).

The responses to the open-ended question LO7 are depicted as
word clouds in Figure 2. These responses suggest that the students

struggled to distinguish between privacy and security (e.g., access
control, authentication) protection mechanisms. This observation
resonates with the confusion between privacy and security among
the CS professionals interviewed during privacy research [27, 53].
In the post-survey responses (Figure 2.b), most students could recall
the three PETs they programmatically implemented out of the six
PETs they learnt. Security measures are still confused with privacy
measures in the post-survey responses. However, more diverse
privacy protection mechanisms were mentioned. Thus, it is clear
that the privacy lessons have instilled a better awareness of privacy
protection mechanisms. Overall, the responses from LO1 to LO7
indicate an improvement in the students’ knowledge. This finding
is also validated by the responses of LO8 (median = 6), which asked
the students if the lessons improved their understanding of privacy.
LO8 responses are visually presented in Appendix C, Figure 6.

4.2 Perceptions on PETs Programming
This section presents how different learner groups perceived the
PETs programming lessons.We extracted the post-survey responses
of the Likert items PP1 to PP8 of 81 students who completed at least
one programming lesson. The responses are visually presented in
Appendix C, Figure 7. As depicted in Table 3, we could group the
eight Likert items into three factors following high factor loadings
(>0.4). We named these factors Ease of Completing Tasks, Program-
ming Motivation and Applied Learning based on the items grouped
under them. According to Cronbach’s alpha (0.827, 0.807, 0.785),
each factor represented a high internal consistency, indicating that
the Likert items under each factor reliably measure the same under-
lying construct [67]. Next, we inspected how different learners are
grouped under these three factors using hierarchical clustering. We
stopped the clustering at stage 76 as we observed the first sudden
spike in coefficients between stages 76 and 77 [77], resulting in five
clusters. The scree plot depicting this scenario and the dendrogram
are included in Appendix D, Figure 10.

Following are the descriptions of the five learner groups (clusters)
we identified. These groups are summarised in Table 4.

Capable but Unengaged. Compared to the other groups, these
learners found it easier to complete the programming tasks (median
= 6). While they perceived that programming helps to map privacy
theories into practice (median = 5.33), they showed less enthusiasm
to engage in programming activities (median = 3.33).

Moderately Engaged Learners. This learner group is the largest
among the five (n = 34). Students in this group reported neither
difficulty nor ease in completing tasks (median = 4.00). They showed
a moderate motivation towards programming PETs (median = 4.33).
In contrast, the students demonstrated a notable positive attitude
towards applied learning (median = 5.67).

Hands-On Learners. This group easily completed the tasks (me-
dian = 5.00) and was highly motivated to participate in program-
ming PETs (median = 6.67). They perceived programming as ex-
tremely valuable in understanding theory, with the highest response
to applied learning (median = 7.00).

Perseverant Learners. Despite reporting the lowest ease in task
completion (median = 2), students in this group maintained a
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Figure 1: Students’ familiarity with different privacy topics before taking the course. The figure also reports the resources
students used to gain prior knowledge.

Table 2: Mann–Whitney U test results indicating the learning progress of the students.

Likert Item Pre/Post Mean Rank U Z Score p 𝜂2 [95% CI]

LP1 What is “Privacy”? Pre 75.61 2761.50 -5.1614 <.001 0.14 [0.06 - 0.26]Post 111.95

LP2 Rate your awareness regarding privacy threats in the offline
world

Pre 82.09 3319.00 -3.4946 <.001 0.06 [0.02 - 0.15]Post 106.59

LP3 Rate your awareness regarding privacy threats in the online
world

Pre 73.10 2545.50 -5.7743 <.001 0.18 [0.09 - 0.27]Post 114.02

LP4 Rate your ability to identify privacy vulnerabilities and privacy
threats

Pre 70.40 2313.50 -6.1645 <.001 0.20 [0.12 - 0.31]Post 116.25

LP5 Rate your confidence in trying tomitigate the identified privacy
threats

Pre 71.83 2436.50 -5.8237 <.001 0.18 [0.09 - 0.28]Post 115.07

LP6 Rate your skill level required to mitigate the identified privacy
threats

Pre 71.65 2421.00 -5.7978 <.001 0.18 [0.09 - 0.28]Post 115.22

U = Mann-Whitney U rank, p = 2-tailed significance, 𝜂2 [95% CI] = eta-squared effect size with 95% confidence interval.

relatively high motivation to program PETs (median = 5). They
favourably viewed the applied learning experience of the program-
ming tasks (median = 5.33).

Struggling Learners. This small group (n = 7) faced high difficulty
in completing tasks (median = 2) and had very low motivation for
programming (median = 2). They also reported low perceived value
in the active learning experience (median = 3.67).

Figure 3 visually depicts the programming perceptions of each
learner group along the three latent factors. We used notched box-
plots so that it is possible to visualise the confidence interval (notch)
around the medians [72]. Non-overlapping notches in two boxplots
indicate a significant difference between their medians. For example,
both perseverant and struggling learner groups have overlapping

perceptions about the ease of completing the programming tasks.
However, their perceptions significantly differ regarding the moti-
vation to program PETs and applied learning.

4.3 Role in Privacy Protection
In analysing how students perceive their involvement in privacy
protection, we found that over 75% responded positively to the
Likert items PR1 (median = 6), PR2 (median = 6) and PR3 (median
= 5.5). The responses of these Likert items are presented in Appen-
dix C, Figure 8. The Cronbach’s alpha of the three items is 0.834,
indicating a high internal reliability [67]. Next, we analysed how
these items correlated with the improved understanding of privacy
concepts (LP8). As illustrated in Figure 4, LP8 indicated a strong
positive relationship with the perceived relevance (r = 0.595, p <
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(a) Pre-survey (b) Post-survey

Figure 2: Responses to the open ended question LP7: “Which
mechanisms can be used to protect data privacy during soft-
ware development?”

Table 3: Principle axis factoring performed on the Likert
items that measure the perceptions towards PETs program-
ming. Three factors were identified: Ease of Completing
Tasks, Motivation to Program, and Applied Learning.

Likert Item
Ease of

Completing
Tasks

Motivation
to

Program

Applied
Learning

PP1
They helped me to un-
derstand more about the
theory

.102 .256 .814

PP2 It was interesting to con-
vert theory into practice .202 .770

PP3
They showed me how
privacy and software de-
velopment relates

.131 .269 .644

PP4 They motivated me to
program other PETs .954 .151

PP5
They motivated me to
try PETs in my software
projects

.679 .375

PP6 I wish I had more exer-
cises .569 .233

PP7 The exercises were easy .883
PP8 Manageable Workload .736 .223

The Likert items grouped (orange color) under each factor had higher factor
loadings (>0.4)

.001) and importance (r = 0.56, p < .001) of the privacy lessons
and showed a moderately positive correlation with the perceived
responsibility (r = 0.486, p < .001).

Then, we analysed the responses to the open-ended question
PR4 to observe how students relate the learnt privacy content to
their professional lives. We narrowed the comments to three over-
arching themes: the early stage of responsibility, privacy-aware soft-
ware development, and narrowed perspective on positioning privacy
knowledge. Most responses indicated that the students knew the
importance of protecting privacy. However, their level of intended
engagement in privacy protection varied. Table 9 in Appendix F
includes the codes, themes and example excerpts.

Table 4: Five learner groups based on their perceptions to-
wards PETs programming lessons.

Learner
Group
(Cluster)

Cluster
Size

Median

Ease of
Completing

Tasks

Motivation
to

Program

Applied
Learning

Capable but
Unengaged

17 6.00 3.33 5.33

Moderately
Engaged

34 4.00 4.33 5.67

Hands-On 7 5.00 6.67 7.00
Perseverant 16 2.50 5.00 5.33
Struggling 7 2.00 2.00 3.67

Early Stage of Responsibility. Some students (n = 14) planned
to be more cautious about privacy concerns. However, despite this
vigilance, their comments did not display intentions to take proac-
tive steps towards privacy protection.

“Now I have a more baseline understanding of privacy
importance, and in particular ways its can be threat-
ened”

“The content will make me aware of these issues, and
include it in my thinking process”

“I plan to work with technology in the future so privacy
will be very important and information/data will need
to be protected”

A few students explicitly showed an interest in protecting their
privacy rather than the privacy of others.

“be aware of sharing my personal details through ev-
erything I interact with”

“When I search for some information on the internet, I
will be more careful to share my information”

Privacy-Aware SoftwareDevelopment. This overarching theme
reflects the students’ intentions to apply the learnt knowledge in
privacy-preserving software development. We further divided this
theme into three sub-themes: privacy-first approach, contribution
through programming and ownership in privacy protection.

Privacy-First Approach. Students intended to consider privacy a
core element in the software design process rather than an after-
thought. Some specifically appreciated the privacy-first proactivity
due to the newfound awareness of privacy issues.

“When it comes to projects, I think it’s a good idea to
adopt a ‘privacy first’ mentality. So when developing
programs, privacy will be one of themain considerations
to cater to”

“It allowed me to notice more privacy issues in the world
around me and I think it will be helpful in the future so
that I can incorporate privacy principles into my designs
from the beginning stages”

Two students acknowledged their disagreement with privacy as
an afterthought mentality.

976



Reshaping the Privacy Mindset of Computer Science Undergraduates Proceedings on Privacy Enhancing Technologies 2025(4)

Figure 3: Visual representation of the five learner groups according to their perceptions towards programming PETs. The
groups had varying perceptions regarding the ease of completing tasks, motivation to program PETs and applied learning.

Figure 4: Correlation between PR1 (perceived lesson rele-
vance), PR2 (perceived lesson importance), PR3 (perceived
responsibility) and LP8 (privacy understanding).

“I’m genuinely surprised that privacy isn’t a permanent
topic in COMPSCI 316. I think this will definitely help
me prioritise privacy in future projects as it is already
often forgotten and only implemented when there is a
privacy breach”

“Being more conscious of building privacy protection
measures into software projects rather than as an addi-
tion”

Contribution Through Programming. Several students (n = 8)
focused on the programming skills gained through the lessons.
They reflected on how the coursework helped reinforce the idea
that privacy can be incorporated into programmers’ workflow.

“assignment 2 made me more familiar with the PETs we
covered and the experience implementing them will be
good to draw from”

“Before week 6 & 7 I had trouble understanding how our
knowledge in cyber security could be put into practice in
the real world, and getting a glimpse of it through coding
different PETs was very helpful in that understanding”

Furthermore, two students latently conveyed that privacy pro-
gramming is a crucial skill for professionals, attaching some value
to that skill.

“I have tried to code for privacy which did make me
think about how do real professionals achieve that. So
that can be useful for my future career”
“An understanding of how privacy can be implemented
in an application is helpful, because it should be a key
requirement for any developer”

Ownership in Privacy Protection. A few students (n = 4) expressed
their intention to actively contribute towards privacy protection.
These comments reflect a strong sense of ownership over privacy
protection during software development. Some students planned to
apply the learnt knowledge in personal projects, displaying a clear
commitment and enthusiasm to taking action.

“I will be implementing a PET (K-anonymity) into my
own personal project”
“Basic understanding of privacy so I can search for more
to learn more to implement in work or even further
studies :)”

Additionally, one student reflected on existing privacy issues in
a past project and was confident about improving it.

“It tells me the importance of protecting privacy. I know
why my previous website work is unsafe and knows
how to improve it”

One student shifted from a compliance-driven privacy protection
approach to a more internally committed one. Initially, the student
followed privacy policies at work out of obligation. However, after
engaging with the course content, the student began to grasp the
underlying importance of data privacy protection and the rationale
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behind the policies and training. The student felt more empowered
to take ownership of privacy protection.

“As someone who currently works in one of the largest
tech companies, we have a lot of policies regarding data
privacy protection. I was following them out of compli-
ance, knowing that violations lead to paperwork. The
lecture content regarding data privacy helped me un-
derstand why we need to protect data privacy in the
first place. It has also given me insight into why I have
to complete our mandatory training, and helped me
understand why there is a need to put these training
modules into practice”

Narrowed Perspective in Positioning Privacy Knowledge.
Several students (n = 12) struggled to articulate how to apply the
learnt privacy knowledge in their future careers. Some explicitly ex-
pressed their uncertainty through comments such as “unsure”, “no
clue”, “I’m not sure if it will”, while some questioned the relevance
of privacy knowledge to their professional paths.

“not much, not that relevant for what I want to do”
“I don’t think it will be particularly useful for me”

Despite gaining a better understanding of privacy, one student
was reluctant to use the gained knowledge, citing the difficulty in
applying it in practice.

“Not toomuch, it improvedmy understanding but putting
it into practice looks too much of a hassle”

Fragmented understanding of the gained knowledge was also
evident. For example, a student expressed a positive view of PETs.
However, the response overgeneralised the usage of PETs, suggest-
ing that they could be applied to any form of data handling, which
is not necessarily true. The response also reflected a tendency to
frame privacy protection primarily in terms of programming PETs.

“It was really good to learn about the few common pets
and I believe that it’ll be useful in any form of data han-
dling. It’s quite rare for us to think of what will happen
in the future and if we’re going to be implementing any
of the PETs learnt in class although it’s good to have
understanding”

Additionally, several students failed to understand how the learnt
knowledge fits diverse professional domains. For example, one as-
sociated privacy knowledge primarily with cybersecurity-related
professions, and another assumed that privacy concepts were es-
sential for every Information Technology based industry, which
may not hold, particularly when personal data is not used.

“If I end up working in the field of cybersecurity, it will
be very helpful, including that I will be able to commu-
nicate with people more calmly in future employment
and will not offend them”
“Basically, any IT industry will require privacy knowl-
edge.”

4.4 Assessments
The student engagement with the optional exercises is presented
in Table 5. The average completion rate of the optional exercises
was very low (22.74%). Most students were interested in completing

Table 5: Student engagement with the optional exercises.

Optional Exercise Count
(n = 221)

Whispers and Echos 65
A Day in Your Life 52
Be Mindful 43
Track Privacy Threats 5
More Than Privacy Protection 11
Which PET(s) Do You Need? 6
Week 6 Practice Quiz 152
Differential Privacy 68

Table 6: The difficulty and discrimination indices of the mid
semester and final exam questions.

Question DIF DIS

What type of threat is this (scenario)
according to the LINDDUN threat model?

58 0.35

M
ST

Select the suitable PETs for the given
software scenario

38 0.40

What is incorrect regarding the LINDDUN
threat modelling?

62 0.31

Which of the following is not a key factor to
consider when selecting a PET for software
applications?

74 0.56

What is/are the correct conclusion/s that
can be taken by analysing the given
k-anonymity code?

39 0.32Fi
na
lE

xa
m

Which epsilon has the highest probability of
generating the noisy result 1000.17 for the
given query if the real value is 1000?

42 0.48

MST = Mid Semester Test, DIF = Difficulty index, DIS = Discrimi-
nation index

the week 6 practice quiz, which allowed them to evaluate their
privacy knowledge before the MST. In addition, even if we expected
the students to initiate discussions about the optional exercises,
especially for those without answers, we did not observe such
interactions on the course’s online discussion platform.

Next, we evaluated the quality of the MST and final exam ques-
tions using item analysis. The results of the difficulty and discrim-
ination indices are displayed in Table 6. Out of all the questions,
the second question of the exam was easy (DIF = 74%) for the stu-
dents. However, it showed excellent discrimination (DIS = 0.56),
i.e., higher-performing students often tend to get that question
correct than lower-performing students. Students find it difficult to
select suitable PETs for a given scenario (DIF = 38%) and answer
the programming question (DIF = 39%). However, both questions
showed acceptable discrimination indices (0.4 and 0.32).

Despite our expectations, the assignment submissions did not
demonstrate significant student collaboration. Only six groups
specifically explained their collaborative efforts. 14 groups divided
the five questions among the members, while 24 groups failed to
specify the individual contributions. Given the limited number of
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students who engaged in collaborative work, we could not confi-
dently determine whether all students had equal exposure to all
the questions. In the final open-ended question of the post-survey,
some students explained how they divided the questions among
the group and completed them individually.

“ I felt as if Assignment 2 being a group assignment
hindered my ability to learn, the way the assignment
was laid out with 5 questions, and 5 members led to the
easy distribution of 1 question per member”

“The questions didn’t necessarily feel connected to each
other to make it a group assignment, once the group had
decided on what question each member was doing, there
was no actual groupwork but just 5 students working
on their own questions individually and then compiling
them for final submission.”

Additionally, one student shared how personal circumstances
made it difficult to engage in group work.

“As I’m working full time and have 2 kids it’s really hard
for me to make time in normal student hours to study
or collaborate with other students so I didn’t want to
jeopardize other students grade just because I couldn’t
make time.”

5 Discussion
In this section, we discuss our findings with reference to the re-
search questions, examine how the curriculum shaped students’
privacy mindset, suggest improvements to the proposed curricula
and report the limitations of the study.

5.1 How Has the Proposed Curriculum
Improved the Privacy Knowledge of
Computer Science Undergraduates?

Before taking the privacy lessons, the students noticeably lacked
the technical knowledge needed to implement privacy protection
in software. They were more familiar with the topics: the mean-
ing of privacy, societal aspects of privacy and the implications of
privacy violations. However, most (94.23%) lacked knowledge of
privacy threats, PETs and PETs programming. In addition, most
students were unaware of different privacy protection mechanisms
(including but not limited to PETs) based on the LP7 responses.

According to the pre-survey, the students have learned or heard
about privacy mainly from informal resources such as social me-
dia rather than formal educational institutions like schools and/or
universities. This observation raises questions about the validity
and depth of their privacy knowledge before the course. For in-
stance, while the pre-survey responses of LP2 and LP3 indicated
that most students were aware of privacy threats, many reported
having no prior knowledge of such threats when asked again in the
post-survey (Figure 1). A plausible explanation is that the students
realised their initial perception of privacy threats was incomplete
or inaccurate after learning the LINDDUN model.

Mann-Whitney U test results suggest that the students showed
higher self-assessment scores for the learning outcomes after the
lessons. This change was noticeably higher in identifying privacy
threats and perceived confidence and skill to mitigate privacy

threats. This observation is due to learning about privacy threats,
PETs and PETs programming, which were noticeable knowledge
gaps before the course. However, there is room for improvement in
raising students’ awareness regarding offline privacy threats, as it
had a medium effect size. This awareness is crucial to eliminate the
misconception - going offline would protect against privacy threats.
For instance, swiping a bank card at a supermarket, a seemingly
offline activity, still creates a digital footprint and exposes card
owners to online threats [17]. Even though the lectures explained
such activities, course assessments heavily focused on identifying
privacy threats generated through online activities or software
functionalities, thus likely leading to the said knowledge gap.

In addition, while less pronounced than in the pre-survey re-
sponses, the knowledge gap of differentiating privacy from security
still existed (LP7 responses). We do not attribute this confusion
to integrating our curriculum within a cybersecurity course due
to several reasons: the curriculum provided explicit definitions of
privacy and security, a visual distinction (Venn diagram) in lesson 2
- data privacy protection, and targeted feedback via the assignment
(Question 3.3). However, the indirect role of security in privacy
protection and low retention of the students might have caused
the confusion. Thus, curriculum improvements that frequently re-
inforce the security and privacy distinction and clearly phrased
survey questions that avoid ambiguity are required.

Key Takeaways

Practical components (e.g., threat modelling, PETs - theory and
programming) should be more emphasised during curricula
design as those knowledge are essential in professional settings
and are rarely acquired through informal resources. Other CS
courses addressing data protection (e.g., database) can also ben-
efit from our lessons, as ACM/IEEE standards endorse such
inclusions [36]. Research should explore tools, teaching meth-
ods, and curricula that lower the barriers to teaching privacy-
focused programming. Lessons should also clarify nuanced
topics like the distinction between privacy and security, where
confusion can often arise.

5.2 How Do Computer Science Undergraduates
Perceive Privacy Programming Lessons?

The clustering analysis revealed five distinct learner groups based
on their perceptions towards PETs programming: capable but un-
engaged, moderately engaged, hands-on, perseverant and struggling.
All groups except the struggling group (8.6%) recognised the value
of the programming exercises in bridging the gap between theory
and practice. Thus, the majority agrees that practical knowledge
is essential to truly grasp privacy concepts, i.e., ‘do it to know it’.
In this context, the proposed experiential exercises contribute to
easing the pressure of privacy regulations, which often instruct
what to do but not how to do when it comes to privacy [34, 58, 61].

Unlike the perception towards applied learning, task completion
difficulty and motivation to program PETs indicated noticeable dif-
ferences among the groups. The ease of completing tasks did not
consistently predict the motivation to program PETs. The perse-
verant group struggled to complete the tasks yet remained highly
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motivated to engage with PETs programming. If task difficulty and
workload were adjusted to be more comfortable, these students
could transition into the hands-on learner group, where the moti-
vation to program and ease of task completion are both high.

Conversely, capable but unengaged students demonstrated a low
motivation to program PETs despite finding the tasks easy to com-
plete. This observation is possible if those students’ interests and
career aspirations are not aligned with programming activities. Re-
ducing the difficulty and workload of the programming tasks alone
would not be enough to increase their programming motivation.
Moderately engaged students, the largest group (41.9%), did not
find the tasks easy or difficult, yet they still saw value in engaging
with them. If task difficulty and workload were fine-tuned, some
students in this group could shift toward higher motivation levels,
similar to those in the hands-on learner group.

Key Takeaways

The difficulty level and design of privacy programming exer-
cises should be tailored to meet various learner needs. This
flexibility would support students with diverse programming
abilities and varying levels of interest in coding. Other program-
ming courses can also use our learner group analysis method
to design more inclusive and engaging exercises. Privacy edu-
cators can readily adapt our shared programming exercises to
suit diverse instructional contexts.

5.3 How Can the Proposed Curriculum Help
Computer Science Undergraduates Realise
Their Role in Privacy Protection?

According to the post-survey responses, most students believed that
privacy lessons are relevant to CS students and that these lessons
should be continued for undergraduates. This finding reflects that
the students recognise the need for professional competence in
resolving privacy matters. The lessons also improved their sense of
responsibility in privacy protection. However, the thematic analysis
showed that this perceived responsibility had different levels.

Some students were vigilant yet did not indicate the intention
to use proactive measures. We believe this is a transitional stage,
where students may require further guidance to realise a stronger
perception of responsibility. Conversely, some students intended to
take proactive steps at work in the future (e.g., adopting privacy-
first design and PETs programming), and some exhibited a strong
internal commitment to protect privacy (e.g., planning to integrate
privacy concepts into personal projects). These varying levels of
perceived responsibility can be due to personal traits, such as hope
of success (expectation to achieve success) and locus of control
(the extent to which individuals believe they have control over
the outcomes of events) [65]. For instance, students who intend to
follow a privacy-first development approach have hope of success
regarding proactive measures, while students who plan to apply
the newfound knowledge in personal projects possess both hope
of success and a strong locus of control.

Further, some students struggled to apply the learned privacy
concepts to their future careers. It is possible that they assumed the

lessons focused on future software developers due to the program-
ming lessons. Alternatively, their career aspirations may fall outside
the CS field. This sense of exclusion can also affect their perceived
responsibility as they no longer see their professional contribution
towards privacy protection. Therefore, adapting the lessons to show
how privacy knowledge can be applied across different career paths
is important. For example, the lessons could show how roles other
than developers can apply their understanding of PETs to choose
privacy-conscious tools.

Key Takeaways

Privacy curricula should emphasise the multidisciplinary na-
ture of privacy protection. This will foster a sense of inclusion
in students, as they realise they can play a meaningful role in
privacy concerns regardless of their career aspirations. Other
CS courses can also use such reflection strategies to help stu-
dents connect their learning to real-world contexts.

5.4 Impact on the Privacy Mindset
Mindset refers to the individuals’ belief system, which shapes how
they interpret information, make decisions, and approach future
behaviour [13]. Mindsets are changeable, and learning experience
is one way to support this change [13]. As such, the learning ex-
perience from our curriculum showed evidence of changing the
privacy mindset of the students.

As discussed in Section 5.1, students demonstrated knowledge
gains across multiple topic areas. This new knowledge reshaped
their beliefs about what privacy is and why it matters. Responses
to the open-ended question PR4 (Appendix F, Table 9) also reflect
this shift. For instance, one student remarked, “Now I have a more
baseline understanding of privacy importance, and in particular ways
it can be threatened”, expressing a clear privacy mindset shift.

Hands-on exercises played a notable role in shaping students’
privacy mindsets. Section 4.3 discussed how some students viewed
privacy as an actionable and achievable ethic in their future pro-
fessional work. They believed privacy should guide their decisions
during system design and development. This attitude reflects a
shift toward taking ownership of privacy protection and adopting
a privacy-first approach to software development. Thus, the cur-
riculum was able to direct students from abstract awareness to a
practical, value-driven stance toward privacy protection.

Overall, the curriculum encouraged most students to reevaluate
their beliefs on privacy, their role in upholding it, and their capa-
bility to integrate it into their future work. Though a few students
expressed frustration with the technical implementation and were
uncertain about applying the learnt knowledge, we believe curricu-
lum improvements (Section 5.5) may help reduce such attitudes
and influence a more confident, actionable privacy mindset.

5.5 Improvements to the Curriculum
We recommend the following improvements to the proposed cur-
riculum based on the evaluation results.
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New Content. We suggest three new content areas to deepen
the understanding of privacy: adversarial perspective, privacy re-
quirement generation, and knowledge application across different
professions.

Adversarial thinking helps students anticipate potential privacy
threats and reinforces the need for privacy protection [46]. Example
exercises include analysing why specific systems are targeted for
privacy breaches, explaining attacks such as website fingerprinting,
and studying real-world privacy breaches. Second, privacy require-
ments generation will assist students in identifying privacy needs
early in the development process [8, 27]. Lessons can teach how to
combine the results of threatmodelling, customer requirements, and
requirements drawn from privacy regulations to compose a com-
prehensive list of requirements. Finally, the course could introduce
a section to explain how the learnt knowledge can be applied across
different professions. Even in software development, students need
to understand how various roles, such as project managers, busi-
ness analysts, quality analysts, and even higher management, can
contribute to protecting privacy. The students who decide to pur-
sue a profession outside the software industry can leverage the
learnt knowledge to make informed choices about privacy-aware
tools, safeguard their data, and protect the privacy of employees
or customers if applicable. By highlighting these diverse applica-
tions, the course could help CS undergraduates view privacy as a
fundamental consideration regardless of their chosen careers.

Privacy vs Security. The lessons and exercises should reinforce
this distinction more clearly and frequently. For example, the cur-
riculum can include real-world scenarios that highlight the differ-
ence, compare security and privacy requirements, and compare
security and privacy protection techniques.

Programming Lessons. The proposed curriculum had few prac-
tice exercises for PETs programming. Providing more hands-on
exercises to practice could reduce the perceived difficulty. Follow-
ing game design theories, these exercises could gradually progress
through different levels of challenge, i.e., easy to difficult, to in-
crease engagement despite learners’ skills [7]. This strategy will
help students gradually improve their programming skills. Further,
the course could include reflective questions during the program-
ming tasks to improve students’ reasoning abilities, understand the
implications of privacy programming and map theoretical knowl-
edge with practical skills. For example, one such question could be:
“What privacy threat, according to the LINDDUN method, might
arise if k-anonymity is not used in this scenario?”.

Assessments. According to the results, students were reluctant to
complete the optional exercises. This observation can likely be at-
tributed to two factors. First, students may have felt disengaged due
to the absence of immediate rewards. This assumption is supported
by the high completion rate of the ‘Week 6 practice quiz’, which
targeted the mid-semester exam. Second, the students might have
felt the essay questions required more effort and time. To address
these issues, the course could award bonus marks for the optional
exercises and maintain a leaderboard for peer-driven motivation
[56]. Further, including diverse questions, such as fill-in-the-blanks
and capture-the-flag challenges, could reduce monotony. [70].

In addition, the group size could be reduced to two or three
persons to make the group assignment more manageable. This
will also ensure that students engage meaningfully with all the
questions. Further, more exploratory questions instead of simple
recall or information lookup questions could be included to improve
the individual gain during the group work [75].

5.6 Limitations
This study is subject to several limitations. First, the study was
conducted at a single institution and in one iteration, constrain-
ing the findings’ generalisability. However, curriculum contents
are generalisable as they were developed in response to industry
demands, aligned with curricular standards [16, 36], and designed
using well-grounded privacy research (Appendix A) and Bloom’s
taxonomy. Further, our transparent and in-depth evaluation sup-
ports methodological reproducibility across different contexts. Sec-
ond, self-reported survey responses are subject to biases and misin-
terpretations. Nevertheless, we filtered out invalid responses using
the exclusion criteria to the best of our ability. In the future, we
aim to improve the survey design by avoiding double-barrelled and
ambiguous questions, eliminating leading statements, and adding
attention-check questions [44]. For example, the security and pri-
vacy confusion observed in LP7 could have been reduced if the
question was rephrased as “Which mechanisms can be used dur-
ing software development to primarily protect data privacy?".
Third, the thematic analysis results are subjective to researcher bias.
However, incorporating all authors in the coding and theme devel-
opment reduces it. Finally, the results are influenced by the quality
of the lessons and teaching methods. We hope that the suggested
curriculum improvements will lead to a higher curriculum quality.

6 Conclusion
This paper presented the design and evaluation of an undergraduate
CS privacy curriculum. It was designed to address the challenges
computing professionals face when embedding privacy into soft-
ware. The curriculum lessons follow a logical progression: teaching
the importance of privacy protection, then systematically identi-
fying privacy threats using the LINDDUN model and introducing
six PETs, with hands-on programming experience in three of them
(pseudonymisation, k-anonymity, and differential privacy). Overall,
the students demonstrated an improvement across the defined learn-
ing outcomes. While most valued the applied learning experience
of programming, they had noticeable differences in motivation to
program and perceived task completion difficulty. We identified five
distinct learner personalities based on these perceptions towards
the programming lessons. In addition, most students acknowledged
the relevance and importance of the proposed content for CS under-
graduates. However, they showed varying levels of responsibility
towards privacy protection. Some recognised the need for privacy
but showed little intention to take proactive measures, some demon-
strated a strong commitment and ownership of privacy protection,
and a few students struggled to relate the learned content to their
future careers. Drawing from these findings, we discussed the pri-
vacy mindset changes of the students, followed by suggestions to
improve the curriculum.
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A The Lessons
A.1 Introduction to Privacy
Without a clear understanding of privacy, it is difficult to establish
its scope, leading tomisinterpretations such as the blurred boundary
between security and privacy. Thus, this lesson first presented a
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definition of privacy proposed by Roger Clarke [12]. This definition
is easy to understand and relatable to the students’ lives.

“Privacy is the interest that individuals have in sustain-
ing a ‘personal space’, free from interference by other
people and organisations”

For the definition to be more relatable, we showed the students
real-life examples that match the notion of privacy (e.g., blinds
in a room, privacy screen on a phone). The lesson also presented
seven dimensions of privacy: body, behaviour, personal communica-
tions, personal data (data privacy), thoughts and feelings, location
and space, and relationships [12, 20]. The intention of presenting
these dimensions was to break the misunderstanding that privacy
is solely about data. Then, the lesson provided how context matters
to privacy [50]. Example questions such as “Can you share a con-
versation you had with your close friends with the whole class?”
were asked to familiarise the students with “contextual privacy”.

Next, the lessons helped students recognise the importance of
protecting privacy. First, we explained the social aspect of privacy in
two ways: 1. privacy is shaped by society and 2. privacy empowers
society. Second, we explained why privacy is becoming a hot topic
by drawing their attention to the exponential data collection and
handling in the evolving digital landscape. Third, we discussed how
offline actions, such as tapping a transportation card on a bus or
paying in a supermarket, can generate online data. These scenarios
showed the students that they cannot escape privacy threats by
going offline. Finally, we explained the consequences of privacy
breaches on individuals and organisations.

A.2 Data Privacy Protection
Computer professionals engage tightly with data privacy when
they develop software that handles personal data. Therefore, in this
lesson, we narrowed the scope of the lectures to data privacy so
that the content would be more relevant to the CS undergraduates.

“Data privacy is the control individuals have to decide
when they are disclosing personal data, to whom they
are disclosing those data and how much data they are
disclosing” [12, 20]

The lesson explained the meaning of personal data using the
definition given in the General Data Protection Regulation [19].

“Personal data are data related to an identified or iden-
tifiable natural person”

However, we pointed out the vagueness of the definition (no
clear boundaries) and then justified why such vagueness is required
due to the context dependency in privacy. Also, we explained how
such vagueness can influence organisations to be more cautious
when handling personal data.

We then explained the concept of ‘digital footprint’ and how it
is generated through intentionally shared data, hidden data, online
activities, data shared by others, and inferred data [17]. Following
this, we taught students how to protect their own data in the digital
world (e.g., cookie blockers, incognito mode).

Next, we presented a case study, “Facebook Cambridge-Analytica
incident”, to prove how poor programming practices and human
errors of the data collectors can lead to data breaches. Following

this explanation, we explained how such instances can be miti-
gated using Privacy by Design [11] (a set of guidelines that help to
consider privacy concerns proactively) and the LINDDUN threat
model [76] (a framework that helps to identify different types of
privacy threats in software systems). Then, we introduced how
organisational privacy climate [5], i.e., the influence of an organisa-
tion’s environment on developers’ privacy-preserving mindset and
behaviour, helps develop privacy-aware software.

A.3 Privacy Enhancing Technologies
The lesson introduced several PETs that can be integrated into soft-
ware to achieve privacy. Through this lesson, the students realise
that privacy can be programmatically achieved in addition to using
non-technical methods, such as privacy policies and settings.

“PETs are technical measures that allow to utilise per-
sonal data while minimising the privacy risks” [52]

We selected six common PETs discussed in survey studies con-
ducted with software developers: pseudonymisation, k-anonymity,
differential privacy, federated learning, homomorphic encryption,
zero-knowledge proof, and synthetic data [14, 24, 47, 58, 78]. The
lesson introduced the definitions, the applicable scenarios, maturity,
weaknesses, and selection criteria of these PETs.

Due to time constraints and to balance student workload, we
selected only three PETs for deeper exploration: pseudonymisation,
k-anonymity, and differential privacy. We selected these three PETs
to provide a balanced perspective on data protection guarantees and
the complexity required to learn and implement. Pseudonymisation,
representing naive models, is the simplest and easiest to apply. K-
anonymity, a probable model, provides stronger guarantees with
moderate complexity in learning and applying. Differential privacy,
a provable model, is the most advanced of the three regarding
learning complexity [31].

A.4 Programming PETs
We taught the students how to program pseudonymisation, k-
anonymity, and differential privacy using Python. We selected
Jupyter as the programming platform due to its interactiveness and
data visualisation properties. During the programming sessions, we
also included supplementary questions (e.g.,“K-anonymity: what
are the quasi-identifiers in this dataset?, differential privacy: what
is the relationship between epsilon and the generated noise?”) so
that the students gradually learn how to justify the decisions taken
when implementing PETs.

Designing programming lessons required significant effort, as
only a few PETs-related resources included guidance (e.g., practical
exercises, code snippets) to adapt PETs programming. Despite this
difficulty, we developed the programming tasks using resources
such as [37, 49, 54, 60]. Each programming lesson started with pre-
processing datasets and then gradually implementing the specific
PET. At any point, students could visualise the outcome in Jupyter
(immediate feedback), allowing them to reinforce their learning.
The preprocessing step helped students make the dataset compat-
ible with the given scenario and the selected PET. It also made
students realise how data preparation assists in privacy protection.

The software scenarios in the questions and datasets were de-
signed using familiar contexts for the students. For example, we
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used the dataset “counselling_data”, which included 500 dummy
data records of university students who participated in counselling
sessions. By using such sensitive data, we also wanted to reflect on
the importance of protecting privacy. Using the same dataset across
different PETs allowed students to observe and compare how each
technique processed the data in distinct ways.

Table 7: Learning outcomes aligned with the cognitive levels
of the revised Bloom’s taxonomy [35].

Cognitive
Level Example Action Verbs

Learning
Objective

Remember recognise, recall, identify LO1
Understand explain, summarise, classify LO2, LO3
Apply execute, implement LO7
Analyse differentiate, organise, attribute LO5
Evaluate check, critique, justify LO6, LO8
Create generate, plan, produce LO4

B The Cybersecurity Course
B.1 Prerequisites
To enrol in COMPSCI 316 cybersecurity course, students must have
completed 2 prerequisite courses: Computer Organisation and Data
Communications and Security. While these prerequisite courses
provide essential technical background for understanding computer
systems and security, they do not include structured instruction on
privacy-related topics.

Computer Organisation. This course introduces the internal work-
ings of a computer system, focusing on how data and algorithms
are represented and executed at a low level. Students explore how
high-level programming is mapped to the machine level. Key topics
include:

• Instruction set architecture
• Data representation
• Assembly (LC3) and C programming
• Memory management

Data Communications and Security. This course provides foun-
dational knowledge of how data travels across networks and the
security of data communication. The first part of the course focuses
on networking, and the second part introduces security mecha-
nisms to protect data during transmission. Key topics include:

• Network topology
• OSI model
• TCP/IP protocols
• Cryptographic principles and usage

B.2 Lessons Covered Before Week 6
Before introducing the privacy lessons, COMPSCI 316 focuses on
core security concepts for understanding system vulnerabilities and
protection mechanisms.

• Authentication
• Access control

• Malware
• Risk management
• Secure software development

These lessons do not overlap with the privacy-specific topics
introduced in weeks 6 and 7.

C Survey Responses

Figure 5: Pre- and post-survey responses of the Likert items
LP1 to LP6

Figure 6: Likert responses for the item LP8
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Figure 7: Likert responses for the items PP1 to PP8

Figure 8: Likert responses for the items PR1 to PR3
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D Statistical Tests

Figure 9: Histograms comparing the pre-survey (blue) and post-survey (red) distributions for the Likert items LP1 to LP6. The
skewness, kurtosis and variance show that pre- and post-distributions are non-normal and different in shape.

Figure 10: Hierarchical clustering dendrogram (left) using the Ward’s linkage. The dendrogram was generated using the SPSS
software. The scree plot (right) visually displays how dissimilarity increases at each clustering step.
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Figure 11: Scatter plot matrix for pairwise relationships between Likert items LP8 (privacy understanding), PR1 (perceived
relevance of the privacy lessons), PR2 (perceived importance of the privacy lessons) and PR3 (perceived responsibility in
privacy protection). Each scatter plot represents the relationship between two variables, with LOWESS (Locally Weighted
Scatterplot Smoothing) curves indicating trends. The transparency of the dots in the scatter plots is inversely related to the
frequency of points at a given location. The histograms show that the selected Likert items have a non normal distributions.
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E Comparison with Related Work

Table 8: Comparison of the proposed curriculum with related research and privacy-related computing undergraduate courses
offered by universities within the top 50 of the Times Higher Education Rankings.
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University
of Auck-
land

Proposed
curriculum

-
•definition
•societal aspect
•contextual privacy
•data privacy
•regulations
•consequences of
privacy breaches-
individuals and
organisations
•privacy by design

✓ ✓ ✓
Data Collection
1. Pre/post surveys with Likert items, grid selection,
and open ended questions
2. Assessments - optional exercises, MST and final
exam

Results
1. Students improved in privacy knowledge, threat
mitigation confidence and skills according to
Mann-Whitney U test, word cloud analysis
and median calculation
2. Identified 5 learner groups based on the
perceptions towards programming usingWard’s
hierarchical clustering
3. Using median calculations, identified positive
trends in perceived role in privacy protection
(perceived importance and relevance of the lessons
and perceived responsibility to protect privacy)
4. Identified positive correlation between privacy
understanding and perceived role in privacy
protection using Kendall’s tau-b correlation
5. Identified 3 themes: early stage of responsibil-
ity, privacy-aware software development, and
narrowed perspective on positioning privacy
knowledge using Reflexive Thematic Analysis
6. Number of attempts showed that students
are motivated by rewards, feedback and different
question designs to attempt excercises.
7. Item Analysis showed balanced difficulty and
discrimination in the mid semester and final exam
MCQ questions.

✓
Pseudonymisation ✓ ✓

K-anonymity ✓ ✓

Differential privacy ✓ ✓

Federated learning ✓ -

Homomorphic
Encryption ✓ -

Zero-knowledge
proof ✓ -

Synthetic data ✓ -
Related Research

- [46] ✓
•definition
•history
•data privacy
•web & mobile
privacy
•adversarial think-
ing

- ✓ -
Data Collection
1. Pre/post surveys with Likert items

Results
1. According to Wilcoxon signed-rank test, stu-
dent confidence in privacy increased after the
course. However, a statistical significant increase
was seen only in 5 likert items: debating privacy
topics, evaluating ethics and business trade-offs,
identifying PETs for personal use and development,
and identifying privacy protection techniques for
databases.

-
K-anonymity ✓ ✓

L-diversity ✓ ✓

Differential privacy ✓ ✓

University
of Califor-
nia, Irvine

[57] -
•risk assessments
•regulations
•privacy policies &
settings

✓ - ✓ ✓
Data Collection
1. Pre/post assessment of multiple choice questions
2. Analysing learning reflection questions

Results
1. According to paired t-test, students improved
knowledge in privacy-social area but not in privacy-
technical area
2. Using Reflexive Thematic Analysis and
grounded theory, lesson feedback were cate-
gorised under 4 main themes: learning, course en-
hancements, application, action

-

✓= provides property; - = missing property; = property not applicable;
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- [63] - •privacy by design - - ✓ -
Data Collection
1. Pre/post surveys - identify ethical issues in 3
scenarios and measure intervention experience

Results
1. Did not observe major improvements in identi-
fying ethical issues
2. The interest in learning more about ethical is-
sues in technical work increased according to fre-
quency analysis
3. According to frequency analysis, students
found the intervention interesting and relevant

-

Prairie
View
A&M Uni-
versity

[38] -
•location privacy
through anonymisa-
tion
•privacy and utility
trade-off

- - ✓ -
Data Collection
1. Pre/post surveys with Likert items

Results
According to mean calculations and frequency
analysis:
1. Students improved awareness, interest, un-
derstanding about privacy disclosure, LBS and
anonymisation
2. Students thought the lab was effective

-

- [62] -
•ethical implications
of data collection
and use

- - - ✓

Data Collection
1. Pre/post surveys
2. Classroom video and audio recording
3. Assessment answers

Results
1. Identified 4 themes: novel data experience, em-
powering vs. unsettling data experiences, experi-
encing data privacy, and situated knowledge and
responsible caring using grounded theory ap-
proach
* Results of the surveys and multimedia data were
not provided in this paper

-

University Courses

University
of Oxford

Deep Learning in
Healthcare - - -

Federated learning ✓ -
-

Differential privacy ✓ -

Harvard
Univer-
sity

CS105 Privacy
and Technology ✓

•theoretical back-
ground
•societal aspect
•legal perspective
•anonymity
•re-identification
•surveillance
•tracing and tapping
•emerging technolo-
gies (AI)

✓ Differential privacy ✓ - -

CS1260 Fairness
and Privacy:
Perspectives
from Law and
Probability

✓ •algorithmic founda-
tions for privacy - Differential privacy ✓ - -

Princeton
Univer-
sity

COS109 Comput-
ers in Our World -

•personal informa-
tion
•surveillance
•tracking
•protection
measures-users

- - ✓

ECE432 Informa-
tion Security - •privacy technolo-

gies - - -
✓= provides property; - = missing property; = property not applicable; Course names in blue text are hyperlinks to the respective course pages.
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Stanford
Univer-
sity

CS155 Computer
and Network Se-
curity

-
•definition
•data sharing
•tracking
•anonymity

- Tor ✓ - ✓

CS182 Ethics,
Public Policy,
and Technologi-
cal Change

-

•definition
•societal aspect
•privacy paradox
•regulations
•anonymisation

-
Differential privacy ✓ -

✓Homomorphic
encryption (high
level)

✓ -

Caltech
CS162 Data, Al-
gorithms and So-
ciety

- •mentions privacy - - -
University
of Cal-
ifornia,
Berkeley

COMPSCI195 So-
cial Implications
of Computer
Technology

-
•tracking
•regulations
•threats-users view
•protection
mechanisms-users

- - ✓

ETH
Zürich

252-0211-00L In-
formation Secu-
rity

-
•motivation and
definitions
•policies and policy
languages
•mechanisms
•anonymity
•application case
studies: mix net-
works and crowds

- - -

University
of
Chicago

CMSC10434
Technology and
Privacy in the
Digital Age

✓

•historical founda-
tions
•societal aspect
•cultural aspect
•policies

- - -

CMSC23206
Security, Privacy,
and Consumer
Protection

-
•consumer privacy
•censorship
•platform content
moderation
•data breaches
•government
surveillance
•regulations

- - -

CMSC23210 Us-
able Security and
Privacy

-

•regulations
•privacy notices
•anonymity
•online data collec-
tion
•contextual in-
tegrity

- - ✓

CMSC23218
Surveillance
Aesthetics: Provo-
cations About
Privacy and Secu-
rity in the Digital
Age

-

•anonymity
•privacy notices
•data-driven privacy
tools
•user-perspective

- - -

CMSC23800
Adversarial Ma-
chine Learning

-
•privacy of ML mod-
els
•privacy attacks

- - -

DATA25900
Ethics, Fairness,
Responsibility,
and Privacy in
Data Science

- •privacy issues - - -

CMSC25910
Engineering for
Ethics, Privacy,
and Fairness
in Computer
Systems

-

•privacy invasive-
ness of computer
systems
•algorithmic ap-
proach

- - -

✓= provides property; - = missing property; = property not applicable; Course names in blue text are hyperlinks to the respective course pages.
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Johns
Hopkins
Univer-
sity

EN.601.104 Com-
puter Ethics - •privacy issues - - -

EN.601.443 Secu-
rity & Privacy in
Computing

- •mentions privacy - - -

EN.601.124 The
Ethics of Artifi-
cial Intelligence
and Automation

- •mentions privacy - - -

National
Univer-
sity of
Singa-
pore

CS4267 Algorith-
mic Foundations
of Privacy

✓

•anonymity
•data privacy
•privacy attacks
(inference & recon-
struction)

-
Differential privacy ✓ -

-
Tor ✓ -

University
College
London

COMP0061 Pri-
vacy Enhancing
Technologies

✓

•private communi-
cations
•anonymous com-
munications
•traffic analysis
•interdisciplinary
aspects
•cryptographic
protections

-
Differential privacy ✓ -

Zero-knowledge
proof ✓

COMP0056 Peo-
ple and Security -

•data protection
•privacy by design
•PST model
•Surveillance,
dataveillance,
and sousveillance

- - -

Carnegie
Mellon
Univer-
sity

15330 Introduc-
tion to Computer
Security

- •mentions privacy - - -
15316 Software
Foundations
of Security &
Privacy

- - - Differential privacy ✓ - ✓

Duke Uni-
versity

COMPSCI351
Computer Secu-
rity

-
•technologies to sup-
port online
privacy (not listed)

- - -

Northwes
tern Uni-
versity

COMPSCI496 Se-
curity and Pri-
vacy Education

- •analysing privacy
education ap-
proaches for users
and technology
designers (lesson
plan not given)

- - -

COMPSCI312,412
Data Privacy ✓

•data privacy
•database anonymi-
sation
•anonymous com-
munications
•algorithmic fair-
ness
•privacy in web,
social media
and ML

-
Differential privacy ✓ -

-

COMPSCI396:
Differential
Privacy: from
Foundations to
Machine Learn-
ing

✓

•data privacy
•privacy attacks
•algorithms for pri-
vate
learning

-
Differential privacy ✓ -

-

✓= provides property; - = missing property; = property not applicable; Course names in blue text are hyperlinks to the respective course pages.
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 https://e-catalogue.jhu.edu/course-descriptions/computer_science_601/computer_science_601.pdf 
 https://e-catalogue.jhu.edu/course-descriptions/computer_science_601/computer_science_601.pdf 
 https://www.cs.jhu.edu/~akinyelj/teaching/2017-fall-teaching-1 
 https://www.cs.jhu.edu/~akinyelj/teaching/2017-fall-teaching-1 
 https://www.cs.jhu.edu/~akinyelj/teaching/2017-fall-teaching-1 
 https://e-catalogue.jhu.edu/course-descriptions/computer_science_601/ 
 https://e-catalogue.jhu.edu/course-descriptions/computer_science_601/ 
 https://e-catalogue.jhu.edu/course-descriptions/computer_science_601/ 
 https://e-catalogue.jhu.edu/course-descriptions/computer_science_601/ 
https://www.comp.nus.edu.sg/~reza/courses/2019-cs4257/
https://www.comp.nus.edu.sg/~reza/courses/2019-cs4257/
https://www.comp.nus.edu.sg/~reza/courses/2019-cs4257/
 https://www.ucl.ac.uk/module-catalogue/modules/privacy-enhancing-technologies-COMP0061 
 https://www.ucl.ac.uk/module-catalogue/modules/privacy-enhancing-technologies-COMP0061 
 https://www.ucl.ac.uk/module-catalogue/modules/privacy-enhancing-technologies-COMP0061 
 https://www.ucl.ac.uk/module-catalogue/modules/people-and-security-COMP0056 
 https://www.ucl.ac.uk/module-catalogue/modules/people-and-security-COMP0056 
https://csd.cmu.edu/course/15330/s24
https://csd.cmu.edu/course/15330/s24
https://csd.cmu.edu/course/15330/s24
https://15316-cmu.github.io/2024/index.html
https://15316-cmu.github.io/2024/index.html
https://15316-cmu.github.io/2024/index.html
https://15316-cmu.github.io/2024/index.html
https://cybersechub.duke.edu/education/compsci-351-introduction-computer-security
https://cybersechub.duke.edu/education/compsci-351-introduction-computer-security
https://cybersechub.duke.edu/education/compsci-351-introduction-computer-security
https://www.mccormick.northwestern.edu/computer-science/academics/courses/descriptions/396-496-13.html
https://www.mccormick.northwestern.edu/computer-science/academics/courses/descriptions/396-496-13.html
https://www.mccormick.northwestern.edu/computer-science/academics/courses/descriptions/396-496-13.html
https://www.mccormick.northwestern.edu/computer-science/academics/courses/descriptions/312-412.html
https://www.mccormick.northwestern.edu/computer-science/academics/courses/descriptions/312-412.html
https://www.mccormick.northwestern.edu/computer-science/academics/courses/descriptions/396-5.html
https://www.mccormick.northwestern.edu/computer-science/academics/courses/descriptions/396-5.html
https://www.mccormick.northwestern.edu/computer-science/academics/courses/descriptions/396-5.html
https://www.mccormick.northwestern.edu/computer-science/academics/courses/descriptions/396-5.html
https://www.mccormick.northwestern.edu/computer-science/academics/courses/descriptions/396-5.html
https://www.mccormick.northwestern.edu/computer-science/academics/courses/descriptions/396-5.html
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Privacy Lessons Intervention Evaluation

Institute Intervention /
Course Name

St
an
d-
al
on

e
Pr
iv
ac
y
Co

ur
se

General
Lessons Th

re
at

M
od

el
lin

g

PETs Type

A
rt
ifa

ct
s

Name

Th
eo
ry

Pr
og

ra
m
m
in
g

Depth

Q
ua
nt
ita

tiv
e

Q
ua
lit
at
iv
e

École
Polytech-
nique
Fédérale
de Lau-
sanne

COM301 Com-
puter security
and privacy

- •mentions privacy - - -

Georgia
Institute
of Tech-
nology

CS4726 Privacy
Tech Policy ✓

•privacy in technol-
ogy, policy, ethics,
law, and business

- - -

University
of British
Columbia

COSC_O421 Net-
work Science - •data privacy - - -

McGill
Univer-
sity

COMP189 Com-
puters and Soci-
ety

- •data privacy - - -

COMP555 Infor-
mation Privacy ✓

•privacy by design
•privacy threats
•privacy concerns in
databases, web, mo-
bile apps and cloud

-
-

-

University
of Illinois
at Urbana-
Champaign

CS211 Ethical
and Professional
Conduct

- •mentions privacy - - -

CS442 Trust-
worthy Machine
Learning

-
•membership and
model inversion
attacks
•differentially pri-
vate data
generative models

- Differential privacy ✓ - -

CS461 Computer
Security I -

•assess and address
privacy
issues for policy and
humans
•privacy risk analy-
sis
according to CIA
triad
•human issues in pri-
vacy
•legal and ethical is-
sues

- - -

CS463 Computer
Security II -

•privacy &
anonymity
•policy composition
and
analysis
•privacy of emerg-
ing systems
•privacy issues in
social
networks
•privacy issues in
web
•human factors in
privacy

- - -

CS464 Topics in
Societal and Eth-
ical Impacts of
Computer Tech-
nology

- •mentions privacy - - -

✓= provides property; - = missing property; = property not applicable; Course names in blue text are hyperlinks to the respective course pages.
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https://edu.epfl.ch/coursebook/en/computer-security-and-privacy-COM-301
https://edu.epfl.ch/coursebook/en/computer-security-and-privacy-COM-301
https://edu.epfl.ch/coursebook/en/computer-security-and-privacy-COM-301
 https://oscar.gatech.edu/bprod/bwckctlg.p_disp_course_detail?cat_term_in=202208&subj_code_in=CS&crse_numb_in=4726 
 https://oscar.gatech.edu/bprod/bwckctlg.p_disp_course_detail?cat_term_in=202208&subj_code_in=CS&crse_numb_in=4726 
https://okanagan.calendar.ubc.ca/course-descriptions/subject/cosco
https://okanagan.calendar.ubc.ca/course-descriptions/subject/cosco
 https://www.cs.mcgill.ca/media/academic/courses/2_COMP_189.pdf 
 https://www.cs.mcgill.ca/media/academic/courses/2_COMP_189.pdf 
 https://www.cs.mcgill.ca/media/academic/courses/2_COMP_189.pdf 
https://www.mcgill.ca/study/2024-2025/courses/comp-555
https://www.mcgill.ca/study/2024-2025/courses/comp-555
 https://siebelschool.illinois.edu/academics/courses/cs211 
 https://siebelschool.illinois.edu/academics/courses/cs211 
 https://siebelschool.illinois.edu/academics/courses/cs211 
https://aisecure.github.io/TEACHING/CS442/CS442.html
https://aisecure.github.io/TEACHING/CS442/CS442.html
https://aisecure.github.io/TEACHING/CS442/CS442.html
https://siebelschool.illinois.edu/academics/courses/cs461
https://siebelschool.illinois.edu/academics/courses/cs461
https://gangw.cs.illinois.edu/class/cs463/
https://gangw.cs.illinois.edu/class/cs463/
https://siebelschool.illinois.edu/academics/courses/cs464-120218
https://siebelschool.illinois.edu/academics/courses/cs464-120218
https://siebelschool.illinois.edu/academics/courses/cs464-120218
https://siebelschool.illinois.edu/academics/courses/cs464-120218
https://siebelschool.illinois.edu/academics/courses/cs464-120218
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F Codebook

Table 9: Codebook of the Reflexive Thematic Analysis, with associated themes, sub-themes, and codes.

Theme Sub-th. Codes - Round 2 Codes - Round 1 Example Comments

Ea
rly

St
ag
e
of

Re
sp
on

si
bi
lit
y

Vigilant in privacy threats Vigilant in privacy threats Now I have a more baseline understanding of privacy importance,
and in particular ways it can be threatened.

Vigilant in their own privacy Vigilant in privacy threats It’s possible that it could make me more aware of protecting my
privacy and the privacy of the content of my work.

Vigilant in their own and oth-
ers’ privacy

Vigilant in their own privacy It can make me pay more attention to privacy protection in my
future work, both for myself and for users.

Vigilant in their own privacy Vigilant in their own privacy It will give me the fundamental knowledge. It will make me more
aware of preserving privacy in practice.

Vigilant in their own privacy Privacy protection as a user Be aware of sharing my personal details through everything I
interact with.

Vigilant in their own privacy Vigilant in their own privacy My understanding of all the content seems like it could be po-
tentially relevant. Understanding what privacy/personal data is,
the threats to it, and potential ways to protect it is useful infor-
mation.

Vigilant in protecting privacy Vigilant in protecting privacy I plan to work with technology in the future, so privacy will be
very important and information/data will need to be protected.

Vigilant in their own privacy Vigilant in their own privacy It will help me protect my personal information in the future
and could be useful in the industry I would like to work with.

Vigilant in their own privacy Privacy protection as a user It helps improve my awareness of privacy in my study. When
I search for some information on the internet, I will be more
careful to share my information.

Vigilant in their own privacy Privacy protection as a user Be careful about your personal data and protect your privacy.
Vigilant in protecting privacy Considering to protect user

data
Helped develop a stronger understanding of protecting users’
data.

Compliance obligation Compliance Good to know for compliance.
Compliance obligation Compliance Understanding data privacy protection regulations and how to

implement them.
Compliance obligation Privacy protection motivated

by regulatory consequences
Privacy security has its own set of laws that can result in big
consequences if companies do not comply. Therefore, I think it is
very important to know how to implement these through code.

Pr
iv
ac
y-
Aw

ar
e
So
ftw

ar
e
D
ev
el
op

m
en
t

Co
nt
rib

ut
io
n
th
ro
ug

h
Pr
og

ra
m
m
in
g

Understanding privacy can be
integrated into programmers’
workflow

Protect privacy through pro-
gramming

Gives me a better idea of how privacy is used in programming.

Understanding privacy can be
integrated into programmers’
workflow

Intention to protect privacy
through programming

Assignment 2 made me more familiar with the PETs we covered,
and the experience implementing them will be good to draw
from.

Understanding privacy can be
integrated into programmers’
workflow

Understanding the usefulness
of privacy programming

Helped me see how the techniques are implemented.

Understanding privacy can be
integrated into programmers’
workflow

Understanding the usefulness
of privacy programming

Before weeks 6 & 7, I had trouble understanding how our knowl-
edge in cybersecurity could be put into practice in the real world,
and getting a glimpse of it through coding different PETs was
very helpful in that understanding.

Understanding their skills can
be beneficial to protect privacy
through coding

Protect privacy through pro-
gramming

Helped in knowledge and application of PETs to prevent privacy
vulnerabilities where they might not be seen.

See privacy programming as a
professional skill

Protect privacy through pro-
gramming

I have tried to code for privacy, which did make me think about
how real professionals achieve that. So that can be useful for my
future career.

See privacy programming as a
professional skill

Protect privacy through pro-
gramming

An understanding of how privacy can be implemented in an
application is helpful because it should be a key requirement for
any developer.
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Theme Sub-th. Codes - 2nd Round Codes - Round 1 Example Comments

Pr
iv
ac
y-
Aw

ar
e
So
ftw

ar
e
D
ev
el
op

m
en
t Pr
iv
ac
y-
Fi
rs
tA

pp
ro
ac
h

Privacy-first software develop-
ment

Privacy-first software develop-
ment

I will now consider and implement privacy mechanisms during
the programming/creation stage of a project.

Privacy-first software develop-
ment

Privacy-first software develop-
ment

I’ll definitely approach software development with a privacy-first
mindset.

Privacy-first software develop-
ment

Privacy-first software develop-
ment

It allowed me to notice more privacy issues in the world around
me, and I think it will be helpful in the future so that I can incor-
porate privacy principles into my designs from the beginning
stages.

Privacy-first software develop-
ment and disagreement with ig-
noring privacy

Privacy-first software develop-
ment

Being more conscious of building privacy protection measures
into software projects rather than as an addition.

Privacy-first software develop-
ment and disagreement with ig-
noring privacy

Privacy-first software develop-
ment

I’m genuinely surprised that privacy isn’t a permanent topic
in COMPSCI 316. I think this will definitely help me prioritize
privacy in future projects as it is already often forgotten and only
implemented when there is a privacy breach.

O
w
ne
rs
hi
p
in

Pr
iv
ac
y
Pr
ot
ec
tio

n

Internal commitment to protect
privacy

Sense of agency in protecting
privacy through coding

I will be implementing a PET (K-anonymity) into my own per-
sonal project.

Desire to improve privacy
knowledge by self-learning

Desire to improve privacy
knowledge by self-learning

Basic understanding of privacy so I can search for more to learn
more to implement in work or even further studies.

Awareness of privacy flaws in
past work and readiness to im-
prove

Awareness of privacy flaws in
past work and readiness to im-
prove

It tells me the importance of protecting privacy. I know why my
previous website work is unsafe and know how to improve it.

Internal commitment to protect
privacy

Internal commitment to protect
privacy

As someone who currently works in one of the largest tech com-
panies, we have a lot of policies regarding data privacy protection.
I was following them out of compliance, knowing that violations
lead to paperwork. The lecture content regarding data privacy
helped me understand why we need to protect data privacy in
the first place. It has also given me insight into why I have to
complete our mandatory training and helped me understand
why there is a need to put these training modules into practice.
Learning about the impact of data privacy protection helped me
be more proactive in protecting our customers’ data and helped
me understand our internal processes regarding data handling.

N
ar
ro
w
ed

Pe
rs
pe
ct
iv
e
in

Po
si
tio

ni
ng

Pr
iv
ac
y
Kn

ow
le
dg

e

Uncertainty in using privacy
knowledge

Uncertainty in using privacy
knowledge

Unsure.

Uncertainty in using privacy
knowledge

Uncertainty in using privacy
knowledge

No clue.

Uncertainty in using privacy
knowledge

Uncertainty in using privacy
knowledge

Not much, not that relevant for what I want to do.

Uncertainty in using privacy
knowledge

Uncertainty in using privacy
knowledge

I’m not sure if it will.

Uncertainty in using privacy
knowledge

Uncertainty in using privacy
knowledge

I don’t think it will be particularly useful for me.

Reluctance to put privacy into
practice

Difficulty in putting privacy
into practice

Not too much, it improved my understanding but putting it into
practice looks too much of a hassle.

Limited understanding of how
to use the privacy knowledge

Limited understanding of how
to use the privacy knowledge

It was really good to learn about the few common PETs, and
I believe that it’ll be useful in any form of data handling. It’s
quite rare for us to think of what will happen in the future and if
we’re going to be implementing any of the PETs learned in class,
although it’s good to have an understanding.

Inability to map the privacy
knowledge in diverse profes-
sions

Limited understanding of how
to use the privacy knowledge

If I end up working in the field of cybersecurity, it will be very
helpful, including that I will be able to communicate with people
more calmly in future employment and will not offend them.

Inability to map the privacy
knowledge in diverse profes-
sions

Limited understanding of how
to use the privacy knowledge

Basically, any IT industry will require privacy knowledge.
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